1992

Charge-State Equilibrium and Nonequilibrium Modeling of the Carbon-Pellet Plasma Interaction

A. G. ElCashlan
Old Dominion University

G. A. Gerdin
Old Dominion University

L. L. Vahala
Old Dominion University, lvahala@odu.edu

P. B. Parks

Follow this and additional works at: http://digitalcommons.odu.edu/ece_fac_pubs
Part of the Engineering Commons, and the Plasma and Beam Physics Commons

Repository Citation
http://digitalcommons.odu.edu/ece_fac_pubs/34

Original Publication Citation

This Article is brought to you for free and open access by the Electrical & Computer Engineering at ODU Digital Commons. It has been accepted for inclusion in Electrical & Computer Engineering Faculty Publications by an authorized administrator of ODU Digital Commons. For more information, please contact digitalcommons@odu.edu.
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Self-consistent equilibrium and nonequilibrium charge-state models are formulated for the spherical expansion of low-Z pellet vapor as an inviscid perfect gas of constant ratio of specific heats being heated volumetrically by the incident electrons of a thermonuclear plasma. The two models are found to be in agreement in the region where the ratio of the ionization length \( \xi \) to pellet radius \( r_p \) is less than unity, but a single parameter, such as the magnitude of this ratio on the sonic surface, is insufficient to determine whether an equilibrium model will be valid for all regions of the ablatant for carbon pellets. Thus a nonequilibrium model is necessary to model the outer regions of the ablatant cloud even for thermonuclear plasma conditions when the cloud is very dense. Also, the effect of the ionization of the ablatant by the incident plasma electrons is found to be 10% or less for even the \( C^+3 \) region in the thermonuclear regime. Finally, although the model used for the healing of the ablatant by the plasma electrons is that for a neutral carbon ablatant, it is shown that the differences in heating by the plasma electrons between this model and that for an ionized ablatant are small.

I. INTRODUCTION

The modeling of the interaction of low-Z pellets with magnetofusion plasmas is important for several reasons. The first is that in the production of the high densities required in tokamaks for achieving long energy confinement times, pellet injection appears to play a key role. Since hydrogen-like refueling pellets cannot penetrate such plasmas as Joint European Torus (JET)\(^1\) without major perturbations, and since low-Z pellets can penetrate similar plasmas such as Tokamak Fusion Test Reactor (TFTR)\(^2\) with apparently no adverse effects, understanding the physics of the interaction of such with magnetofusion plasmas would be important in the design of pellet injectors for more advanced tokamak experiments, such as the proposed high-density Burning Plasma Experiment\(^3\) (BPX) and the International Tokamak Experimental Reactor\(^4\) (ITER). Second, the evaporation cloud can reveal important information about the current distribution in tokamaks since the cloud streams along the magnetic field lines once it is ionized and emits Zeeman-split line radiation.\(^5,6\) Finally, the interaction of the thermonuclear alpha particles and the cloud could yield information about the energy distribution of the alpha particles through the processes of neutralization via double-charge exchange with the vapor,\(^7,8\) or by the emission of Doppler-shifted radiation when single-electron charge exchange occurs into an excited state of the alpha particle.\(^9\) The shape of the alpha energy distribution is important in determining how well the alpha particles couple their energy to the plasma, and hence the feasibility of ignition. What is being presented here is an important step in the modeling of the flow of ablatant from these pellets when interacting with thermonuclear plasmas: the inclusion of nonequilibrium charge-state effects.

Previous work. One of the most accepted theories to describe the interaction between hydrogen pellets and magnetic fusion plasmas is the neutral gas shielding (NGS) model.\(^10\) The NGS model is a one-dimensional (1-D) spherically symmetric quasi-steady-state description of the ablatant. Hot electrons from the surrounding magnetofusion plasma bombard the pellet surface setting up a neutral gas ablatant cloud on a very short time scale with respect to the motion of the pellet to different plasma conditions. The incident plasma electrons deposit their energy volumetrically through elastic and inelastic collisions with the ablatant cloud. The thickness of the cloud is of a self-regulatory nature, if the cloud gets thicker, the electron heat flux gets attenuated more, so the rate of ablation from the pellet surface decreases, and vice versa. The heating caused by the plasma electrons causes the ablatant to be accelerated from subsonic speeds near the pellet surface to supersonic speeds farther out in the cloud. The model used here basically follows this same procedure.

Thermal dissociation and ionization processes in the ablation cloud act as energy sinks, and consequently slow the ablation rate and modify the cloud profile. A revised version\(^11\) of the NGS model for hydrogen pellets was formulated in which the atomic processes were treated self-consistently by the assumption of local thermodynamic equilibrium (LTE). In this work, this procedure is extended to carbon pellets and both equilibrium and nonequilibrium models for the charge-state populations are considered.
A major difference in the ablation mechanism between hydrogen and low-Z material pellets is due to the difference in their sublimation energy. For frozen hydrogen, the sublimation energy is very low so that the plasma electron heat flux must be reduced by the cloud to nearly zero on the pellet surface. Whereas for low-Z pellets, the electron heat flux at the pellet’s surface can vary between 25% and 81% of its magnitude when incident on the ablation cloud. Parks et al. have recently developed a model for low-Z pellets based on energy balance. While this model cannot be used to determine spatial profiles of the ablatant charge states, it can be used to establish the properties of the ablatant on the sonic surface. In the present work, this model is used to establish the initial conditions for propagating the fluid equations into the outer regions of the ablation cloud. This procedure will be justified below.

It will be shown below that in the lower-density regions of the cloud that LTE and even equilibrium models, in general, break down. Hence, a major result of this effort has been to incorporate both a collisional-radiational (CR) equilibrium model, and then a CR nonequilibrium model, in order that the results of these calculations could be ultimately compared with experiment and be used to predict the cloud profiles for pellet injection experiments on proposed high-temperature and density magnetic-fusion reactors such as CIT and ITER.

The rest of this paper is organized as follows. In Sec. II, the basic model is outlined, including the treatment of initial conditions, the fluid equations, and the charge-state formulations. In Sec. III, the computational technique is discussed and in Sec. IV a comparison of the results of the equilibrium and nonequilibrium calculations is made for the same set of conditions. In Sec. V, the effect of the direct ionization of the ablatant by the incident plasma electrons is considered (only heating by these electrons and ionization by the ablatant electrons is considered in the basic models). In Sec. VI, results are discussed and Sec. VII contains the discussion and the conclusions.

II. BASIC MODEL

The structure of the present carbon ablatant model follows closely that of Felber et al., where the ablatant is treated as an expanding inviscous perfect gas with constant specific heats. In the resulting fluid equations, ionization processes and volumetric ablatant heating by the external plasma electrons are treated self-consistently, where the heating rates are determined by collisional processes, and the gradients in charge-state fractions are determined either from an equilibrium model (as in Felber et al.) or a nonequilibrium model; the appropriateness of each will be discussed in this section. The low-Z pellet model of Parks et al. is used to determine the initial conditions on the sonic surface, which are then used as a starting point for propagating the fluid equations into the outer regions of the ablation cloud.

In the rest of this section, the initial conditions, the fluid equations, and the charge-state models employed in this work are discussed.

A. Initial conditions

The initial conditions for the steady-state fluid propagation equations are the temperature $T_\infty$, density $n_\infty$, fraction of the singly ionized charge state $f_{+1}$, and flow velocity $v_\infty$ of the ablatant on the sonic surface and its radius $r_\infty$ for a given external plasma electron temperature $T_e$, electron density $n_e$ and pellet radius $r_p$. These parameters can be readily obtained from Parks low-Z model, which also contains a self-consistent solution to the Boltzmann equation for the velocity distribution of the external plasma electrons in the cloud.

Vahala et al. tested the assumptions of the low-Z model by solving the steady flow problem for the interior region between the sonic and the pellet surface by means of a two-parameter shooting code in a manner similar to those used for hydrogen pellets. These assumptions were found to be in general agreement with the results of the shooting code calculations, with the exception of the assumption of the existence of LTE on the sonic surface.

That is, this assumption was found to break down for the low-density Texas Experimental Tokamak (TEXT) plasma regime and for low-density TFTR experiments (i.e., $n_e < 5 \times 10^{13}$ cm$^{-3}$). A better agreement with results from these low-Z pellet injection experiments in the low-density regime was reported when zero percentage ionization on the sonic surface or the interior was assumed. Therefore, in the present work, the full low-Z model initial conditions will be assumed for the high-density regime and zero ionization will be assumed on the sonic surface for the low-density regime. It should be noted that injection of the pellets cools the plasma, so the effective values of $n_e$ and $T_e$ “at infinity” in the pellet-ablation problem will probably not correspond to those existing on that flux surface in the plasma before the pellet was injected; the changes in $n_e$ and $T_e$ due to this cooling depend on the specific experimental conditions, and determining these changes in beyond the scope of this work.

B. Fluid equations

To simplify the mass, momentum, and energy conservation equations, the following definitions are made: the average ionic charge as $Z_{av} = \sum j f_{+j}$, and the average ionization energy as $Q_{av} = \Sigma Q_{ij}$, where both summations are from $j=1$ to $A$, $A$ being the atomic number of the ablatant species, $f_{+j}$ is the fraction of the ablatant in charge state $+j$. Here $Q_{ij} = \Sigma \phi_i$ summed from $i=1$ to $j$, where $\phi_i$ is the ionization potential for the $i$th charge state. Then the steady-state one-dimensional conservation laws for a spherically expanding inviscid perfect gas of constant specific heats can be written as follows:

$$\rho u^2 = G/4\pi = \text{const},$$

$$\frac{du}{dr} + \frac{dp}{dr} = 0,$$

$$\left( \frac{G}{4\pi r^2} \right) \left( \frac{d}{dr} \left[ \frac{\gamma T (1 + Z_{av})}{m (\gamma - 1)} + \frac{u^2 + Q_{av}}{2 + m} \right] \right) = \frac{dq}{dr},$$

where $m$, $p$, $v$, $r$, $p$, and $\gamma$ are the atomic mass, mass density, fluid velocity, radius, pressure, and the ratio of specific heats of the ablatant, respectively. Here $G$ is the pellet mass ablation rate and $q$ is the plasma electron heat flux. To these equations are coupled the equation of state:

$$p = nT(1 + Z_{av}),$$

(4)

and the generalized expression for the gradients in $f_j$

$$\frac{df_j}{dr} = R_j(r),$$

(5)

where the expression for $R_j(r)$ will vary depending on which model for the charge-state fractions is most appropriate.

Next the variables are normalized to their values on the sonic surface:

$$r' = \frac{r}{r_*}, \quad n' = \frac{n}{n_*}, \quad \theta = \frac{T}{T_*}, \quad p' = \frac{p}{p_*},$$

$$v' = \frac{v}{v_*}, \quad W = v'^2; \quad q' = \frac{q}{q_*}, \quad L = \frac{L_i}{L_*},$$

where $L_i = 1 + Z_{av}$ and $v$ is the velocity of the flow. After some algebra, the governing equations can be expressed as follows:

$$\frac{dW}{dr'} = 2W\left[\frac{S - 20L}{r'} - A_\star \frac{dQ_{av}/dr'}{(\theta L - W)}\right],$$

(6)

$$\frac{d\theta}{dr'} = \frac{[S - (\gamma - 1)/2]dW/dr' - A_\star dQ_{av}/dr' - (\theta/L_\star) dZ_{av}/dr'}{L},$$

(7)

$$\frac{df_j}{dr'} = \frac{R_j(r')}{(v'v_*^2)},$$

(8)

where $A_\star = (\gamma - 1)/(\gamma T_* L_\star)$ and $S = [q_*/(n_*v_*n' W^{1/2})] \times dq'/dr'$.

The physical significance of the various quantities in Eqs. (6) and (7) can best be seen in Eq. (7), which describes how the energy per unit mass coming from plasma electron heating $S$ is divided into thermal energy $d\theta/dr'$, flow energy $[(\gamma - 1)/2]dW/dr'$, ionization energy $A_\star dQ_{av}/dr'$, and equipartition of thermal energy due to ionization $(\theta/L) dZ_{av}/dr'$. When this equation is substituted into a solution of the momentum equation [Eq. (2)] for $dW/dr'$, where the equation of state [Eq. (4)] and the conservation of mass [Eq. (1)] have been used, the solution for $dW/dr'$ [Eq. (6)] possesses a singularity as the sonic surface, since the denominator $(\theta L - W)$ involves quantities that are all normalized to one on the sonic surface [see the definitions above Eq. (6)]. This is exactly the same manner as in Ref. 10, which involved no ionization, so the corresponding equations of Ref. 10 [i.e., Eqs. (16) and (17)] are the same as Eqs. (6) and (7), except the terms involving $dQ_{av}/dr'$ and $dZ_{av}/dr'$ are missing, as would be expected since these terms involve ionization.

C. The plasma-electron heating flux

The plasma-electron heat flux $q'$ at various locations in the cloud is obtained from the appropriate moment of the plasma electron velocity distribution obtained from a self-consistent solution to the Boltzmann equation for the incident multienergy group plasma electrons (a Maxwellian distribution is assumed here) slowing down (empirical-range model) in the ablatant cloud; this solution is derived in Ref. 12. Hence $dq'/dr'$ and $q'$ are analytically predetermined so $q'$ does not have to be integrated here, as it did in the earlier models for hydrogen pellets. While extending the heating model, derived from the empirical-range model valid for neutral atoms, to the outer regions of the ablatant, which are a multiply ionized plasma, is not entirely self-consistent, it will be shown in Appendix A that the differences in the ablatant heating between the empirical-range and plasma models are only logarithmic in nature. The magnitude of these differences is of order 20%-50% for the plasma-pellet conditions considered here; such differences are within the uncertainties in the other cross sections being used in these calculations, so further change does not appear warranted.

D. Charge-state models

The only part of the fluid equations not defined at present is the $R_j(r')$ factor in Eq. (8), which is dependent on the charge-state model. Three types of charge-state models for plasmas are usually considered.16 LTE at high density, the coronal model at low density, and the collisional-radiative (CR) model in the intermediate region. In the LTE model, it is assumed that collisional processes dominate both ionization and recombination and that the charge state populations depend on the local temperature and density. The criterion for LTE to exist on the electron density for a given charge-state $j$ can be expressed as

$$n_e > 7.8 \times 10^{18}(j + 1)^7(T[eV]/\phi_j)^{1/2}[cm^{-3}].$$

(9)

Since this restriction on electron density is so high, it has been found in this study that for significant portions of carbon pellet ablation clouds, this condition is not satisfied. Whereas, the criteria on electron density for the collisional-radiative (CR) model,16,18

$$n_e[cm^{-3}] < 10^{16}(T[eV])^{7/2},$$

(10)

where $\tau_j$ is the ionization time for the $j$th charge-state species, are found to represent the conditions in the ablatant cloud for the examples considered here. Therefore a CR model has been used here and the following processes have been modeled; collisional ionization, radiative recombination, dielectronic recombination, and three-body recombination. Using this formulation, Eq. (8) can be written as follows:

$$\frac{df_j}{dr'} = \left(\frac{n_\star v_*}{v_*}\right)_{\text{neq}} \left[ f_{j-1}C_{j-1}^{\text{coll}} - f_j(C_j^{\text{coll}} + \alpha_j) \right] + f_{j+1}(\alpha_j \text{tot})_{\text{neq}},$$

(11)

where \( n_{el}' \) is the local electron density of the ablatant (i.e., \( n_{el}' = n' Zv \)), \( C_{j}^{\text{coll}} \) is the collisional ionization rate from charge state \( j \) to charge state \( j+1 \), and \( \alpha_{j}^{\text{tot}} \) is the sum of the collisional, radiative, dielectronic recombination rates from charge state \( j \) to \( j-1 \).

The expressions for collisional ionization, collisional recombination, and dielectronic recombination are taken from Post et al. The expression for radiative recombination is taken from Seaton. In these expressions, the ionization potentials \( \phi_j \) are reduced by an amount \( \Delta \phi = e/(4\pi \varepsilon_{0} \alpha_D) \) due the potential of the ablatant plasma at each location, where \( \lambda_D \) is the local Debye length.

Under charge state equilibrium conditions, the sum of the terms in brackets in Eq. (11) is very close to zero, with respect to the magnitude of the individual terms. That is, the effect of the flow rate [the left-hand side of Eq. (11)] is small with respect to the ionization and recombination rates, so the right-hand side of equation is effectively zero. Thus, the local charge state fractions become only a function of the \( C_{j}^{\text{coll}} \)'s and the \( \alpha_{j}^{\text{tot}} \)'s. That is, for charge-state equilibrium, \( f_j \) can be expressed as

\[
f_j = \frac{1}{\prod_{m=0}^{j-1} \left(1 + \Sigma_{i=1}^{m} R_{m,m+1} \right)}.
\]

where

\[
R_{m,m+1} = C_{m}^{\text{coll}} / \alpha_{m+1}^{\text{tot}}.
\]

The dependence of the \( C_{j}^{\text{coll}} \)'s and the \( \alpha_{j}^{\text{tot}} \)'s on the local ablatant density and temperature now provide the \( f_j \)'s with their spatial variation implicitly, through the spatial variations of ablatant temperature and density. Thus, for charge-state-equilibrium conditions, the gradients in the \( f_j \)'s are determined through the spatial variations of density and temperature via the chain rule, as applied to Eq. (12). Whereas for nonequilibrium, Eq. (11) can be used directly.

Applying the chain rule and the conservation relations [i.e., Eqs. (1)-(4) in their normalized form] to Eq. (12), the derivative in the brackets of Eq. (6) may be expressed as

\[
\frac{dQ_{av}}{dr'} = U_1 - U_2 \frac{dW}{dr'}.
\]

and the last derivative in the brackets of Eq. (7) may be expressed as

\[
\frac{dZ_{av}}{dr'} = U_1 - U_2 \frac{dW}{dr'}.
\]

where the \( U_1 \)'s are derived in the Appendix A. Inserting these new expressions into Eqs. (6) and (7), the equilibrium versions of these equations are obtained:

\[
\frac{dW}{dr'} = \left( \frac{2W}{\theta L - W(1+2A_u U_2)} \right) \left( S - A_u U_1 - \frac{2 \theta L}{r'} \right).
\]

Noting that, although the normalized quantities, \( \theta, W, \) and \( L \) approach 1 on the sonic surface, the denominator of Eq. (15), \( [\theta L - W(1+2A_u U_2)] \), no longer goes to zero there, but instead has a zero inside the sonic surface. This is due to the dependence of \( dQ_{av}/dr' \) and \( dZ_{av}/dr' \) in the charge-state-equilibrium-model on \( dW/dr' \) [see Eqs. (13) and (14) and Appendix B]. When these equations are substituted into Eq. (7) and the result is substituted into the solution of the momentum equation [Eq. (2)], where the equation of state [Eq. (5)] and conservation of mass have been used, the denominator of the solution for \( dW/dr' \) [Eq. (15)] has the extra term, \(-2WA_u U_2\), which pushes the singularity inward. Therefore, initiating these equations on the sonic surface for does not require recourse to l'Hospital's rule, as is the case when this singularity is encountered directly, as in Eq. (6). Indeed, for propagation of these equations outward, as reported here, this singularity is not encountered, and hence poses no problem whatsoever.

As with Eqs. (6) and (7), the physical significance of the various terms in Eqs. (15) and (16) can be identified, using Eqs. (13) and (14) to identify terms involving ionization energy \( A_u dQ_{av}/dr' \) [Eq. (13)] and equipartition of thermal energy due to ionization \( \theta L dZ_{av}/dr' \) [Eq. (14)]. The other terms have the same significance as before.

E. Criteria for charge-state equilibrium

For a stationary plasma, the criterion for charge-state equilibrium is that the time for an ionization or recombination process to occur must be much smaller than the time it takes the temperature and/or density to change significantly. For a moving plasma, this ionization time for the \( j \)th state, \( \tau_j \), must be much smaller than the time \( \tau_j \) that it takes the ablatant to flow to a region of significantly different temperature and/or density. An estimate \( \tau_j \) can be obtained from

\[
\tau_j = 1/(n_{el} C_{j}^{\text{coll}}). \tag{17}
\]

If the ionization length \( \xi_j \) is defined as the local flow velocity times \( \tau_j \), then the criterion becomes that \( \xi_j \) must be much smaller than a typical flow length, which for this study will be taken to be the pellet radius \( r_p \). The sonic surface ratio \( \xi_{ss}/r_p \) ranges from around 10 for typical
TEXT plasmas, to around 1 for typical TFTR plasmas, and to much less than unity for typical BPX plasmas. Hence it appears a nonequilibrium model will be necessary, especially for comparison between the present model and experimental results from TEXT and TFTR. In Sec. IV, results will be presented that confirm this.

III. COMPUTATIONAL TECHNIQUE

Under conditions close to equilibrium, the term in brackets in Eq. (11) is very close to zero, being the difference between large numbers. For the integration of the nonequilibrium equations [i.e., Eqs. (6), (7), and (11)] to be stable, the integration step size must be kept very small, and double precision must be employed. Since most nonequilibrium flow problems involve departure from equilibrium initial conditions, this problem has received much attention.

In this study, the fourth-order Runge–Kutta scheme is used. To check the accuracy of the results, the integration step is varied and the resulting solutions are compared. In some cases, the Treanor technique was used to test the accuracy of the results. The integration step used here is 0.001r*, and all calculations were performed with double precision on the IBM 3090 mainframe computer at Old Dominion University.

IV. RESULTS: A COMPARISON OF EQUILIBRIUM AND NONEQUILIBRIUM CALCULATIONS

Following the procedures outlined in Sec. III, Eqs. (15) and (16) were integrated for the equilibrium calculation, and Eqs. (6), (7), and (11) were integrated for the nonequilibrium calculations, after having been specifically modified for carbon pellets. For the dq'/dr' factor contained in the definition of S in these equations [see the line just below Eq. (8)], the following expression is derived from the solution to the Boltzmann equation for the carbon ablatant:

\[ dq' \over dr' = \frac{C_s G(u)}{W^{1/2} r^2} \]

where \( C_s \) is given by

\[ C_s = 9.76 \times 10^{-14} M n_e e^{(p+1)} / t_e \]

where \( M \) is the atomic mass of the ablatant and \( p=0.72 \) (see Ref. 12); this solution is based on the empirical-range formula model for electrons slowing in neutral carbon. The argument \( u \) is the normalized thickness of the ablation cloud exterior to the local position in the cloud, and \( G(u) \) is given by

\[ G(u) = \frac{1}{2} \int_0^u \frac{G'(u) [K + \beta(t^{1/\beta} + u)^\beta]}{(t^{1/\beta} + u)^\beta} \, dt \]

\[ \beta = 1/(p+1) \quad \text{and} \quad K = \beta(p+1+\kappa Z) \]

\[ h = E / T_r, \]

where \( E \) is the local incident plasma electron energy, and \( G'(u) \) is given by

\[ G'(u) = t^{(2+\kappa/m)} (t^{1/\beta} + u)^{-\kappa} \exp[-(t^{1/\beta} + u)^\beta] \]

Finally, \( Z \) is the atomic number of the ablatant and \( \kappa \) is given in Ref. 12. As pointed out previously, the extension of this solution, which is strictly only valid for neutral atoms to the outer regions of the ablatant consisting of a multiply ionized plasma, is not entirely self-consistent (see Appendix A). However, as far as the ionization by the plasma electrons is concerned, in the lower-ablatant-density outer regions, there has been little energy loss by the plasma electrons impinging on the ablatant from outside the cloud, so for either model the plasma electron distribution obtained will be essentially a Maxwellian with the temperature of the background plasma.

Some results of these calculations are shown in Fig. 1 for carbon pellets exposed to magnetic-fusion plasma conditions. Equilibrium initial conditions were assumed for both equilibrium and nonequilibrium models, and the equations are switched to those of nonequilibrium at \( r = 2r_0 \), for these cases. The ionization length on the sonic surface divided by the pellet radius was calculated for each of these cases to quantify them.

In Figs. 1 and 2, the results of both equilibrium and nonequilibrium calculations are shown for comparison for the same external plasma conditions \( (n_e, T_r) \) and pellet radius. Note how the change in temperature with radius flattens in regions where there is a rapid increase in \( f_e \) as one would expect during a "change of phase," and how these occurrences are more pronounced for the equilibrium
model, a system with “instantaneous response.” The ratio of $\zeta_{PE}/r_P$ for this case is 0.004. For hydrogen pellets, this value would be easily sufficient for the equilibrium calculation to be valid everywhere. For the case presented in Fig. 1, there is good agreement between the two calculations in the inner regions ($r < 6r_*$), but breaks down at larger radii. The reason is that as $r$ increases, the density falls, causing an increase in $\tau_j$ [see Eq. (17)], and hence $\zeta_j/r_P$. The reason that the same criterion in $\zeta_{PE}/r_P$ that held for hydrogen pellets does not hold for all regions of carbon ablation clouds is that hydrogen has only one electron, which is stripped away much closer to the pellet’s surface (where equilibrium holds) than for the higher charge states of carbon, so this is really not surprising.

It can be seen, however, that the results from both models for the charge-state fractions $f_j$ are in very close agreement in the region between $2r_*$ and $8r_*$, where one would expect such agreement (at $r = 7r_*$, $\zeta_j/r_P$ becomes greater than unity; see Fig. 2). Since there is a considerable difference between the governing equations for the equilibrium and nonequilibrium models, this can be considered as a self-consistency check between the models.

It can also be seen from Fig. 1 by the divergence of the two calculations at $r = 7r_*$ that, even for reactorlike external plasma conditions ($n_e = 10^{14}/cm^3$ and $T_e = 20$ keV), which result in thicker clouds, higher ablatant densities, and generally smaller $\tau_j$'s, the assumption of charge-state equilibrium breaks down in the $C^{+2}$ region well before the persistent, heliumlike $C^{+4}$ region is reached.

V. IONIZATION BY THE INCIDENT PLASMA ELECTRONS

Up to this point, the plasma electrons responsible for the heating of the ablatant cloud have not been included directly in the ionization process. In regions close to the pellet surface, the density of the ablatant is so high that collisional processes involving the ablatant electrons alone are so much more numerous that they render the effects of the plasma electrons on the ionization process to be negligible. However, in the lower-density exterior regions of the cloud, this is not the case, so these electrons must be included directly.

The ionization rate coefficients for the plasma electrons are treated by integrating numerically an analytical solution to the Boltzmann equation for the plasma electrons $f_e$ obtained from Ref. 12, with the recommended curve fits to the ionization cross sections for electron-impact ionization. In this manner the ionization rate coefficient for the $j$th charge state by the plasma electrons $C_j^f(f_e)$ is obtained as a function of the radius of the ablatant. Here $C_j^f(f_e)$ is defined as

$$C_j^f(f_e) = nS_j^f(f_e)/n_e$$

where

$$S_j^f(f_e) = \langle \sigma v(f_e) \rangle_j$$

For charge-state-equilibrium conditions, the $R_{m,m+1}$'s in Eq. (12) are now given by

$$R_{m,m+1} = [C_m^{\text{coll}}(T) + C_m^x(f_e)]/\alpha_{m+1}^{\text{tot}}$$

where $C_m^{\text{coll}}(T)$ and $\alpha_m^{\text{tot}}(T)$ are unchanged. This change also modifies the $U_j$'s in equilibrium governing Eqs. (13)–(16); the new $U_j$'s are designated $U_j^e$, and are given by the same expressions as the $U_j$'s in Appendix B, except that the $R_{m,m+1}$'s are now given by Eq. (22).

For nonequilibrium conditions, the only modification is that the $C_j^f$'s given in Eq. (11) is now replaced by the expression $[C_j^{\text{coll}}(T) + C_j^f(f_e)]$.

VI. RESULTS

Two comparisons of the results of the nonequilibrium model with and without the ionizing effects of the external plasma electrons are shown in Figs. 3 and 4. In Fig. 3 a comparison is displayed for the same conditions as for Fig. 1 (i.e., $n_e = 10^{14}/cm^3$, $T_e = 20$ keV, and $r_p = 0.05$ cm). As can be seen in this figure, there is less than a 10% difference, even to the beginning of the $C^{+4}$ for the data shown. This means that, even though the plasma electrons are much more energetic than those of the ablatant, the rate of ionization associated with them is small. However, the densities of the clouds are extraordinarily high, if more modest subthermal conditions exist in the plasma, then the two models diverge, even in the $C^{+3}$ region (see Fig. 4).

VII. DISCUSSION AND CONCLUSIONS

In previous studies, it has been shown that when the ratio of ionization length on the sonic surface $\zeta_j/\rho$ to pellet...
radius is small, then equilibrium conditions could be assumed on the sonic surface. The results of the present modeling show that for carbon pellets, while equilibrium conditions persist out to a considerable distance for thermonuclear conditions (to \( r = 7r_\ast \)), nonequilibrium effects are important beyond this point, even though the clouds are denser, so that collisional rates are higher, which should minimize equilibrium times and lengths (i.e., \( \xi_\ast /r_\ast = 0.004 \) for this case); this occurs in the \( \text{C}^{++} \) region well before the \( \text{C}^{++} \) charge-state region is reached. Since this charge state is considered most important for alpha-particle double-charge-exchange diagnostics because it is heliumlike and therefore should be persistent,\(^5\) it is obvious that nonequilibrium calculations are essential to adequately model the carbon-pellet–plasma interactions to be able to simulate the performance of this diagnostic method.

It is true that this model is only one dimensional and does not take into account the channeling of the ablatant along the magnetic field by magnetic forces; this effect would give higher densities than a pure spherical expansion would predict, hence the predictions for the charge-state distributions, which are dependent on the ablatant density, will be in error in the outer regions of the cloud, where this streaming will occur. Since a spherical expansion model is being used here, one must be careful about predictions for the \( \text{C}^{++} \) region which will also be in the outer regions of the ablatant. However, for the present experiments on TFTR, the diameter of the channels of the ablatant flow along the field are typically 5–6 cm,\(^{30,31}\) which corresponds to 60–120 sonic radii \( (r_\ast) \). Predicting the channel diameter for the thermonuclear case is beyond the scope of this work, but assuming they remain in the 60–120\( r_\ast \) range, possibly due to the higher ablatant pressures predicted for thermonuclear conditions, the results shown in the figures may not be so far off. That is, the beginning of the \( \text{C}^{++} \) region is reached at 20\( r_\ast \) (see Fig. 1), while the ablatant should still be in the spherical expansion phase. Hence the restriction to spherically expanding clouds might not be so severe, even out to the beginning of the \( \text{C}^{++} \) region.

A second result of this modeling is that the effects of the external plasma electrons, while playing the most important part in cloud heating, play almost a negligible effect on ionization of the ablatant in the inner regions. This is due to their relatively small number with respect to those of the ablatant, which is especially true for thermonuclear conditions, when the self-regulating mechanism makes the cloud thicker and denser.
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For the two neutral-atom heating models (i.e., the Bethe–Bloch and the empirical electron range models), as
The local Debye length, respectively. Here $n_{eL}$ is the plasma electron density and is equal to $Z_{av} n_{a}$.

For plasma electrons slowing down in the ablatant plasma $E \gg 2T$, where $T$ is the temperature of the ablatant, so the plasma electron energy loss on the ablatant plasma electrons can be expressed as

$$\frac{dE}{dx} = \frac{2\pi e^2 Z_n n_a \ln \left( \frac{E}{I_a} \right)}{E},$$

where $Z_n$ and $n_a$ are the atomic number and number density of the ablatant species, respectively. $I_a$ is the mean ionization energy for the electrons of the ablatant atom and Bloch found that $I_a$ was approximately $5.5Z_{a}$. For plasma electrons slowing down in the ablatant plasma $E \gg 2T$, where $T$ is the temperature of the ablatant, so the plasma electron energy loss on the ablatant plasma electrons can be expressed as

$$\frac{dE}{dx} = \frac{2\pi e^2 Z_n n_a \ln \left( \frac{2\pi (2me)^{1/2}}{\lambda_D} \right)}{E},$$

where $m$, $\hbar$, $\lambda_D$ are the electron mass, Planck’s constant, and the local Debye length, respectively. Here $n_{at}$ is the local ablatant electron density and is equal to $Z_{av} n_{a}$.

For slowing down on the plasma ions, the ion nuclei play a negligible role, but the bound electrons can not be neglected, so the following model was chosen. Using the idea that the ratio of the ionization potential to the mean ionization potential should be a constant for a given electron configuration, $I_{a}$ for a given multiply ionized species of charge state $+Z$, is scaled from $I_{av}$, for that neutral-charged ion and the neutral atom with the equivalent electron configuration, by the ratio of the ionization potentials, i.e.,

$$I_{z} = \left( \frac{\phi_{+z}}{\phi_{0}} \right) I_{av},$$

where

$$A_{z} - A = A_{a},$$

where $A_{z}$ and $A_{a}$ are the atomic numbers of the multiply charged ion and the neutral atom with the equivalent electron configuration. Hence, using C<sup>+</sup>2 as an example, $A_{z} = 6$, $Z = 2$, so $A_{a} = 4$, or a berylliumlike ionic species, therefore $I_{z}$ is taken to be

$$I_{z} = \left( \frac{\phi_{+z}}{\phi_{Be}} \right) I_{Be} = (47.9 \text{ eV/9.32 eV})(5.5 \times 4),$$

Thus the total slowing down in the plasma becomes

$$\frac{dE}{dx} = \frac{2\pi e^2 Z_n n_a \ln \left[ 2\pi (2me)^{1/2} \left( \lambda_D / \hbar \right) \right]}{E}$$

$$+ \sum_{z=0}^{\infty} \frac{2\pi e^2 (A_{z} - A)}{\lambda_D} n_a \ln \left( \frac{E}{I_{z}} \right),$$

where the sum in the second term is over the ionic species. Thus, it can be seen from Eqs. (A1) and (A6) that the difference between the plasma and Bethe–Bloch models is basically logarithmic in nature.

To compare these formulas, typical ablatant conditions are taken from Figs. 1–4 to be $n_{a} \approx 10^{17}/\text{cm}^3$, $n_{at} \approx 2.5 \times 10^{11}/\text{cm}^3$, and $T \approx 8 \text{ eV}$, where $n_{a}$ is the number density of the ablatant nuclei. The results for the energy loss functions $L_{P}(E) = (1/n_{a}) E f_{PL} dx$ for the empirical-range model $L_{ER}$, the Bethe–Bloch model $L_{BB}$, and the plasma model $L_{PL}$ are given in Table I for various electron energies.

Since the actual heating is an average over the energy distribution of the incoming plasma electrons, Eqs. (A1), (A6), and the energy-loss function for the empirical range formula where integrated over the electron current per unit energy for a Maxwellian having the external plasma temperature $T_{e}$:

$$\frac{dq}{dr} = n_{e} \left( \frac{1}{m} \right) \int_{0}^{\infty} \left( \frac{2E}{m} \right)^{1/2} f_{e}(E) L_{1/1}(E) dE,$$

where $f_{e}(E)$ is the Maxwellian energy distribution for the plasma electrons, $n_{e}$ is their number density, and $L_{1/1}(E)$ is the energy-loss formula in question. The results of these integrations have the general form

$$\frac{dq}{dr} = \left( \frac{n_{e} I_{1/1}}{(2\pi m k T_{e})^{1/2}} \right),$$

where for the empirical-range model $I_{ER}$ is given by

$$I_{ER} = \Gamma(2-p) 2.84 \times 10^{-18} M [\text{amu}] (kT_{e} [\text{eV}])^{1-p},$$

[eV m<sup>2</sup>],

where $p = 0.72$, $M$ is atomic mass of the ablatant, and $\Gamma$ is the gamma function. For the Bethe–Bloch energy-loss formula, $I_{BB}$ is given by

$$I_{BB} = 2\pi e^2 Z_{a} \ln (kT_{e}/\kappa I_{a}),$$

where $\kappa$ is the thermal conductivity.
where $\kappa = e^2$ and $C$ is Euler's constant. For the plasma model, $I_{pl}$ is given by

$$I_{pl} = 2\pi e^2 \left( \frac{Z_{av} \ln [2\pi(2mkT_e)^{1/2} \lambda_B]}{(h/c)^{1/2}} + \Sigma_{n=0}^{\infty} (A_z - Z) n \ln (kT_e/\kappa l_z) \right) \frac{n_e}{n_c} \right).$$

(A11)

Thus the Maxwellian averaged electron heating for the various models can be compared by evaluating the $I_I$'s for various temperatures for the typical ablative conditions used in obtaining Table I; these are tabulated in Table II.

As can be seen in the Table II, the differences between the heating from the empirical-range model and that for the plasma lie between 20% and 33% for the cases displayed in Figs. 1-4. Since this is well within the uncertainties in the other cross sections used in this research, use of a plasma model would not yield significantly more accurate results.

**APPENDIX B: U'S GIVEN IN EQS. (13)-(16)**

These quantities are useful in the equilibrium solution and represent the derivatives of the $f_j$'s with respect to the local normalized temperature $\theta$ and the local ablatant electron density $n_{el}$ since these parameters characterize the charge-state equilibrium. Under these conditions, $f_j$ can be expressed as

$$f_j = \frac{\prod_{m=0}^{j-1} R_{m,m+1}}{1 + \Sigma_{m=0}^{j-1} \prod_{m=0}^{j-1} R_{m,m+1}},$$

(B1)

where

$$R_{m,m+1} = \alpha_{coll}^{m,m+1} / (\alpha_{coll}^{m+1,m} + \alpha_{rad}^{m+1,m} + \alpha_{diele}^{m+1,m}).$$

(B2)

The numerator of Eq. (B2) is the ionization rate for ionization of the $m$th charge state, and the terms of the denominator of (B2) are the recombination rates for the $(m+1)$th charge state for collisional processes (i.e., three-body recombination), radiative processes, and dielectronic processes, respectively.

All these rates are dependent on the local ablatant temperature, and $\alpha_{coll}^{m+1,m}$ is dependent on the local ablatant electron density $n_{el}$. Therefore, the spatial derivative of $f_j$ can be expressed as

$$\frac{df_j}{dr} = \frac{A_j \int S - [(\gamma - 1)/2] dW/dr - A_{\theta} dQ_{\theta}/dr - (\theta / L_{\theta}) dZ_{\theta}/dr}{L} + B_j \frac{dn}{dr} + C_j \sum_{j=1}^{A_j} j \frac{df_j}{dr}.$$

(B11)

Using the conservation of mass, $n W^{1/2} = 1$, one finds

$$\frac{dn}{dr} = \frac{2}{r - \left( \frac{1}{2W} \right) dW/dr}.$$

(B12)

Substituting for $n^{-1} dn/dr$ in Eq. (B11), one finds

$$\frac{df_j}{dr} = \frac{A_j \int S - [(\gamma - 1)/2] dW/dr - A_{\theta} dQ_{\theta}/dr - (\theta / L_{\theta}) dZ_{\theta}/dr}{L} - B_j \left[ \frac{2}{r} + \left( \frac{1}{2W} \right) dW/dr \right] + C_j \sum_{j=1}^{A_j} j \frac{df_j}{dr}.$$

(B13)

From the definitions of $Q_{av}$ and $Z_{av}$ [see the paragraph before Eq. (1)], one has
\[
\frac{dQ_{av}}{dr} = \sum_{j=1}^{A_j} Q_j \frac{df_j}{dr}
\]

and

\[
\frac{dZ_{av}}{dr} = \sum_{j=1}^{A_j} j \frac{df_j}{dr}.
\]

Thus Eq. (B13) can be written as

\[
\frac{df_j}{dr} = A_j \left[ S - \frac{(\gamma - 1)/2}{L} dW/dr - A_j \frac{dQ_{av}}{dr} - (\theta/L) \right] - \frac{B_j}{r} + \left( 1 - \frac{2W}{2L} \right)\frac{dW}{dr} + C_j \frac{dZ_{av}}{dr}.
\]

To make Eq. (B16) more tractable, the following definitions are employed:

\[
D_j = A_j \left[ S - \frac{(\gamma - 1)/2}{L} dW/dr \right] - \frac{B_j}{r} + \left( 1 - \frac{2W}{2L} \right)\frac{dW}{dr}
\]

\[
E_j = A_j \frac{\theta}{L},
\]

and

\[
H_j = C_j - (\theta/L) A_j / L.
\]

Substituting these definitions into Eq. (B16), one finds

\[
\frac{df_j}{dr} = D_j - E_j \frac{dQ_{av}}{dr} + H_j \frac{dZ_{av}}{dr}.
\]

Since a solution for \(dQ_{av}/dr\) and \(dZ_{av}/dr\) consistent with the equilibrium solution is desired, Eq. (B20) is multiplied first by \(Q_j\) and summed over \(j\) to obtain one equation, involving \(dQ_{av}/dr\) and \(dZ_{av}/dr\):

\[
\frac{dQ_{av}}{dr} \left( \sum_{j=1}^{A_j} Q_j E_j \right) - \frac{dZ_{av}}{dr} \left( \sum_{j=1}^{A_j} Q_j H_j \right) = \sum_{j=1}^{A_j} Q_j D_j.
\]

Next, Eq. (B20) is multiplied by \(j\) and summed over \(j\) to obtain a second equation involving \(dQ_{av}/dr\) and \(dZ_{av}/dr\):

\[
\frac{dQ_{av}}{dr} \left( \sum_{j=1}^{A_j} j E_j \right) + \frac{dZ_{av}}{dr} \left( 1 - \sum_{j=1}^{A_j} j H_j \right) = \sum_{j=1}^{A_j} j D_j.
\]

Equations (B21) and (B22) are solved using Kramer’s rule, with the results

\[
\frac{dQ_{av}}{dr} = \frac{\left[ (\Sigma_{j=1}^{A_j} Q_j H_j)(\Sigma_{j=1}^{A_j} j D_j) + (1 - \Sigma_{j=1}^{A_j} j H_j)(\Sigma_{j=1}^{A_j} Q_j D_j) \right]}{\Delta},
\]

\[
\frac{dZ_{av}}{dr} = \frac{\left[ (\Sigma_{j=1}^{A_j} j D_j)(1 + \Sigma_{j=1}^{A_j} Q_j E_j) - (\Sigma_{j=1}^{A_j} j H_j)(\Sigma_{j=1}^{A_j} Q_j D_j) \right]}{\Delta},
\]

where \(\Delta\) is the determinant of Eqs. (B20) and (B21), and is given by

\[
\Delta = \Sigma_{j=1}^{A_j} Q_j H_j \sum_{j=1}^{A_j} j E_j + \left( 1 + \Sigma_{j=1}^{A_j} Q_j E_j \right) \left( 1 - \sum_{j=1}^{A_j} j H_j \right).
\]

Next, to identify the terms in these solutions involving \(dW/dr\), recall from Eqs. (B17)–(B20), that only the \(D_j\)’s contain terms proportional to \(dW/dr\). Therefore, the \(D_j\)’s are redefined to reveal their dependence on \(dW/dr\):

\[
D_j = V_j - W_j \frac{dW}{dr},
\]

where

\[
V_j = S A_j / L - 2 B_j / r
\]

and

\[
W_j = (\gamma - 1) A_j / 2 L + B_j / 2 W.
\]

Since the solutions for \(dQ_{av}/dr\) and \(dZ_{av}/dr\) in Eqs. (B23) and (B24) involve \((\Sigma_{j=1}^{A_j} Q_j D_j)\) and \((\Sigma_{j=1}^{A_j} D_j)\), one multiplies Eq. (A26) first by \(Q_j\) and sums over \(j\), to obtain

\[
\sum_{j=1}^{A_j} Q_j D_j = \sum_{j=1}^{A_j} Q_j V_j - \frac{dW}{dr} \left( \sum_{j=1}^{A_j} Q_j W_j \right).
\]

Next, one multiplies Eq. (B26) by \(j\) and sums over \(j\), with the result

\[
\sum_{j=1}^{A_j} j D_j = \sum_{j=1}^{A_j} j V_j - \frac{dW}{dr} \left( \sum_{j=1}^{A_j} j W_j \right).
\]

These expressions are finally substituted into the solutions for \(dQ_{av}/dr\) and \(dZ_{av}/dr\) in Eqs. (B23) and (B24) to obtain the \(U_j\)’s:
\[
d\frac{Q}{dr} = U_1 - U_2 \frac{dW}{dr} \tag{B31}
\]

and

\[
d\frac{\dot{Q}}{dr} = U_3 - U_4 \frac{dW}{dr} \tag{B32}
\]

where the \(U_i\)'s are given by

\[
U_1 = \frac{\sum Q_i H_i \sum V_j + (1 - \sum H_i) \sum Q_i V_j}{\Delta} \tag{B33}
\]

\[
U_2 = \frac{\sum Q_i H_i \sum V_j + (1 - \sum H_i) \sum Q_i W_j}{\Delta} \tag{B34}
\]

\[
U_3 = \frac{\sum V_j (1 + \sum Q_i E_i) - \sum E_i \sum Q_i V_j}{\Delta} \tag{B35}
\]

\[
U_4 = \frac{\sum W_j (1 + \sum Q_i E_i) - \sum E_i \sum Q_i W_j}{\Delta} \tag{B36}
\]

where \(\Delta\) is given in Eq. (B25), and all the sums are from \(j = 1\) to \(A_r\).

22. T. F. Stratton, in Ref. 16, Chap. 8.