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the tuned SSM compared to the untuned SSM. The SSM RMSPE is smaller than the
PF model RMSPE for only female breast cancer and leukemia. These two cancers have
smaller fluctuations in the observed series than the other cancer sites, allowing the SSM
to perform better than the PF model. The more oscillatory series of the other cancer
sites produce extreme fluctuations in the untuned SSM. The tuned SSM is able to
smooth these fluctuations and perform better than the PF model for all but three of the
cancer sites. For female breast cancer tuned SSM reduces the RMSPE by 18%. For
leukemia tuned SSM reduces the RMSPE by 17%. However, for the brain and other
nervous system cancers the PF model RMSPE is 16% smaller than the tuned SSM
RMSPE.

Table 2 shows the observed and predicted values for several Virginia cancer sites
for the year 2004. Notice for the cancers included in table 2, the predictions for cancers
with smaller mortality counts are close if not identical for the 3 methods.

For Virginia's cancer mortality predictions the tuned SSM appears to perform better
than the PF method when looking at the predicted series as a whole. This is because
the tuned SSM is able to adapt quicker to changes in mortality trends; however this
added sensitivity can sometimes cause unwanted results.

There is definite room for improvement in cancer mortality predictions. Both the
SSM and tuned SSM assume the errors to be normally distributed. While this may not
be a problem at the national level, small mortality counts at the state level and with
some rarer cancers might cause this to be a problem. This is especially apparent with
Virginia's testis cancer predictions. One could improve on this by assuming a different
distribution on the errors, such as a Poisson distribution, and then using Dynamic
Generalized Linear Models. Another suggested improvement would be to use different
time-varying trend models for different cancers. But, this would require the researcher
to choose the best model for each type of cancer. Yet another suggestion is to use a
joinpoint model (Tiwari et al. 2004). Finally, Tiwari also suggested the use of
preliminary mortality estimates in predictions. Research is ongoing to find the best
method of cancer mortality prediction.
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