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RMSPE for both the SSM and the PF model. The SSM model predicts negative 
mortality counts for 4 different years while the PF model predicts negative counts for 
9 years. On the other hand, the SSM predicts -66 people to die from testis cancer in 
1982 while the lowest prediction made by the PF method is -5 in 1988. Both of the 
predicted series for testis cancer are unreasonable. 

TUNED SSM 
To help control the variability of the SSM, tuning parameters can be introduced into 

the model. The time-invariant error variances V and W are rescaled by the tuning 
parameters such that the sum of squares of the differences between the predicted 
mortality counts and the observed mortality counts is minimized. 

Let dt be the predicted number of deaths at time t. Let Vt* be the variance and Wt* 
be the covariance matrix from the SSM, estimated from observed values d1 • • • �~� in 

order to predict dt+J· The added suffix t refers to the portion of the time series that V 
and Ware estimated from, so V and Ware still time-invariant. To illustrate, d1 • •• d7 

are used to estimate V/, and �:����then to obtain il. 10 • Similarly, d1 ... d8 are used to 

obtain d 11 and V 8 * and W 8 * are the corresponding covariance matrices used in the 
prediction. Likewise, computation of V* and W* continues until the most recent year 
available that has a corresponding observed value. For example, if 2004 is the latest 
year for which the observed number of cancer deaths is known then stop with V33 * and 

W33 * which are used to obtain d.36, the estimated number of deaths for 2004. Once V7 * 
... V3/ and �: 7�
�����������: 3/ have been estimated, replace each V/ and �:����with Kv V/ 
and Kw �:����where Kv and Kw are unknown constants in the interval (0, 1) called tuning 
parameters. Note that ifKv and Kw were known, d 1 ••• ~ ' variance Kv Vt*, and covariance 

matrix Kw �:����could be used to fit a SSM to obtain dt+J· Let SSPE be the sum of the 
squares of the prediction errors. Then SSPE is a function of Kv and Kw. These are 
estimated by minimizing 

33 

SSPE = I (ii..+3 - '4+3>2 
t~ 7 

Once Kv and Kw have been obtained recalculate .d.7 ••• d36 using the tuned variance 

KvV/ and tuned covariance matrix KwW/. Variances V/ ... V3/ and covariance 
matrices �: 7 * . . . �: 33 * were estimated first using SsjPack2.2 as done in the SSM, then 

the tuning parameters Kv and Kw were estimated using the routine optim in "R" (Ihaka 
and Gentleman 1996). 

Figures 1 & 3 show the tuned SSM, SSM, and PF model predictions for the number 
of cancer deaths in Virginia for female breast cancer and testis cancer years 1978 
through 2004. The tuned SSM has corrected some of the pronounced variations of the 
SSM. For testis cancer, the prediction for 1982 using the tuned SSM is -3 , an 
improvement over the predicted -66 deaths of the SSM. However, the tuned SSM now 
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TABLE I. Root mean square predictied error (RMSPE) for Virginia cancers using 3 prediction methods. 

Site 
Brain and Other Nervous System 
Cervix Uteri 
Colon and Rectum 
Digestive System 
Female Breast 
Leukemia 
Liver and Intrahepatic Bile Duct 
Oral Cavity and Pharynx 
Stomach 
Testis 
Th:yroid 

PF 
0.1002 
0.2803 
0.0735 
0.0562 
0.0961 
0.1892 
0.1827 
0.1323 
0.1047 
1.5748 
0.3829 

RMSPE 
SSM 

0.1326 
0.3092 
0.1247 
0.1187 
0.0914 
0.1597 
0.2519 
0.1400 
0.1088 
2.4486 
0.4198 

Tuned SSM 
0.1194 
0.2738 
0.0788 
0.0505 
0.0786 
0.1563 
0.1802 
0.1294 
0.1011 
1.4515 
0.3832 

TABLE 2. Observed and predicted number of Virginian cancer deaths for 2004. 
Site Observed PF SSM Tuned SSM 

Brain and Other Nervous System 292 295 300 295 
Cervix Uteri 76 106 97 105 
Colon and Rectum 1285 1360 1378 1362 
Digestive System 3102 3186 3214 3212 
Female Breast 1059 1125 1109 1099 
Leukemia 499 515 504 504 
Liver and Intrahepatic Bile Duct 327 338 321 350 
Oral Cavity and Pharynx 154 163 163 163 
Stomach 248 303 303 303 
Testis 5 5 4 -1 
Thyroid 27 30 30 30 

has 7 negative predictions which is still better than the PF model which has 9 negative 
predictions. The worst prediction for the tuned SSM is in year 1997 when the model 
predicts -6 testis cancer deaths. 

DISCUSSION 
Both the SSM and the tuned SSM are able to respond faster to local changes in the 

series of cancer deaths compared to the PF model as can be seen in predictions for 
Virginia female breast cancer deaths (Figure 1 ). But, both the predicted series from the 
SSM and the tuned SSM are more jagged than the PF model sometimes resulting in 
more unreasonable results. The tuned SSM is able to smooth some of the SSM's 
jaggedness, but still produces oscillating predicted series. In some cases, the tuned 
SSM is able to bring the predictions closer to the observed values. 

Table 1 contains the RMSPEs using all 3 models for predictions from several 
Virginia cancer groups, years 1978 to 2004. The RMSPE is consistently smaller for 
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the tuned SSM compared to the untuned SSM. The SSM RMSPE is smaller than the 
PF model RMSPE for only female breast cancer and leukemia. These two cancers have 
smaller fluctuations in the observed series than the other cancer sites, allowing the SSM 
to perform better than the PF model. The more oscillatory series of the other cancer 
sites produce extreme fluctuations in the untuned SSM. The tuned SSM is able to 
smooth these fluctuations and perform better than the PF model for all but three of the 
cancer sites. For female breast cancer tuned SSM reduces the RMSPE by 18%. For 
leukemia tuned SSM reduces the RMSPE by 17%. However, for the brain and other 
nervous system cancers the PF model RMSPE is 16% smaller than the tuned SSM 
RMSPE. 

Table 2 shows the observed and predicted values for several Virginia cancer sites 
for the year 2004. Notice for the cancers included in table 2, the predictions for cancers 
with smaller mortality counts are close if not identical for the 3 methods. 

For Virginia's cancer mortality predictions the tuned SSM appears to perform better 
than the PF method when looking at the predicted series as a whole. This is because 
the tuned SSM is able to adapt quicker to changes in mortality trends; however this 
added sensitivity can sometimes cause unwanted results. 

There is definite room for improvement in cancer mortality predictions. Both the 
SSM and tuned SSM assume the errors to be normally distributed. While this may not 
be a problem at the national level, small mortality counts at the state level and with 
some rarer cancers might cause this to be a problem. This is especially apparent with 
Virginia's testis cancer predictions. One could improve on this by assuming a different 
distribution on the errors, such as a Poisson distribution, and then using Dynamic 
Generalized Linear Models. Another suggested improvement would be to use different 
time-varying trend models for different cancers. But, this would require the researcher 
to choose the best model for each type of cancer. Yet another suggestion is to use a 
joinpoint model (Tiwari et al. 2004). Finally, Tiwari also suggested the use of 
preliminary mortality estimates in predictions. Research is ongoing to find the best 
method of cancer mortality prediction. 
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