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ABSTRACT

VISUALIZING DIGITAL COLLECTIONS AT ARCHIVE-IT

Kalpesh Padia
Old Dominion University, 2012
Director: Dr. Michele C. Weigle

Archive-It, a subscription service from the Internet Archive, allows users to create, maintain, and view digital collections of web resources. The current interface of Archive-It is largely text-based, supporting drill-down navigation using lists of URIs. While this interface provides good searching capabilities, it is not efficient for browsing. In the absence of keywords, a user has to spend large amount of time trying to locate a web page of interest. In order to provide a better visual experience to the user, we have studied the underlying characteristics of Archive-It collections and implemented six different visualizations (treemap, time cloud, bubble chart, image plot, timeline and wordle), each highlighting one or more of the underlying characteristics of the collection. Archive-It supports grouping of web pages into categories, however, it does not enforce its usage. As a result there are many collections with missing or improper grouping. For such collections, we present a method of grouping web pages based on a set of pre-defined rules.
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CHAPTER I

INTRODUCTION

Archive-It\(^1\) is a web archiving service that allows individuals and organizations, called partners, to create and archive collections of web pages. It provides a convenient web-based interface for its partners to create and manage collections. It extends a similar textual web interface to the general public for exploring the web collections.

The textual interface lists all web pages in the collection alphabetically and provides options for searching/filtering through this list based on a number of meta-data parameters like group, subject and creator. However, it still poses significant problems to the user for browsing through a collection. For instance a user may have to navigate through a series of pages before actually visiting a web page of interest, when the exact title or URI of the page is not known. This is because no means exist to enable the user to navigate through the collection based on content synopsis. Also, since Archive-It does not require that meta-data always be present, in many collections this information is missing. This adds to the difficulty in looking for a certain web page in the collection when missing meta-data makes filters unavailable.

In order to alleviate the problems in browsing through Archive-It collections, we have implemented multiple visualizations which present the collections to the user as different visual representations. We have identified the metrics around which every Archive-It collection is built and leverage those metrics to create efficient and meaningful visualizations.

These visualizations help the user to not only browse and explore the collection visually, but also provide the user insight about collection structure, collection statistics and allow the user to quickly grasp the gist of the collection. For those collections where there is no curator-defined grouping/categorization, we introduce a

\(^1\)http://archive-it.org/
rule-based categorization scheme which organizes web pages in a collection based on some preset rules. These pre-defined rules induce some structure into the collection while interacting with the visualizations and allowing the user to quickly identify a web page of interest or gain insight about the collection.

I.1 MOTIVATION

I.1.1 ARCHIVE-IT

The web has become an integral part of our lives, serving as a key component in our social and economic interactions. While the web is growing at a rapid rate, with at least 8.58 billion pages in the indexed web (as of March 2012) [1], the average lifespan of a web page was a mere 75 days in 2001 [2] and about 100 days in 2003 [3]. Though the average lifespan of a web page is slowly increasing, there is a need to archive the web to preserve the reflection of our social and cultural heritage. Founded in 1996, the Internet Archive\(^2\) is dedicated towards archiving the web and it alone contains more than 5 petabytes of data. But, because of the massive size of the web, the Internet Archive cannot archive every page. There are many other organizations that perform archiving services. Several of these are associated with national libraries, such as the Library of Congress Web Archives [4], the UK Web Archive [5], the Pandora project [6] at the National Library of Australia, the Greek Web project [7], Sweden's Kulturarw3 [8], and France's BnF [9]. Others, such as the California Digital Library [10] and Stanford's WebBase project [11], are associated with university libraries.

However, these archives cannot save everything. There is material on the web that smaller institutions or organizations would want to archive and is not covered by current archiving projects. Thus there is a need for services that allow institutions and individuals to create their own archives. Deployed in 2006, Archive-It is a subscription-based web archiving service by Internet Archive that allows institutions and individuals to build, manage, and archive their own collections. Subscribers, or partners, can harvest, catalog, and archive their collections, and then search and

\(^2\)http://archive.org/
browse the collections when complete. Collections are hosted at the Internet Archive data center and are accessible to the public through the Archive-It website within 24 hours of being archived. There are more than 180 Archive-It partners in the US and 15 countries. Archive-It has captured over 2.7 billion URIs for over 1,700 collections [12] whose subject matter ranges from politics to news to current events to social media to simple institutional archives.

The main difference between Archive-It and other crawler-based archiving services like the Internet Archive is that all pages are user-contributed, resulting in focused collections of web pages. Curators contribute a set of seed URIs to a collection and specify the archiving frequency for each URI. This set of seed URIs identifies the theme of the collection. New URIs, representing content with similar theme, can be later added to expand and enrich the collection.

I.1.2 EXPLORING ARCHIVE-IT COLLECTIONS

In order to explore the collections, Archive-It provides a simple textual interface (Figure 1) with searching capabilities. A user is presented with a list of all URIs in the collection along with the number of times and dates over which each web page was archived. The user can search through the collection either using keywords or by entering a particular URI. Clicking on any URI in the list presents a table (Figure 2) listing dates when archived pages, or mementos [13], were captured. Clicking on any date displays the archived version of the web page in the traditional Internet Archive Wayback Machine [14].

Collection curators may also choose to organize the collection by assigning URIs into groups and subject, specifying coverage, and creating author tags. When a collection is organized in this manner, as with the Human Rights collection (Figure 1), the user can filter the list of URIs in the collection using the options provided under the heading “Narrow Your Results”. If the curator has not defined such groups or tags, then no filtering options are available, as with the Pakistan Floods collection (Figure 3).
I.1.3 ARCHIVE-IT’S DRAWBACKS

While the current Archive-It interface is simple and easy to use, it has the following shortcomings:

1. Discovering individual web pages in the collection is difficult.

2. The lack of any visual representation of web pages in the collection, like screenshots, makes it difficult for the user to gain quick insight about the contents of the collection without actually visiting one or more web pages in the collection.

3. Archive-It does not mandate tagging and categorization of URIs in a collection.
Fig. 2. Wayback Machine interface for a web page’s mementos from the Human Rights collection (from http://wayback.archive-it.org/1068/*http://amnesty.hu/).

and does not provide any means of automatically categorizing contents of a collection. The task of organizing a collection is thus left to collection curators. Lack of organization in a collection increases the effort required by a user to locate a particular web page in the collection.

4. When a curator does not categorize or tag URIs in the collection, the knowledge regarding the collection theme and structure stays with the curator. Users could leverage this knowledge to aid their understanding of a collection and to explore it more efficiently.

5. Each collection grows over time as new web pages are added into the collection and mementos are created. In the current interface, the size and timespan of the collection is not apparent until the user explores each web page in the collection.

1.2 GOALS

Our main goal is to develop a proof of concept visualization framework for exploring Archive-It collections. The framework should present a collection using multiple interactive visualizations which allow the user to progressively gain insight into the collection. The visualizations should provide an overview of each collection and highlight the collection’s underlying characteristics like structure, size, timespan, topic themes and its evolution over time. For those collections that lack a curator-defined
TABLE 1
Collection metrics for Archive-It collections.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Span</td>
<td>1 Day - 2 Weeks</td>
<td>2 Weeks - 4 Months</td>
<td>&gt; 4 Months</td>
</tr>
<tr>
<td>Groups</td>
<td>1</td>
<td>2 - 5</td>
<td>&gt; 5</td>
</tr>
<tr>
<td>URI Domains</td>
<td>1 - 10</td>
<td>11 - 20</td>
<td>&gt; 20</td>
</tr>
<tr>
<td># of web pages</td>
<td>1 - 10</td>
<td>11 - 99</td>
<td>&gt; 99</td>
</tr>
</tbody>
</table>

grouping, we wish to provide a rule-based categorization scheme to make the visualizations more meaningful.

I.3 METHODOLOGY

To present Archive-It collections as interactive visualizations, it was necessary to identify the collection properties, or metrics, which define a collection. Understanding how collections vary along different metrics allows us to develop visualizations which efficiently represent the collection structure and its contents. After careful examination of various collections we identified the following collection metrics:

- Time span: the range of time period over which web pages have been archived
- Groups: the maximum number of categories in each collection
- URI domains: the number of domains (and sub-domains) which contribute to the collection
- Number of web pages: the number of web pages in the collection

The above metrics were further classified as Small, Medium or Large as specified in Table 1. We used this classification to identify collections with different ranges for
collection metrics, and used them to develop and test the effectiveness of the various visualizations. These collections are listed in Table 2.

Once the collections were identified, we processed them and created equivalent JavaScript Object Notation (JSON) representations which could be easily used within our visualization framework. Using JavaScript³ and jQuery⁴, we developed six different visualizations for visualizing Archive-It collections. These visualizations are treemap, time cloud, bubble chart, image plot, timeline and wordle. Chapter IV discusses the design and implementation of these visualizations in greater detail.

I.4 CONTRIBUTION

In this work, we implement six different visualizations for exploring Archive-It collections. These are treemap, time cloud, bubble chart, image plot, timeline and

---

⁴http://jquery.com/
wordle. Each of these visualizations leverages one or more collection metrics (Table 1) to create an effective visual representation of the collection, providing better insight into the collection.

The treemap and timeline visualizations use the temporal component of a collection to present collection growth and structural changes over time. We have implemented image plot to provide a novel way of visually browsing through the collection. We present the use of wordle to present a visual summary of collection. The time cloud visualization combines the temporal component of collections with a visual summary to provide an interactive visualization which allows users to explore the change in collection synopsis over time. We also present the use of bubble chart for insight into collection statistics.

Exploring a collection without a curator-defined grouping requires more effort in finding the desired content. We present the use of rule-based categorization for such collections and demonstrate the effectiveness of such categorization in visually exploring a collection.

We also published the results of this work [15] at the Joint Conference on Digital Libraries, 2012.

I.5 THESIS ORGANIZATION

The remainder of this thesis is structured as follows. Chapter II discusses related work done by other researchers in visualizing web archives and the various visualizations in general. In Chapter III we discuss the data preprocessing required to visualize the collections in our system. Chapter IV discusses the design and implementation of our visualization framework. We discuss a few case studies in Chapter V, our future work in Chapter VI and conclude in Chapter VII.
CHAPTER II

RELATED WORK

Similar to the way in which document collections are collections of digital documents forming a corpus, web archives are collections of web pages belonging to a common theme. Thus visualization techniques developed for a document corpus can be easily implemented for a web collection or archive. However, web pages in an archive are usually “captured”, or “archived”, over a period of time. Thus, web archives have both spatial (number of items in a collection) as well as temporal (timespan of archive) components. In this chapter we will first discuss the related work in visualizing document collections, followed by related work in visualizing web archives and other web page collections.

II.1 VISUALIZING DOCUMENT COLLECTIONS

Considerable research has been dedicated towards developing visualizations for viewing and querying documents, and towards graphical querying and browsing of results. Ahlberg and Shneiderman [16] introduced various visualization techniques for visually browsing large datasets with an emphasis on the following:

- rapid filtering - rapid, incremental and reversible changes in query parameters. For example, dragging a slider to change query values.
- progressive refinement - altering parameters to get other results by reformulating the goals of search.
- visual scanning - identifying the results “visually” by creating visual representations.

Most visualization techniques for visualizing large documents are based on these concepts.
Fig. 4. Various visual interfaces in Jigsaw, a visualization system [17].
Jigsaw [17] is a system which provides a series of visual interfaces for investigative analysis across collections of text documents (Figure 4). The system provides a List View containing multiple reorderable lists of entities. Related entities are colored the same and linked to each other. It provides a Graph View displaying connections between entities and documents in a node-link diagram, allowing dynamic exploration of the documents by showing or hiding links and nodes. A Scatter Plot View highlights pair-wise relationships between any two entities. A Document View shows the original document and provides information about how many times it has been accessed. Additionally, various documents in a collection can be clustered together in this view. Jigsaw also provides a calendar view for adding temporal context to the documents.

Jigsaw however does not preserve hierarchies in a document collection. Also, Jigsaw supports only text documents and cannot be used to visualize multimedia documents such as web pages containing images and videos. Thus, it is not suited for visualizing web archive collections, such as those at Archive-It.

![Image of Jigsaw interface](image)

Fig. 5. Use of river metaphor in Themeriver to represent temporal changes [18].
Fig. 6. Visualizing automatically generated hyperlinked communities from a Jihad network [19].

For temporal visualization of large document collections, ThemeRiver [18] provides contextual information through thematic changes within the documents over time (Figure 5) using a river metaphor. TIARA (Text Insight via Automated Responsive Analytics) [20] applies the ThemeRiver metaphor to visually summarize a text collection based on the topic content. It combines text analytics and interactive visualization to help users explore and analyze large collections of text documents. However, visualizing thematic changes alone in a web archive is not enough, and thus TIARA is a poor candidate for visualizing Archive-It collections.

Hearst et al. [21] experimented with the use of hierarchical meta-data and hyperlinked images as results for the purpose of browsing and searching through information on the web. A usability study conducted by the authors suggested that about 50 percent of users used images as a primary means of searching for and browsing information “all the time”. Their finding indicates that users are more inclined towards visual methods of querying and browsing rather than textual methods.

Reid et al. [19] consider collections of web pages on the Internet as document
collections. In their system, a group of related web pages forms a web community, much like a document corpus. They investigated the use of multiple visualizations (Figures 6 and 7) for studying and analyzing the content of websites related to Jihad terrorism. They have coined the term “Jihad terrorism Web Infrastructure” for such a collection of websites. Visualizing hyperlinked communities, where web pages from one community in the infrastructure link to those in another, facilitates the analysis of such networks. Most of the connections inside the network are easily revealed by visualizations, and hidden patterns also emerge allowing for refined content analysis. While these visualizations are helpful in analyzing a collection of web pages linking to each other, a web archive often contains individual web pages which do not link to each other. Thus, these visualizations cannot be directly applied to visualize Archive-It collections.

Jatowt et al. [22] propose an interactive visualization system to explore the evolution of web pages and summarize their content over time. They use a temporal tag cloud as a structure for visualizing prevailing and active terms appearing on web
Fig. 8. The history view of BBC homepage in Page History Explorer [22].

pages. Figure 8 displays the history view of the BBC Homepage\(^1\) in the Page History Explorer. This visualization displays clouds of top 20 terms over the specified time period in the top frame. Additionally tag clouds consisting of up to 20 terms, for smaller time periods are shown below the top frame. Each snapshot on the timeline represents the view of a web page as it existed during that period. This visualization system can be used to visualize how a single web page in a collection changes over time by representing its various mementos over the timeline. However, it can not be used to visualize an entire collection with multiple web pages and thus is not suited for directly visualizing Archive-It collections.

Pivot [23], an experimental application for exploring large data sets with smooth visual interactions, was released by Microsoft Live Labs in 2009. Pivot allows users \(^1\)http://www.bbc.co.uk/
Fig. 9. Microsoft Pivot showing positions of NBA players from 2009/2010 season (from http://www.michaelmcclary.net/image.axd?picture=image_12.png).

to first visualize and then sort, organize and categorize data dynamically, uncovering trends and patterns in a visual format. Pivot can load any form of data and represent it as a deck of cards, with similar cards stacked together. Such representation is similar to a stacked bar chart which uses images to represent each data item in the stack and is called an image plot. Figure 9 shows positions of NBA players from 2009/2010 season visualized as an image plot in Pivot. The toolbar on the left allows users to add additional filters to modify the query used to populate the image plot at runtime. The ability of Pivot to be able to handle multiple data types makes it very convenient for the user to visualize any kind of data as an image plot and interact with it. The image plot representation provided by Pivot can be used to represent the various web pages in an Archive-It collection. However the tool lacks content summarization and temporal tracking features out of the box, and would thus be less suited for visualizing Archive-It collections efficiently.
II.2 VISUALIZING WEB ARCHIVES

This section introduces related work in visualizing web archives. Since each visualization system targets a specific web archive, it cannot be directly used to visualize Archive-It collections.

Many web archives such as Archive-It, California Digital Library\(^2\), Library of Congress\(^3\), and Pandora - Australia’s Web Archive\(^4\) provide a textual interface for interacting with the archived collections. Though such interface facilitates easier searching, it is difficult for users to gain insight about the whole collection using the textual interface. Several attempts have been made recently in order to provide

\(^{2}\)http://www.cdlib.org

\(^{3}\)http://lcweb2.loc.gov/diglib/lcwa/html/lcwa-home.html

an alternative visual interface for other web archives. The UK Web Archive\(^5\) provides a 3D wall visualization (Figure 10) for selected collections, allowing interaction through zooming. However exploring a large collection using this visualization can be cumbersome due to repeated scrolling and potential loss of context when user navigates from one page to another.

Whitelaw [24] has discussed multiple visualizations for exploring collections from the National Archives of Australia\(^6\). Figure 11 shows the “Series Browser” visualization which represents the collection in form of a treemap. Figure 12 shows the “A1 Explorer” interface which displays a tag cloud of top terms in a collection. A

\(^5\)http://www.webarchive.org.uk/ukwa

\(^6\)http://www.naa.gov.au/
Fig. 12. A1 Explorer combining tag cloud and histogram to reveal patterns in the dataset [24].

The histogram below the tag cloud shows the number of items with start dates in each year that are related to the selected keywords in the tag cloud. Users can also select and request a visual record of any of the museum items in the collection. These visualizations provide a sense of large-scale collection structure and reveal patterns and relationships in the collection.

Scharnhorst et al. [25] discuss the visualization of a hierarchical digital archive consisting of documents related to research data. The archive exposes collection meta-data (subject or classification, depositors, date and access rights), and their visualization system EASY visualizes the archive contents along these dimensions. Since access rights for a document are hierarchical in nature, they can be efficiently
depicted using treemaps. Figure 13 shows the use of treemaps and space trees to visually explore access rights in an archive. Figure 14 shows the use of bubble charts to visualize subjects’ classification where the size of each bubble is relative to number of web pages classified under that tag and the nesting of bubbles depicts the classification hierarchy. Alternatively, the authors also provide a spacetree (Figure 15) for visualizing the classification hierarchy.

Similar to their digital archive, Archive-It also structures all collections in a hierarchy (Figure 16) and associates meta-data information with each collection. Like EASY, treemaps can be implemented for Archive-It collections to represent collection hierarchy. Also, bubble charts can be implemented for providing a statistical view of the collection.
II.3 VISUALIZATIONS

In order to visualize the collections at Archive-It, we selected several visualizations: treemap, tag cloud, wordle, bubble chart, histogram and timeline, and modified them to fit our needs. Each visualization represents either spatial, temporal or both components in a manner such that the overall structure and organization of the collection is effectively conveyed to the user. We will now provide a general discussion of each type of visualization here. In Chapter IV we will discuss their implementation for visualizing Archive-It collections.

II.3.1 TREEMAP

Treemaps [26] enable viewing of large sets of hierarchical data by organizing it as a set of nested rectangles. Each level of the tree is represented using a rectangle which is further tiled with smaller rectangles to represent the next level in the hierarchy. The
area of the rectangle is directly proportional to the amount of data represented by the node. Treemaps make efficient use of space and can be used to display huge amounts of data and hierarchical relationships together simultaneously and efficiently.

Figure 17 shows an example of a treemap which displays the daily status of the iTunes 100 most popular songs, grouped by genre (rock, pop, hip-hop, etc.). The highest ranked songs are larger, and color-coding shows whether a song has moved up or down in the past days.

II.3.2 TAG CLOUD AND WORDLE

A tag cloud (also term cloud or word cloud) is a special visualization in which an overview-style visualization of the text can be obtained by emphasizing the importance of the words. The frequency of appearance of a word in a document corpus determines its importance, which is represented by varying the size and the color. Tag clouds are commonly used to visualize user-generated tags for social tagging in Web 2.0 services such as Flickr\(^7\) (Figure 18) and Delicious\(^8\).

\(^7\)http://flickr.com/
\(^8\)http://delicious.com/
Various research efforts that attempt to understand the effectiveness and utility of tag clouds in describing contents of web pages or blogs have been conducted [27, 28]. A systematic analysis of what people say when they write about tag clouds on the web was piloted by Hearst et al. [28]. The authors studied the reception by new users and found that there was disagreement about the emotional or aesthetic appeal of tag clouds. However, tag clouds continue to be used heavily on the web for creating visual summaries.

Wordles (Figure 19) were first created in 2008 by Jonathan Feinberg as a part of a social bookmarking application Dogear [29]. Wordle is close to tag cloud in encoding word frequency information via font size. However, wordle differs from tag cloud in many ways. While wordle allows the words to be in different orientations, tag clouds provide only horizontal orientation without any strict alignment. Furthermore, by packing words tightly, a wordle can make better use of available screen space and is very useful in situations where space is a constraint. Conversely, tag clouds waste an
Fig. 17. Treemap by Hive Group displaying iTunes Top 100 for March 23, 2012, grouped by genre, sized by chart position, and colored by 24-hour change in chart position (from http://www.hivegroup.com/gallery/itunes.html).

enormous amount of whitespace around small words, because the size of the line is specified based on the largest word in the line.

Wordle has been greatly appreciated by responders of the surveys conducted by Viégas et al. [30]. The survey showed that the wordle layout is very compelling through the people’s reaction. The huge popularity of wordle showed the prominence of aesthetics and expressiveness in attracting people to use visualizations. However, the efficacy of wordle and tag clouds is disputed, often blamed for providing a pretty picture but poor insight. For our work, we chose to use tag clouds and wordles for the ease of representing visual summary of web pages.

II.3.3 BUBBLE CHART

A bubble chart is a chart where each data point in a graph is represented in the form of a bubble. Depending on the type of entities being depicted, each bubble in a bubble chart can depict up to three distinct parameters along which they can be compared. It is not necessary for all parameters being depicted to be of numeric type. Figure 20 shows a bubble chart of the Chicago Deposit Market generated
by the FDIC where the market’s concentration of deposits is compared against the concentration of companies in a region using a bubble. At the same time, the area of each bubble represents the volume of insured deposits. Bubble charts are thus able to convey more than one insight about data to the user in a very simple fashion.

II.3.4 HISTOGRAMS AND BAR CHART

A histogram is traditionally constructed for data in the form of key-value pairs where each key is listed on one of the axes (usually X-axis) and the value is plotted on the other axis (usually Y-axis). Placement of keys along an axis creates intervals termed “bins” on the axis. The value of each bin (represented on the other axis) is same as that for corresponding key and is some statistical parameter (total, max, min, average, etc.). A rectangle in each bin has height equal to the value for that bin and width equal to that of the bin. Figure 21 shows a histogram of travel time.

in minutes as per the US 2000 Census.

A bar chart, or bar graph, is a special histogram where the value for each key to be plotted is a discrete value or a number representing the key. Figure 22 shows a bar graph of worldwide incarceration rates of prisoners per 100,000 of the population of the country, from selected countries as per the 2006 statistics on World Prison Population List.

Stacked bar charts provide an alternate way of representing multidimensional data by stacking one bar over another. Stacked bar charts also help in visualizing relationship of parts to the whole.

II.3.5 TIMELINE

A timeline graphically depicts events that have occurred over a period of time, presented in chronological order. It is typically a graphic design showing a long bar labeled with dates alongside itself and (usually) events labeled on points where they would have happened. There is no specific domain of data to which timelines are restricted, and they can be used to represent any kind of data movement over time. Furthermore, timelines can use any time scale, depending on the subject and the data, though most use a linear scale, where a unit of distance is equal to a set
II.4 TF AND TF-IDF

In our visualizations we use the TF and TF-IDF metrics to generate word clouds and wordles. Here we give an introduction to these metrics.

Term frequency (TF) refers to how often a word appears within a document. Term frequency in a document is typically evaluated as the frequency of a term in a given document normalized by the frequency of the most prevalent term in the document. The assumption is that the more a term appears in a document, the

Fig. 20. Bubble chart of the Chicago Deposit Market [31].

amount of time. Figure 23 depicts a timeline of events in Benjamin Franklin’s life. In this figure the timeline is represented on the X-axis, with the events represented on either side of the timeline along the Y-axis.
greater the connection between the term and the document. If a one-term query is issued against two documents, where one document contains two instances of the term and the second document contains 10 instances of it, then according to term frequency, if this term is the most frequent in both, then the second document would be more relevant.

Thus TF faces two issues. First, if a term appears with high frequency in most documents within a collection, then they will likely all be returned, which would reduce the precision of the result set. Second, it fails to determine the importance of one term over another.

To solve the above two issues, Salton and Buckley introduced the concept of Inverse Document Frequency (IDF) [32]. The IDF of a term is evaluated at a collection level by taking the log of the total number of documents (N) over the number of documents in which the term appeared (n), such that a term’s IDF varies inversely with
N/n. Thus,

$$IDF(t, N) = \log\left(\frac{|N|}{|n|}\right).$$

When TF and IDF are combined together, both the frequency of a term in a document along with its relative uniqueness in the collection can be determined [33]. To rank documents with the greatest number of matches to a given term, both the query and documents are used, taking into account the uniqueness of terms in the scope of the collection, as well as each terms’ frequency in a given document. Since IDF factors in the significance of the term in determination of ranking, multiple instances of a very unique term (to the collection) in a document would increase the document’s rank in the collection. Thus, using TF-IDF, a document containing a very unique term would be ranked higher than another document which contains several terms of lesser significance.

II.5 SUMMARY

This chapter discussed some of the existing work in visualizing document collections and web archives. The chapter also discussed the visualization techniques
Fig. 23. Timeline of events in the life of Benjamin Franklin (from http://www.vertex42.com/ExcelArticles/Images/timeline/Timeline-for-Benjamin-Franklin.gif).

implemented by other web archives or digital collections which can be applied to Archive-It collections.
CHAPTER III

DATA PREPROCESSING

Archive-It stores all of its digital content at Internet Archive’s data centers \[12\], where it is stored in the WARC (Web ARChive) file format \[34\], a revision of the Internet Archive’s ARC file format that has traditionally been used to store “web crawls” as sequences of content blocks harvested from the World Wide Web. These WARC files are created with the help of Heritrix \[35, 36\], an open source web crawler developed by Internet Archive specially designed for web archiving.

As Heritrix crawls the web, it stores the web resources in a WARC file. A WARC file stores multiple archived resources in a single file in order to avoid managing a large number of small files. The size of a WARC file ranges between 100 to 600 MB. The file consists of a sequence of URL records, each with a header containing meta-data about how the resource was requested followed by the HTTP header and the response. Each collection at Archive-It is stored as multiple WARC files. Each WARC file exposes meta-data about the files contained within, into separate meta-data files in the WAT (Web Archive Transformation) file format \[37\]. This meta-data is used to populate the textual interface for viewing collections at Archive-It. When a user requests a certain archived version of a web page, it is then served via Internet Archive’s WayBack Machine.

In order to create visualizations for Archive-It collections, we needed both content and meta-data for each web page in the collection as well as its screenshot. The required meta-data could be obtained from WAT files, however, the screenshots would have to be captured separately. Also, since Heritrix lacks client side support, it cannot process JavaScript and other dynamic content embedded in a web page like Flash videos. Thus, even though WARC files may contain references to dynamic content in a web page, they fail to archive them correctly. Due to these limitations, we decided to harvest the archived data locally. The harvested data was further processed before
being fed to the visualization framework. The methods described in the following sections were applied to the collections at Archive-It to convert them into a format suitable for visualizing within our framework. These methods can be easily applied to any other digital archive and its collections visualized in our framework.

III.1 WEB SCRAPING

The first step in visualizing collections was to replicate collection data locally. Harvesting the content directly from WARC and WAT files requires use of WARC extractor tools like arcreader, included in Heritrix, to extract the content of a WARC file. Also, in order to capture screenshots of each web page in the collection, we need to load each page in a web browser. We realized that a less efficient way of capturing the collection in the form of web scraping would eliminate the need of working with bulky WARC files and WARC extractors, in order to extract and parse web page content. Also, screenshots of web pages could be easily created during the web scraping process. Thus in order to avoid obtaining WARC files, using a WARC extractor and to facilitate easier creation of screenshots, we decided to web scrape Archive-It collections. We are aware that this technique is cumbersome and prone to failure when the web page layout changes, however its ease of implementation enables us to quickly gather collection data for building a proof of concept visualization framework.

Archive-It structures its collections in a hierarchy as shown in Figure 16 (in Chapter II). The presence of categories in the hierarchy is optional and often varies from collection to collection. In order to perform web scraping of collections, it is thus necessary to identify how this hierarchy exists in a certain collection presented to the user. Once this hierarchy is identified, a set of DOM (Document Object Model) [38] navigation rules can be written that can parse any collection available in the archive.

After scraping the collections, we store the following information regarding each collection in our database:

- Collection ID - generated by Archive-It
• Collection Title - assigned by collection curator
• Category - group in the collection created by curator
• Web page Title - title of a web page in a category or collection as assigned by curator
• Web page URI - URI of a web page in collection
• Archive URI - URI of an archived copy of a web page
• Archive Date - date when web page was archived at Archive-It.
• Content - HTML content of the archived copy of a web page
• Snapshot - an image of the archived copy of a web page, generated during scraping

We formulated the DOM navigation and scraping rules for Archive-It collections as an algorithm (Algorithm 1) and implemented it in Ruby\(^1\). To create snapshots of each archived copy of the web page, we accessed each archived copy in Mechanize\(^2\), a headless browser and captured snapshots using PyWebShot\(^3\), a Python\(^4\) based image capture tool.

### III.2 CALCULATION OF TF AND TF-IDF

One of the goals of developing this visualization framework is to allow users to gain insight about the evolution of a collection over time. A user can use the time cloud visualization (tag clouds presented on a timeline) to see how the content of the collection has changed over time. Similarly, the wordle visualization presents a quick summary of a web page in the collection. Both tag cloud and wordle use TF and TF-IDF of words appearing in the collection to create visual representations of top terms appearing in a document. For the purpose of creating these visualizations, we

---

\(^1\)http://www.ruby-lang.org/en/
\(^2\)http://mechanize.rubyforge.org/
\(^3\)https://github.com/coderholic/PyWebShot
\(^4\)http://www.python.org/
Algorithm 1 DOM navigation and scraping for Archive-It collections.

Require: $\text{coll} \leftarrow \text{id of collection}$
Require: $\text{coll.name} \leftarrow \text{name of collection}$
Require: $\text{collections.page} \leftarrow \text{link to collection’s page on Archive-It}$

page $\leftarrow \text{OPEN}(\text{collections.page})$

for all candidate such that page_element = “/html/body/div/ul/li/b[1]/a” do
  if candidate.href = NULL then
    categories.add(candidate.HTML)
  else
    webpages.add(href $\Rightarrow$ candidate.href, title $\Rightarrow$ candidate.HTML, category $\Rightarrow$ “UNCATEGORIZED”)
  end if
end for

for all category in categories do
  for all webpage such that page_element = “/html/body/div[2]/ul/li[category.index]/ul/li/h5/b/a" do
    webpages.add(href $\Rightarrow$ webpage.href, title $\Rightarrow$ webpage.HTML, category $\Rightarrow$ category.HTML)
  end for
end for

for all webpage in webpages do
  art_page $\leftarrow \text{OPEN(webpage.href)}$
  for all archive in art_page_element = “/html/body/table[3]/tr[4]/td/a” do
    archives.add(href $\Rightarrow$ archive.href, date $\Rightarrow$ archive.HTML, webpage $\Rightarrow$ webpage)
  end for
end for

for all archive in archives do
  arch_uri $\leftarrow \text{OPEN(archive.href)}$
  content $\leftarrow$ arch_uri.HTML
  snapshot $\leftarrow \text{CAPTURE_SNAPSHOT(arch_uri)}$
  archive.snapshot $\leftarrow$ snapshot
  art_name $\leftarrow$ archive.webpage.title
  art_uri $\leftarrow$ archive.webpage.href
  category $\leftarrow$ archive.webpage.category
  SAVE_TO_DB(coll_id,coll_name,category,art_name,art_uri,arch_uri,content, snapshot)
end for
Algorithm 2 Term Frequency (TF) calculation for a web page.

Require: text ← text of a web page
Require: stop_words ← list of stop words (Appendix A)

for each word in text do
    if word present in stop_words then
        text.remove(word)
    end if
end for

for all word in text do
    stem(word)
end for

TF ← NEW(Hash)

for all word in text do
    TF[word] ← TF[word]+1
end for

TF ← SORT_DESC(TF)

Algorithm 3 Term Frequency-Inverse Document Frequency (TF-IDF) calculation for a web page.

Require: TF ← list of TF for each relevant term in the text of a web page
Require: total_TF ← total of TF for each relevant term in the text of a web page
Require: total_indexed_pages ← number of indexed pages in Yahoo search engine [1]

for each term in TF do
    DF ← frequency of occurrence of term in Yahoo search engine
    normalized_TF ← TF[word]/total_TF
    IDF ← log(total_indexed_pages/DF)
    TF_IDF ← normalized_TF * IDF
end for

TF_IDF ← SORT_DESC(TF_IDF)
calculated TF and TF-IDF scores for each archived copy of every web page in the database and stored them along with other data for the archive.

Stop words are frequently appearing words in text that do not add any important significance to the text as a whole. Stop words include articles, conjunctions, prepositions, pronouns and interjections. They may also include words belonging to other parts of speech if those words are commonly used. Removing stop words helps us to increase the weight of relevant terms in a document relative to the overall weight of all terms in the document. In order to compute TF and TF-IDF scores for a web page, we first removed all stop words (Appendix A) appearing in the text of the web page. These stop words were sourced from Onix Text Retrieval Toolkit [39], a fast full text indexing engine. We next stemmed the remaining words using Porter Stemmer [40] for the purpose of normalizing the text of the web page and then calculated the TF scores for each word in the text (Algorithm 2). Algorithm 3 illustrates how we calculated the TF-IDF scores for each web page using the computed TF score for each word in the text of the web page and the same word’s frequency of occurrence in all web pages in the Yahoo search engine [41, 42].

In the time cloud visualization, first we retrieve the top 10 TF and TF-IDF terms for all web pages in a collection for the specified date range and aggregate them together. We then choose the top 20 terms from this aggregation and display them to the user. To create a wordle for a web page, we aggregate all terms from all archived versions of the web page and then generate a wordle. This allows us to present a more detailed visual summary covering all memes discussed on a web page over time.

III.3 RULE-BASED CATEGORIZATION

Several Archive-It collections do not have the web pages in the collection organized into groups (for example, the Pakistan Floods collection), making it difficult for the user to explore the collection. Thus, we provide an option of exploring the collection using a rule-based categorization. Our approach for rule-based web page
classification is similar to the one discussed by Kan and Thi [43]. Our rules for rule-based categorization use the hostname component of URI. The following rules were run on all collections classifying the web pages into broad categories:

- If the hostname contains the words “Facebook”, “twitter” or “wiki”, put the URI in the Social Media category.

- If the hostname contains the words “bbc”, “cnn”, “nytimes”, “msnbc”, “huffingtonpost”, “foxnews”, “reuters” or “abcnews”, put the URI in the News Web Sites category.

- If the hostname contains the words “blog” or “wordpress”, put the URI in the Blogs category.

- If the hostname contains the words “YouTube” or “dailymotion” words, put the URI in the Videos category.

At the same time, certain rules were applied only to specific collections based on the top level domain name (TLD) of a website to achieve a finer granularity in category assignment. For example, the web pages in Collection 11 (South Dakota Government) were grouped based on the TLD. All web pages with a TLD “.gov” were grouped as government web pages and those with the TLD “.edu” were grouped as education web pages.

We also developed specific rules for particular collections. For example, Collection 2836 (Pakistan Floods collection) has specific rules for the “Pakistan News Sites” and “Relief Websites” category. These rules are mentioned below:

- If the top level domain is .co.pk or .pk, put the URI in the Pakistan News Sites category.

- If the hostname contains the words “relief” or “aid”, put the URI in the Relief Websites category.

If we were unable to group a web page using any predefined (either generic or specific) rule, it was grouped under “Others”. Such rule-based categorization is helpful in
organizing the collection and also in helping users understand which sources and what media types contribute the most to a collection.

III.4 SUMMARY

This chapter discussed the data acquisition and preprocessing techniques that were used to copy the collections listed in Table 2 into our database. In order to avoid using WARC extractors, the inability of WARC or WAT files to archive client side interactive content like Flash videos, and our need to create screenshots, we decided to screen scrape our collections. Once stored in our database, we calculated TF and TF-IDF of all terms in a web page in a collection and performed rule-based categorization of web pages in all collections. This processing of data allowed us to easily create JSON representations for visualization.
CHAPTER IV

VISUALIZING ARCHIVE-IT COLLECTIONS

The structure of all Archive-It collections is governed by the metrics listed in Table 1 (in Chapter I). To meaningfully capture the essence of the collection and present it to the user in a visual form, we need to use visualizations which are effective at depicting both temporal and spatial information. The visualizations discussed in Chapter II are most suited for this purpose. We have implemented these visualizations using JavaScript, jQuery, JavaScript InfoVis Toolkit (JIT)\(^1\) and Highcharts JS\(^2\) to present the collections inside a web browser, much like the current Archive-It interface.

IV.1 TREEMAP

Archive-It collections are organized in a hierarchy, as shown in Figure 16 (in Chapter II). This makes them a natural fit for visualization as a treemap. The collection title can be seen as the root of the tree, with curator-created categories as its children, in level 1. The individual web pages comprise level 2, as children of each category. For each web page, there are one or more archived versions at level 3.

To create our treemap visualization we used JIT, a JavaScript-based visualization toolkit. Separate JSON objects representing each level in the collection hierarchy were created and fed into the toolkit to create a nested treemap. Unlike usual treemaps, instead of showing sub-rectangles representing a node’s children, we show a screenshot of a web page along with the title of the category or web page and the number of children the node has. The user can left-click on a node to navigate to the next level, or right-click on it to navigate to a higher level. At the category level (Figure 24) and web page levels (Figure 25) (levels 1 and 2), the size of each

\(^1\)http://thejit.org/
\(^2\)http://www.highcharts.com/
Fig. 24. Category level (level 1) visualization of the Human Rights collection. The number of web pages in each category is represented by area of the rectangle, and the timespan of the archived versions of the web pages is depicted by color.

rectangle represents the number of child nodes and the color represents the timespan over which archives have been collected for web pages represented by that rectangle. Together the size of the rectangle and color of the node quickly provide an insight to the user about the relevance of a web page to the collection.

At level 1 (Figure 24), the screenshot visible in each rectangle gives the user an example of the type of web pages present in each category. This screenshot is also visible when the user hovers over an individual node, which is especially useful for smaller categories where the screenshot cannot fit inside the rectangle.

At level 2 (Figure 25), all web pages in a category are revealed to the user. Here, the size of each rectangle represents the number of archived versions of the web page, and the color represents the timespan of the archives for the web page. The screenshot displayed in the rectangle and on the mouse-over is the latest archived version of the web page.

At level 3 (Figure 26), the user can see all archived versions of a selected web
Fig. 25. Web page level (level 2) visualization of the NGO category of the Human Rights collection. All web pages within the NGO category are represented.

Fig. 26. Archived version level (level 3) visualization of a web page in the NGO category of the Human Rights collection. All nodes are of equal size and have the same color.
time. At this level, all rectangles are the same size and have the same color. The
screenshots here can help the user determine how the web page has changed over
time. Clicking on any of the archived versions will take the user to the web page as
captured by Archive-It on the specified date.

IV.2 TIME CLOUD

For the purpose of visualizing changes in document collections, we decided to add
the dimension of time to the frequency of terms in documents and create a time cloud
visualization which depicts the movement of tag clouds over time, thus allowing the
user to visualize how the theme of the collection changes over time.

Fig. 27. Time clouds for the North Carolina State Government Web Site collection.
The tag cloud on left is based on TF score from the collection. The tag cloud on the
right is based on the TF-IDF score from the collection.

Figure 27 shows the time cloud visualization for the North Carolina State
Government Web Site collection. A slider on the top allows the user to select a
date range for visualization. Beneath the slider, a tag cloud created using TF is
shown on the left, while a tag cloud created using TF-IDF is shown on the right.
Both clouds show the top 20 terms in the selected date range, sorted in alphabetical
order. While TF tells the user how often a term appears in the collection, TF-IDF
evaluates a term’s importance in the collection. Comparing term frequency with TF-IDF also provides further insight to the user about which terms are most popular during a timespan and which are most common over a larger time period.

IV.3 BUBBLE CHART

Fig. 28. Bubble chart visualization for the Human Rights collection.

We intend the bubble chart visualization (Figure 28) to provide a quick summary of the collection. For this purpose, the bubbles are placed side by side. The placement of a bubble on the axis marks which category it depicts in our visualization, while the area of the bubble represents the number of web pages in each category. The number of total web pages, archived copies, and duration over which the collection has been
constructed is also visible to the user below the bubble chart. Each bubble links to Archive-It’s default list of web pages in that group, allowing the user to quickly filter through the collection by group.

**IV.4 IMAGE PLOT**

![Fig. 29. Image plot visualization for the Human Rights collection.](image)

The image plot (Figure 29) is an implementation of an inverted stacked bar chart to represent all web pages in a collection in a graphical manner. The chart is divided based on the collection’s defined groups. This representation allows the user to explore the collection by viewing a screenshot of the latest capture of each archived web page. Each screenshot is linked to Archive-It’s list of archived versions of that
The inverted representation allows the user to see both larger and smaller groups side by side. Since it is likely that not all web pages will be viewable in a single window, a resizable histogram in the bottom right corner shows the number of web pages in each group, so that the user gains an overview of the distribution of web pages over the groups.

IV.5 TIMELINE

Often collection curators are interested in discovering how the collection evolved over time to correlate events in history with the organization of the collection. A recent study of web archive users found that providing a timeline interface may help users to better understand the temporal nature of web archives [44]. We provide a timeline visualization (Figure 30) for visualizing the development of the collection over time. We created this visualization with the help of Highcharts JS, a JavaScript-based charting engine. Here, each web page is represented as a single horizontal line, the length of which denotes the duration over which its archived copies have been captured. A line’s color depicts the category to which the web page belongs to. Thus all web pages belonging to a category are depicted by the same color. Each point on the line represents an archived copy of the web page. Hovering over a point displays a list of archives of other web pages captured on that same day (Figure 31). A slider at the bottom of the timeline allows the user to easily change the resolution of the timeline from months to days to hours and vice versa to observe the collection at varying granularity level (Figure 32). A curator can thus easily see the growth of a collection over time by looking at web page density and analyzing the addition (or removal) of web pages from the collection. Interesting patterns about the structure and evolution of collection are observed when the collection is visualized on a timeline in this manner. While short-lived web pages stand out, a web page with multiple archived copies clearly signifies its importance to the collection.
IV.6 WORDLE

We use wordle for summarizing content (text) of Archive-It collections. For multimedia content in the collection, the wordle summarizes the comments (if present). To create a wordle for any web page, we provided the top 20 terms for the web page based on their TF score as an input to pyTagCloud\(^3\), a Python library based on Feinberg’s algorithm [29]. The library provided us with a wordle created from the input terms as a JPEG image. Figure 33 shows a wordle for a web page in Human Rights collection. We have integrated the wordle visualization with image plot in

\(^3\)https://github.com/atizo/PyTagCloud
Fig. 31. Timeline visualization for the Human Rights collection showing archived copies on a specific date.

our interface. Hovering over any image in the image plot reveals a wordle (Figure 34 overlay) summarizing the content discussed on the web page. This wordle representation aids the understanding of a web page in the collection by supplementing the visual representation provided by the image plot. Analyzing various wordles allows the user to quickly grasp the key ideas of the collection.

IV.7 SUMMARY

This chapter discussed the various visualizations we implemented as a part of this work. The treemap visualization allows the user to visualize the hierarchical
structure of the collection in a very efficient manner. While wordle provides a visual summary of the collection, time cloud enables the user to visualize the top terms in the collection over a temporal component. Timeline is another visualization that leverages the temporal component of collections to depict the overall collection growth and structure. The image plot represents all web pages as an inverted bar chart, and allows visual exploration of web pages using their screenshots. Finally, the bubble chart gives a bird’s eye view of the collection statistics viz. number of web pages, number of mementos, timespan and number of categories.
Fig. 33. Wordle visualization for a web page in Human Rights collection.
Fig. 34. Image plot visualization for the Human Rights collection, showing the wordle for the highlighted web page.
CHAPTER V

CASE STUDIES

We will now discuss various case studies to illustrate how each of the visualization techniques aids in better understanding archived collections.

V.1 COLLECTION BUILDING (AND GROWTH)

Most often an archived collection grows over time due to the addition of new web pages to the collection. Also, new mementos of already archived web pages cause the collection to grow over time. If a collection continues to add new web pages or capture mementos at a steady rate, the number of captures during a certain time interval continues to be monotonically increasing. For example, when a memento is captured every month for each web page in a collection with \( x \) web pages, the collection grows at a steady rate of \( x \) captures every month. The collection is thus said to have a positive rate of growth.

A collection experiences negative rate of growth if during a certain time interval, the number of captures (or additions) are less than the previous time interval. For example, if a collection captures \( x \) mementos every month, but during a certain month captured only \( y < x \) mementos, then it experiences a negative rate of growth in that time interval, though overall the growth rate might still be positive.

Visualizing the rate of growth of a collection is important in understanding how the structure of the collection changes over time. While a positive rate of growth depicts an actively growing collection, a negative growth rate hints towards possible structural changes in the collection such as removal of web pages from the archiving schedule because their content no longer contributes to the collection theme or a slow down in the rate of memento capture due to slower updates of web pages. It can also be used to identify those collections which have stopped growing and are not maintained anymore, thus identifying closed archives.
Fig. 35. Annotated timeline visualization for Human Rights collection. Lines within red annotations depict web pages that were added to the collection but quickly removed from the archiving schedule. Lines within purple annotation depict new additions to the collection and also introduction of a quarterly crawl cycle from July 2010 onwards. Points/lines within black annotations depict recently added web pages to the collection.
The timeline visualization discussed in Chapter IV allows users to visualize the growth of the collection and also inspect when web pages have been added (or removed) from the collection. Figure 35 shows the timeline visualization for the entire duration over which the Human Rights collection was archived. The changes in the collection are easily noticeable in this visualization. At the extreme left of the visualization (Figure 35, red annotations), the user can identify the web pages that were added to the collection, but quickly removed from the archiving schedule. Loosely packed lines in the center of the timeline between September 2008 to May 2010 signify a more or less steady growth of the collection, with new web pages being occasionally added to the collection and mementos for existing web pages being captured at regular intervals. Densely packed lines between May 2010 to April 2011 (Figure 35, purple annotation) represent a steep increase in the size of the collection. Not only were a lot of new web pages added to the collection, but also mementos were captured at a faster rate during this period. The timeline visualization also uncovers the introduction of a more regular, quarterly crawl rate for web pages in the collection. It can be seen that irrespective of the previous crawl rate, the new crawl rate for most web pages was set to once every 3 months. The abrupt end in the lines representing these web pages at April 2011 was perhaps because we obtained the collection in June 2011 while the next crawl for these web pages was scheduled for July 2011. Also it can be noticed that few new web pages were added to the collection after April 2011 (Figure 35, black annotation).

While Heritrix can make such information available to a collection curator in the form of statistical data, such analysis of the collection structure is not possible using the text based interface of Archive-It available to general users. The timeline visualization can thus aid curators in making informed decisions about addition or removal of web pages from collection and to fine tune their archiving schedule. It also allows general users to gain insight about how the collection structure changes over time along with information about addition and removal of web pages to/from the collection.
V.2 RE-CATEGORIZATION

Fig. 36. Bubble chart visualization for the Pakistan Floods (2011) collection.

Archive-It allows curators to organize the web pages in a collection under various groups or categories. Often, however, this grouping is missing from the collection. The lack of such grouping makes it difficult for the user to quickly filter through the collection to identify web pages of interest. We have implemented a rule-based categorization for Archive-It collections that allows the user to visualize the collections in each of the aforementioned visualization techniques with the new grouping.

The Pakistan Floods (2011) collection is a good representative of collections with a large number of sites but no curator-defined grouping. The collection contains 655 archived copies of 623 web pages collected over a period of 20 days. The absence of
any grouping makes it difficult for the user to selectively explore the collection.

Prior to categorization, the Level 1 meta-data from Figure 16 (Chapter II) contains only one category, uncategorized, since there is no curator-defined grouping. When dealing with event-driven collections like the Pakistan Floods collection, it is not uncommon to find the absence of a curator-defined grouping since the primary focus when creating such collections is on seeding it with as many relevant URIs as possible, and the categorization of seed URIs can be dealt with at a later stage.

After running our rule-based categorization, the collection was organized into eight categories as shown in Table 3. Seven of these eight categories are meaningful, while the category “Others” consists of all those web pages which could not be categorized under any of the other seven categories.

Since this collection is concerned with a natural disaster, we added the following rules to our general rules in order to categorize news websites from Pakistan and websites discussing relief operations into their own groups:

- If the top level domain is .co.pk or .pk, put the URI under the Pakistan News Sites category.

- If the hostname contains the words “relief” or “aid”, put the URI under the Relief Websites category.

<table>
<thead>
<tr>
<th>Group</th>
<th># of web pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blogs</td>
<td>35</td>
</tr>
<tr>
<td>News Websites</td>
<td>259</td>
</tr>
<tr>
<td>Pakistan News Sites</td>
<td>47</td>
</tr>
<tr>
<td>Relief Websites</td>
<td>5</td>
</tr>
<tr>
<td>Social Media</td>
<td>105</td>
</tr>
<tr>
<td>Television</td>
<td>3</td>
</tr>
<tr>
<td>Videos</td>
<td>18</td>
</tr>
<tr>
<td>Others</td>
<td>151</td>
</tr>
</tbody>
</table>
This categorization is shown in the bubble chart in Figure 36. After this categorization, the composition of the collection can be visualized more clearly by the user. Also by looking at the timeline visualization for this collection (Figure 37), the user can infer almost immediately that this collection is either still in its early stages because for most of the web pages there is only 1 archived copy, or that the collection is closed now, since no new web pages are added to the collection and also no new mementos have been captured. Figure 37 also shows that the timeline visualization has a bias for long running collection as opposed to an event-driven “snapshot” collection.
Figure 38 shows the image plot visualization for the collection before applying the rule-based categorization. Without any defined grouping, all 623 web pages are represented on a single bar. On the other hand Figure 39 shows the image plot visualization for the collection after applying the rule-based categorization. It can be seen that the collection has a larger spread and the user can interact more efficiently with the web pages in the collection.

V.3 COLLECTION SYNOPSIS

Identifying the theme and summarizing the content to get a better understanding of a collection is a challenge for a user exploring Archive-It collections. Archive-It allows curators to provide a brief description of a collection to describe its nature. However, in many cases this description alone is not sufficient to describe the nature
Fig. 39. Image plot visualization for the Pakistan Floods (2011) collection after rule-based categorization.

or content of the web pages in the collection. Figure 40 shows the description provided on the home page for Pakistan Floods collection at Archive-It. The description provided by the curators is detailed enough to explain the impact of the disaster to the user. However, it fails to inform the user about the cause of and measures taken to provide relief from the disaster. The absence of description for individual web pages and lack of categorization further adds to the difficulty in obtaining this information. This case study illustrates how wordles can provide more information about Pakistan floods by visually summarizing the web pages in this collection.

The web pages in the Pakistan Floods collection are not categorized into any group by the curator. Moreover most web pages do not have any title or description associated with the listed URI (Figure 41). This makes it difficult to quickly identify
Fig. 40. Description for the Pakistan Floods collection as provided by the curator.

Web pages relevant to the information the user is seeking. We thus applied our rule-based categorization to provide a naive classification prior to exploring the collection using image plot and wordle (Figure 39).

Figure 42 shows the wordle for a web page\(^1\) under the News Websites category. Figure 43 shows a screenshot of the web page with key terms in the news article annotated within red boxes. The wordle provides a visual summary of the web page and highlights the following keywords accurately summarizing the news article on the web page: climate, change, pakistan, flood, disaster, himalaya, food water, sanitation, health. By studying this wordle, the user can infer that climatic changes in the Himalayan region is a probable cause for the floods. By associating the top terms with the web page title, \textit{UN appeals for Pakistan flood aid}, the user can also infer that the flood aid includes providing food, water, sanitation and health facilities to the victims. Thus using the wordle alone, the user can quickly infer key points discussed in the web page without visiting it. This not only saves time but also viewing wordles for different web pages can help the user to quickly gain insight into

Fig. 41. Pakistan Floods (2011) collection at Archive-It. Note the missing title and description for the URIs listed in the collection.

the various aspects of the disaster.

Figure 44 displays a wordle for a web page under the Others category. The important terms highlighted in this wordle are: canadian, charity, pakistan, flood, donation, fund, humanitarian, response. Similar to the previous example, this wordle is also an accurate summary of the content of the web page. By observing this wordle, the user can infer that Canadian charities have seeked donations to provide relief to the flood victims of Pakistan.

Figure 45 shows a wordle for a web page\(^3\) under the Blogs category. This wordle highlights the following terms: australium - stemming of the world Australia prior to generation of TF and TF-IDF scores is responsible for this, relief, 5 million - as separate words, food, water, sanitation, pakistan, sindh. This wordle again is an effective summary of the web page and highlights the relief efforts of the Australian government. By aggregating the insight gained from wordles created for various web pages, the user can infer the cause and impact of the disaster, and the steps taken to provide relief to the victims.

The above examples demonstrate how wordles can efficiently summarize the key concepts in a web page. By studying wordles for various web pages in the collection

a user can quickly grasp the synopsis of the collection, a feature absent in the textual interface.

V.4 THEME TRACKING

As web pages are added to the collection and mementos are captured, the theme of the collection changes over time due to introduction of new content. We have already discussed how the collection synopsis can be obtained by visualizing the content of web pages in the collection as wordles. However, wordles fail to track the change in the theme of a collection over time. Time clouds use the temporal aspect to create visualizations and thus can be used to depict a change in the content (and thus the theme) of an archived collection over time.

Figures 46 and 47 depict time clouds for the North Carolina State Government Web Site collection, archived between 1999 and 2011. Each figure displays the time clouds created using top terms appearing in the web pages archived during a timespan of 1 year, starting from 1997. Figure 46 shows 6 time clouds, 1 for each year, between 1999 and 2003. Figure 47 shows 8 time clouds, 1 for each year, between 2003 and 2011.
Fig. 44. Wordle for the web page titled “Pakistan Flood Relief Fund CIDA” under Others category.

Below each time cloud, the year is marked along with the primary and secondary themes of the web pages (described later) archived during that year.

Each time cloud contains two word clouds, one created using top 20 terms based on TF score and the other using top 20 terms based on TF-IDF score. While TF can be directly used to find the most frequently occurring terms, TF-IDF is used to identify less frequently occurring, but potentially more relevant terms. The relative weight of terms appearing in each cloud is used to determine the primary and secondary theme of the collection. The terms north and carolina appear in every tag cloud, re-enforcing the fact that the web pages in the collection aptly belong to the North Carolina State Government Websites collection. For this reason, we ignore them while determining primary and secondary themes from the tag clouds. Also, we do not consider numbers for theme determination. Since we perform stemming of all terms before calculating their TF and TF-IDF scores, few words such as business
Tables 4 and 5 tabulate the primary and secondary themes during different years and the terms determining them. It can be seen that the primary and secondary themes during the initial years of the collection tend to be unstable, varying between Health, Education, General Information, Transportation and Business. It is only after 2006 that the themes are stabilized in the collection, with little change. Another observation is the appearance of Election as a secondary theme during the years 2002-2004 and appearance of a related term “governor” during the years 2008-2011.

Time clouds are thus effective in tracking the changing theme of a collection as it develops over time. A user can leverage this information to selectively browse through the collection. Such an ability is not provided in the default textual interface of Archive-It.
Fig. 46. Time clouds for the North Carolina State Government Web Site collection - 1997 to 2003.
Fig. 47. Time clouds for the North Carolina State Government Web Site collection - 2003 to 2011.
<table>
<thead>
<tr>
<th>Year</th>
<th>Assigned Theme</th>
<th>Determining Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997 - 1998</td>
<td>Primary General Information</td>
<td>information, geographic, service, system</td>
</tr>
<tr>
<td></td>
<td>Secondary Transportation</td>
<td>ncih</td>
</tr>
<tr>
<td>1998 - 1999</td>
<td>Primary General Information</td>
<td>information, service, agency</td>
</tr>
<tr>
<td></td>
<td>Secondary Transportation, Eduation</td>
<td>ncih, transpark, education, examination, cybrary</td>
</tr>
<tr>
<td>1999 - 2000</td>
<td>Primary Education</td>
<td>education, examination, cybrary</td>
</tr>
<tr>
<td></td>
<td>Secondary Health</td>
<td>health</td>
</tr>
<tr>
<td>2000 - 2001</td>
<td>Primary Health</td>
<td>health, board, center</td>
</tr>
<tr>
<td></td>
<td>Secondary Business</td>
<td>business, commission, resource</td>
</tr>
<tr>
<td>2001 - 2002</td>
<td>Primary Education</td>
<td>department, education, environmental, library</td>
</tr>
<tr>
<td></td>
<td>Secondary General Information</td>
<td>information, service, agency</td>
</tr>
<tr>
<td>2002 - 2003</td>
<td>Primary General Information</td>
<td>information, service, agency</td>
</tr>
<tr>
<td></td>
<td>Secondary Election</td>
<td>election, governor</td>
</tr>
<tr>
<td>2003 - 2004</td>
<td>Primary Education, Health</td>
<td>public, school, health</td>
</tr>
<tr>
<td></td>
<td>Secondary Business, Government</td>
<td>business, resource, governor</td>
</tr>
<tr>
<td>2004 - 2005</td>
<td>Primary Education, Health</td>
<td>college, community, public, school, health</td>
</tr>
<tr>
<td></td>
<td>Secondary Business, Transportation, Government</td>
<td>business, ncdot, dmv, resource, tax</td>
</tr>
<tr>
<td>Year</td>
<td>Assigned Theme</td>
<td>Determining Terms</td>
</tr>
<tr>
<td>------------</td>
<td>------------------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>2005 - 2006</td>
<td>Primary: Education, Health</td>
<td>college, community, public, school, health</td>
</tr>
<tr>
<td></td>
<td>Secondary: Business, Transportation, Government</td>
<td>business, ncdot, dmv, ncs-martlink, resource, tax</td>
</tr>
<tr>
<td>2006 - 2007</td>
<td>Primary: Education, Health</td>
<td>college, community, public, school, health</td>
</tr>
<tr>
<td></td>
<td>Secondary: Business, Government</td>
<td>business, resource, department, office, division, tax, law</td>
</tr>
<tr>
<td>2007 - 2008</td>
<td>Primary: Education, Health</td>
<td>college, community, public, school, health</td>
</tr>
<tr>
<td></td>
<td>Secondary: Business, Government</td>
<td>business, resource, department, office, governor, division, dhh, office, raleigh</td>
</tr>
<tr>
<td>2008 - 2009</td>
<td>Primary: Education, Health</td>
<td>college, community, public, school, health</td>
</tr>
<tr>
<td></td>
<td>Secondary: Business, Government</td>
<td>business, resource, department, office, governor, division, dhh, office, raleigh</td>
</tr>
<tr>
<td>2009 - 2010</td>
<td>Primary: Education, Health</td>
<td>college, community, public, school, health</td>
</tr>
<tr>
<td></td>
<td>Secondary: Business, Government</td>
<td>business, resource, department, office, governor, division, dhh, office, raleigh, nc-gov</td>
</tr>
<tr>
<td>2010 - 2011</td>
<td>Primary: Education</td>
<td>community, public, school</td>
</tr>
<tr>
<td></td>
<td>Secondary: Government</td>
<td>resource, department, governor, dhh, raleigh</td>
</tr>
</tbody>
</table>
V.5 USER EVALUATION

Researchers at Columbia University Libraries\textsuperscript{4} have archived multiple collections at Archive-It, including the Human Rights collection. As a part of this work, we contacted them to conduct an informal user evaluation of our interface. The researchers were asked to evaluate the various interfaces and provide their feedback on the following aspects:

- ease of browsing and obtaining information
- user-friendliness of the interface
- whether they prefer textual or graphical interface
- most effective visualization
- effectiveness of the rule-based categorization in exploring archives

We received a positive feedback for our treemap, image plot and timeline visualizations. Following are some comments from the feedback [45]:

“I like the image plot display best, as it allows the best navigation down to captures, which is critical. I like having the screenshots, and the idea of combining the screenshots with mouseover word clouds from the site in question.”

“The timeline display is quite interesting as it shows development of groups in our collection (we started with type x, then added type y, etc.), and I like being able to hover over specific points on the timeline and adjust the resolution of the time scales.”

“Color coding for date range of capture is useful for quickly seeing newer additions to collection.”

“I would say that the tree map interface and the image plot display would be preferable to the older Archive-It.org design of a list of links, but the redesigned

\textsuperscript{4}http://library.columbia.edu/
archiveit.org that allows for faceting by meta-data fields is much improved. Adding elements from this project like screenshots and color coding related to length of capture dates could be useful, as long as all faceted meta-data was still included.”

We also received the following suggestions for improving our visualizations:

- Widen the time scale for treemaps to include larger timespans
- Expand the list of stop words to include stop words from languages other than English, like French
- Timeline should provide an option to drill down into individual captures

V.6 SUMMARY

This chapter discussed how different visualizations can be used to explore the collections with the help of four case studies. Each case study discussed the use of a certain visualization to gain deeper insight about the collection, which would not have been possible using the default textual interface. The use of rule-based categorization to group web pages in uncategorized collections, thus making it easier for the user to explore the collection, was demonstrated in this chapter. This chapter also discussed the feedback and suggestions received from our partners at Columbia University as a part of an informal user evaluation.
CHAPTER VI

FUTURE WORK

While we have demonstrated the effectiveness of visualization as an alternative technique for exploring Archive-It collections, a great deal of work remains. Exploring novel and more efficient visual representations for digital collections is our primary future work. We also intend to perform a formal user study to evaluate the effectiveness of our visualization framework, and integrate it with Archive-It and other archives as a part of our future work.

VI.1 N-GRAM WORDLES

We have implemented wordles to provide a visual summary of web pages in a collection and demonstrated their effectiveness in identifying the underlying theme of a collection. However these wordles are unigram wordles, where each term in the wordle consists of only one word. Such wordles though simple to create, may not effectively convey an underlying idea, theme or message due to the spatial separation of consecutive terms. Figure 42 (Chapter V) shows the wordle for a web page in the Pakistan Floods collection. Here the words “climate” and “change” appear as two individual terms, and are less effective than a bigram “climate change” in conveying the idea that climatic changes are a probable cause for the recent floods in Pakistan. We thus intend to study the effectiveness of n-gram wordles for summarizing web pages in a collection as a part of our future work.

VI.2 DICTIONARY BASED STEMMING

In this work we have implemented the Porter stemming algorithm, which is run on all terms appearing in a web page prior to TF and TF-IDF calculation. This algorithm is primarily a suffix stripping algorithm and attempts to reduce a term to its probable root term. While this allows for normalization of terms, it also results
in incorrect conflations like “business” stemmed to “busines’, “australia” stemmed to “australiam”. Such incorrect conflations add unwanted noise to the set of terms appearing in a web page and decrease the accuracy in calculation of top terms based on TF and TF-IDF.

Dictionary based stemmers like the Krovetz Stemmer [46] on the other hand preserve the linguistic morphology and meaning of a word even after stemming. We plan to implement Krovetz stemming algorithm as a replacement for the Porter stemmer as a part of our future work.

VI.3 INTEGRATION WITH ARCHIVE-IT AND OTHER ARCHIVES.

Archive-It exposes its collections as WARC and the meta-data of its collections in the form of WAT files. However, for this proof of concept visualization framework we relied on web scraping for obtaining collection data and meta-data due to its ease of implementation and our need to generate screenshots of web pages. As our future work, we plan to directly use WARC and WAT files as our data source. We intend to develop a system that can read the WARC and WAT files and create visualizations with minimum effort, thus enabling us to visualize any archive that stores its data in these formats.
CHAPTER VII

CONCLUSIONS

Digital archives are crucial in preserving and providing access to user-defined sets of digital resources on the web. Traditionally users interact with these archives through a text-based interface optimized for searching, but lacking in efficient browsing capabilities. In this work we have implemented novel visualizations for Archive-It collections in order to provide an alternative interface for collection browsing.

We have identified the various metrics/properties which define an Archive-It collection and implemented visualizations that leverage these properties to create efficient visual representations of the collection. The different visualizations we have implemented are treemap, time cloud, bubble chart, image plot, timeline and wordle. While treemaps are an efficient visualization for viewing the collection hierarchy, the bubble charts are a simple statistical representation of the collection. The time cloud and timeline visualizations allow the user to visualize the temporal aspect of the digital collections. Time clouds are an efficient way of visualize the change in collection theme over time, and the timeline visualization allows the user to gain insight about the collection structure and how it changes over time. Image plots represent each web page in the collection by its screenshot, there by allowing users to visually browse through the collection. Wordles show the user the summarized content of a web page in the form of a word cloud, thus providing the user with a quick visual summary of the web page.

While creating a collection at Archive-It, curators may group web pages into categories which allow for easier filtering and browsing. However, many collections lack such grouping making it very cumbersome to find related web pages. For such collections, we introduce rule-based categorization which provides structure in unstructured collections. For each of the visualization techniques and for the rule based categorization, we have demonstrated their effectiveness in browsing and gaining deeper insight into the collection.
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APPENDIX A

LIST OF STOP WORDS

Below is a list of words ignored for TF calculation.

a able about above across after again against all almost alone along already also although always am among an and another any anybody anyone anything anywhere are area areas around as ask asked asking asks at away b back backed backing backs be became because become becomes been before began behind being beings best better between big both but by c came can cannot case cases certain certainly clear clearly come could d dear did differ different differently do does done down downed downing downs during e each early either else end ended ending ends enough even evenly ever everybody everyone everything everywhere f face faces fact facts far felt few find finds first for four from full fully further furthered furthering furthers g gave general generally get gets give given gives go going good goods got great greater greatest group grouped grouping groups h had has have having he her here hers herself high higher highest him himself his how however i if important in interest interested interesting interests into is it its itself j just k keep keeps kind knew know known knows l large largely last later latest least less let lets like likely long longer longest m made make making man many may me member members men might more most mostly mr mrs much must my myself n necessary need needed needing needs neither never new newer newest next no nobody non noone nor not nothing now nowhere number numbers o of off often old older oldest on once one only open opened opening opens or order ordered ordering orders other others our out over own p part parted parting parts per perhaps place places point pointed pointing points possible present presented presenting presents problem problems put puts q quite r rather really right room rooms s said same saw say says second seconds see seem seemed seeming seems sees several shall she should show showed showing shows side sides since small smaller smallest so some somebody someone something somewhere state states still such sure
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