Summer 2016

Machine Learning Methods for Brain Image Analysis

Ahmed Fakhry
Old Dominion University

Follow this and additional works at: https://digitalcommons.odu.edu/computerscience_etds

Part of the Bioinformatics Commons, and the Numerical Analysis and Scientific Computing Commons

Recommended Citation
Fakhry, Ahmed. "Machine Learning Methods for Brain Image Analysis" (2016). Doctor of Philosophy (PhD), dissertation, Computer Science, Old Dominion University, DOI: 10.25777/s35j-r967
https://digitalcommons.odu.edu/computerscience_etds/14

This Dissertation is brought to you for free and open access by the Computer Science at ODU Digital Commons. It has been accepted for inclusion in Computer Science Theses & Dissertations by an authorized administrator of ODU Digital Commons. For more information, please contact digitalcommons@odu.edu.
MACHINE LEARNING METHODS FOR BRAIN IMAGE ANALYSIS

by

Ahmed Fakhry
B.S. June 2009, Alexandria University, Egypt

A Dissertation Submitted to the Faculty of Old Dominion University in Partial Fulfillment of the Requirements for the Degree of

DOCTOR OF PHILOSOPHY

COMPUTER SCIENCE

OLD DOMINION UNIVERSITY
August 2016

Approved by:

Shuiwang Ji (Director)
Andrey Chernikov (Member)
Jing He (Member)
Dean Krusienski (Member)
ABSTRACT

MACHINE LEARNING METHODS FOR BRAIN IMAGE ANALYSIS

Ahmed Fakhry
Old Dominion University, 2016
Director: Dr. Shuiwang Ji

Understanding how the brain functions and quantifying compound interactions between complex synaptic networks inside the brain remain some of the most challenging problems in neuroscience. Lack or abundance of data, shortage of manpower along with heterogeneity of data following from various species all served as an added complexity to the already perplexing problem. The ability to process vast amount of brain data need to be performed automatically, yet with an accuracy close to manual human-level performance. These automated methods essentially need to generalize well to be able to accommodate data from different species. Also, novel approaches and techniques are becoming a necessity to reveal the correlations between different data modalities in the brain at the global level. In this dissertation, I mainly focus on two problems: automatic segmentation of brain electron microscopy (EM) images and stacks, and integrative analysis of the gene expression and synaptic connectivity in the brain. I propose to use deep learning algorithms for the 2D segmentation of EM images. I designed an automated pipeline with novel insights that was able to achieve state-of-the-art performance on the segmentation of the Drosophila brain. I also propose a novel technique for 3D segmentation of EM image stacks that can be trained end-to-end with no prior knowledge of the data. This technique was evaluated in an ongoing online challenge for 3D segmentation of neurites where it
achieved accuracy close to a second human observer. Later, I employed ensemble learning methods to perform the first systematic integrative analysis of the genome and connectome in the mouse brain at both the regional- and voxel-level. I show that the connectivity signals can be predicted from the gene expression signatures with an extremely high accuracy. Furthermore, I show that only a certain fraction of genes are responsible for this predictive aspect. Rich functional and cellular analysis of these genes are detailed to validate these findings.
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CHAPTER 1

INTRODUCTION

Advancements in neuroscience is strongly impacted by the continuous progression in the computer science field. Over the past decades, data availability was the main factor in our limited understanding of neurological systems and its complicated structures across various species. This limitation has been addressed recently by the rapid improvements in data acquisition techniques which lead to an abundance of data ready to be mined. However, mining such vast amounts of data is overwhelmingly labor intensive. In addition, relying solely on manpower in such tasks is highly and understandably error prone. This highlights the apparent urge for automated machine-based techniques to help reduce the gap between how much data is available to us and the amount of information we can extract from it. This also raises the questions of how much can powerful machine-based data processing and mining techniques contribute to the neuroscience field? Can it eventually provide some answers and insights to one of the most fundamentally challenging questions of how the brain works?

In this thesis, I approach this relationship between computer science and neuroscience. I aspire to bridge aforementioned gap by providing automated machine learning based methodologies to some of the critically important problems in neuroscience. In the techniques I propose in this thesis, I rely on computer science and specifically machine learning algorithms with a direct biological application to neuroscience domains. The goal is to push the progression of computational methods side by side with the amount of data available towards a better understanding of our neural system.
Specifically, this thesis is divided into two sections answering two different questions: First, can we improve upon the existing state-of-the-art data acquisition and processing techniques to provide the data in a format that is ready to mine? Second, assuming that the data is available, what kind of information and insights can we retrieve from it? In the next few sections, I will provide a brief description of my attempts to answer each of those questions.

1.1 AUTOMATIC SEGMENTATION OF ELECTRON MICROSCOPY IMAGES

In this section of the thesis, I used deep learning in an attempt to solve the problem of accurate segmentation of brain electron microscopy (EM) images, which is a critical step in dense circuit reconstruction. Typically, reconstructing brain circuits begins by identifying individual neurons first by segmenting them accurately. Later, axons and dendrites are reconstructed to elucidate inter-neuron connections. This segmentation process is very challenging, time- and labor-intensive. For example, it took 15 years for researchers to fully reconstruct the nervous system of the worm *Caenorhabditis elegans* manually. Performing the same process manually on more complex species like mouse or human is clearly infeasible. Consequently, automated methods for image segmentation with an accuracy that approaches or preferably exceeds human accuracy are inevitably needed.

I start by providing a brief introduction about deep learning and its applications in the computer vision field in Chapter 2. Chapter 3 then provides my first attempt to use deep neural networks (DNNs) for 2D EM images segmentation. While DNNs have been widely used in a number of applications in computer vision, most of these models that proved to be effective on image classification tasks cannot be applied...
directly to EM image segmentation, due to the different objectives of these tasks. As a result, it is desirable to develop an optimized architecture that uses the full power of DNNs and tailored specifically for EM image segmentation. I proposed a novel design of DNNs for this task. I trained a pixel classifier that operates on raw pixel intensities with no preprocessing to generate probability values for each pixel being a membrane or not. While the use of neural networks in image segmentation is not completely new, I developed novel insights and model architectures that allowed me to achieve superior performance on EM image segmentation tasks. My submission based on these insights to an online 2D EM Image Segmentation Challenge achieved the best performance consistently across all three evaluation metrics. The accuracy of my proposed model was one of few that exceeded the accuracy of a second human observer. This challenge is still ongoing and the results in this thesis are as of June 5th, 2015.

In Chapter 4, I extend my experiments to the 3D domain by attempting to segment 3D EM image stacks. Despite the recent technical advances in EM image segmentation, most of them rely on hand-crafted features to some extent that are unique to the data, limiting their ability to generalize. In this chapter, I propose a simple yet powerful technique for EM image segmentation that is trained end-to-end and does not rely on any prior knowledge of the data. My proposed residual deconvolutional network consists of two information pathways that capture full-resolution features and contextual information, respectively. I show that the proposed model is very effective in achieving the conflicting goals in dense output prediction of preserving a full-resolution prediction with the inclusion of sufficient contextual information. I applied my method to the ongoing open challenge of 3D neurites segmentation in electron microscopy images, and my method achieved very promising results. I demonstrate the generality of my technique by evaluating on the ISBI 2012 challenge
dataset where I obtained consistently high performance. I thus expect my method to
genitalize well to other dense output prediction problems.

1.2 INTEGRATIVE ANALYSIS OF GENOME AND CONNECTOME IN THE MOUSE BRAIN

Brain function is the result of interneuron signal transmission controlled by the fundamental biochemistry of each neuron. The biochemical content of a neuron is in turn determined by spatiotemporal gene expression and regulation encoded into the genomic regulatory networks. It is thus of particular interests to elucidate the relationship between gene expression patterns and connectivity in the brain. However, systematic studies of this relationship in a single mammalian brain are lacking to date. After demonstrating the ability to improve upon the existing methods to obtain brain connectivity data in Chapters 3 and 4, I proceed to provide examples of applications that can be carried on using this data modality in this section of my thesis.

In Chapter 5, I investigate the relationship between the genome and connectome in the mouse brain using the Allen Brain Atlas data. I employ computational models for predicting brain connectivity from gene expression data. In addition to giving competitive predictive performance, these models can rank the genes according to their predictive power. I show that gene expression is predictive of connectivity in the mouse brain when the connectivity signals are discretized. When the expression patterns of 4084 genes are used, I obtain a predictive accuracy of 93%. My results also show that a small number of genes can almost give the full predictive power of using thousands of genes. I can achieve a prediction accuracy of 91% by using only 25 genes. Gene ontology analysis of the highly ranked genes shows that they are enriched for connectivity related processes.

Chapter 6 investigates the same relationship between genome and connectome but
in a high-resolution analysis. Currently, studies in multiple species have indicated that the spatiotemporal gene expression patterns are predictive of brain wiring. Specifically, results on the worm *Caenorhabditis elegans* have shown that the prediction of neuronal connectivity using gene expression signatures yielded statistically significant results. Recent studies on the mammalian brain produced similar results at the coarse regional level. In this chapter, I provide the first high-resolution, large-scale integrative analysis of the transcriptome and connectome in a single mammalian brain at a fine voxel level. By using the Allen Brain Atlas data, I predict voxel-level brain connectivity based on the gene expressions in the adult mouse brain. I employ regularized models to show that gene expression is predictive of connectivity at the voxel-level with an accuracy of 93%. I also identify a set of genes playing the most important role in connectivity prediction. I use only this small number of genes to predict the brain wiring with an accuracy over 80%. I discover that these important genes are enriched in neurons as compared to glia, and they perform connectivity-related functions. I perform several interesting correlative studies to further elucidate the transcriptome-connectome relationship.

Chapter 7 provides a global, integrative analysis of gene expression and projection target correlations in the mouse brain. Recent studies have shown that projection targets in the mouse neocortex are correlated with their gene expression patterns. However, a brain-wide quantitative analysis of the relationship between voxel genetic composition and their projection targets is lacking to date. In this chapter, I used the Allen Brain Atlas data to analyze the relationship between gene expression and projection targets. I first visualized and clustered the two data sets separately and showed that they both exhibit strong spatial autocorrelation. Building upon this initial analysis, I conducted an integrative correlation analysis of the two data sets while correcting for their spatial autocorrelation. This resulted in a correlation of
0.19 with significant \( p \)-value. I further identified the top genes responsible for this correlation using two greedy gene ranking techniques. Using only the top genes identified by those techniques, I recomputed the correlation between these two data sets. This led to correlation values up to 0.49 with significant \( p \)-values. My results illustrated that although the target specificity of neurons is in fact complex and diverse, yet they are strongly affected by their genetic and molecular compositions. I conclude my thesis in Chapter 8 by providing a summary of the contributions and directions for future work.
CHAPTER 2

DEEP LEARNING IN COMPUTER VISION

In this chapter, I provide a brief description of the techniques I employed in Chapters 3 and 4. I list the key terminology used along with several applications in computer vision. I then describe convolutional neural networks which acts as a building block for most deep learning applications. I describe the most common layers used, popular architectures along with some of the best performances achieved on some datasets.

2.1 DEEP LEARNING

Deep learning is defined as a family of machine learning techniques which attempt to learn different high-level data abstractions using a series of non-linear transformations. These algorithms generally rely on complex model architectures that can achieve a better representations from large-scale unlabeled data. An algorithm is considered deep if the input passes through several layers (non-linearities) before producing an output. Most of the current popular machine learning techniques like SVM and logistic regression are shallow.

The power of deep learning is illustrated in its deep architectures which can more gracefully reuse previous computations. More complex features are extracted from the input while passing through several layers of assessment. The goal is to replace handcrafted features with efficient algorithms for unsupervised or semi-supervised feature learning and hierarchical feature extraction. As a result, these models have a great potential to generalize to different tasks, moving us one step closer to Artificial Intelligence.
Deep learning techniques have recently dominated the computer vision field with applications spanning a wide range of topics including image classification, object and scene recognition, handwriting detection and image segmentation. It has also shown state-of-the-art performances on other tasks like speech recognition, natural language processing and bioinformatics. The most popular of those techniques are convolutional neural networks, deep belief networks and recurrent neural networks.

2.2 CONVOLUTIONAL NEURAL NETWORKS

The convolution neural networks (CNN) are the most popular deep learning technique with tremendous applications in computer vision. A CNN is a feed-forward network comprised of neurons which are tiled in a way that they respond to overlapping regions in the visual field. It is biologically inspired by how the human eye recognizes changes in the environment, discriminates between objects, and responds to subtle
changes in facial expressions. Each neuron in the brain receives inputs from several other neurons. The effect of each input line on the neuron is controlled by a synaptic weight which adapts so that the whole network learns to perform useful computations. These networks are mainly used for image and video recognition tasks.

A typical CNN is comprised of one or more convolutional layers, one or more pooling layers, and then followed by one or more fully connected layers. There are many convolution kernels in each convolution layer, and each kernel is replicated over the entire image with the same parameters. Each convolution layer is followed by a non-linearity layer which does not affect the receptive filed of the convolution layer. Rectified Linear Units (ReLU) are the most common non-linearity transformation used as they are very fast to train. The pooling layers are mainly important for providing translation invariant features which is critical for object classification and detection tasks. Each layer contains several neurons that are connected to the neurons of the above layer. Layers which are not input or output are called hidden layers. A network learns low-level features in its bottom layers like lines, edges and corners while the upper-level layers learn very complex features. A sample CNN containing only 2 hidden layers is displayed in Figure 1.

Back propagation technique is used to train the CNNs using stochastic gradient descent. The number of parameters to train can range between a few thousands to several millions as the network grows deeper and the size of filters becomes larger. For example, the most popular CNN that was originally designed in [75] contained five convolution layers, 3 fully-connected and 3 max-pooling layers with over 60 million parameters to train (see Figure 2). Although these networks consume several days of training in some cases on GPU machines, the testing only takes fractions of seconds which makes them extremely worthwhile given their significant performance improvement.
CNNs have recently achieved several record-breaking performances on various benchmark datasets in computer vision. They have achieved an error rate of 0.23 percent on the MNIST database, which is the lowest that have been achieved on the database [32]. A similar performance was achieved on the NORB dataset as well [33]. In the ImageNet Large Scale Visual Recognition (ILSVRC) 2014, which is large-scale visual recognition challenge, almost every highly ranked team used CNN as their basic framework. The wining network consisted of 30 layers achieving a performance close to that of human [116]. Recently, CNNs usage have been extended to image segmentation tasks where it was used to break the performance record on the ISBI 2012 dataset [31].
CHAPTER 3

DEEP MODELS FOR BRAIN EM IMAGE SEGMENTATION

In this chapter, I focused on the automatic segmentation of serial-section Transmitted Electron Microscopy (ssTEM) images. I provided a novel design of deep neural networks (DNN) [78] that extends the techniques described in [31]. I built a pixel DNN classifier that predicts the probability of every individual pixel in a given image being a membrane (border) pixel or not. My DNN classifier accepts raw pixel intensities as input without any preprocessing and learns highly discriminative features automatically before producing final probability maps. These probability maps were fed later to another machine learning classifier based on random forests [20] to produce final segmentations.

3.1 BACKGROUND AND CHALLENGES

Anatomical connections between neurons in the brain form circuits that are responsible for the rapid information flow. Knowledge of the circuit structure is crucial for the investigation of its function. Mapping the structure and components of these circuits is one of the top priority research areas in neuroscience. It provides a foundation for understanding what the brain is made of at the cellular and structural levels, and how these properties change across the normal life span and in brain disorders. The reconstruction of such circuits at a very high resolution using electron microscopy (EM) is considered to be the gold standard for circuit mapping [19].
Currently, sparse circuit reconstruction has been widely used on a small-scale. Most of the studies focused on the very small *C. elegans* or small parts of the nervous systems of the *Drosophila*. Recently, some of those efforts were extended to reconstruct the inner plexiform layer in the mouse retina [22, 57, 73]. Using EM data in large-scale studies is currently a challenge, where the main bottleneck is data analysis. Better automatic image segmentation techniques would substantially amplify the impact of dense EM reconstruction. Machine learning and artificial intelligence approaches are expected to be the main driver for the desired advancements in this area.

DNNs have been widely used in a number of applications in computer vision. It achieved the state-of-the-art performance on tasks like large-scale image and video recognition [66, 75, 133], digit recognition [32], and object recognition tasks [80]. Recently, many attempts have been made to extend the usage of these models to the field of image segmentation, leading to improved performance [21, 61, 62, 103, 121, 135]. Although some of the existing popular models have proved the ability to generalize well for different recognition tasks like the model in [75], most of these models that excelled on image classification and recognition tasks cannot be applied directly to EM image segmentation tasks, given the difference in objectives between those tasks as well as the difference between EM and natural images (more details in section 3.3). As a result, it is desirable to develop an optimized architecture that utilizes the full power of DNNs and tailored specifically for EM image segmentation.

In this work, I developed a DNN model architecture that is highly optimized for ssTEM image segmentation. The key contribution is in the model itself and the novel insights about the specific kernel configuration leading to substantially improved results. I evaluated the effect of model configuration along with kernel structures and depth on the final segmentation outcome. I validated my approach by applying it to the ISBI 2012 EM Segmentation Challenge [59] (http://brainiac2.mit.edu/)
FIG. 3: In this figure, I demonstrate that the upper layers in the network always correspond to a large receptive field due to the presence of max pooling layers. In the figure, even with a shallow network that uses 2x2 convolution for its bottom layer and only 2 max pooling layers, the generated feature map in the last layer corresponds to a receptive field equals to the entire input size.

isbi_challenge/), achieving the best performance on all evaluation metrics out of more than 40 participating groups (more groups are participating as the challenge is ongoing). My model was one of the few that were able to beat the performance of a second human observer.

3.2 FRAMEWORK FOR EM IMAGE SEGMENTATION

In this work, I used a full stack of EM image slices of the Drosophila first instar larva ventral nerve cord (VNC) [26] provided by the organizers of the ISBI 2012 EM Segmentation Challenge [59]. The training stack consists of 30 grayscale sections of 512 by 512 pixels each, where there is a corresponding label map for each image slice representing whether the pixels are membrane or non-membrane. I trained a deep convolutional neural network (DNN) pixel classifier to predict the label of every pixel
separately. I applied this classifier on another stack of 30 sections representing the testing data where the ground truth is only known to the organizers of the challenge.

In order to use a pixel classifier, I adopted a patch-based training technique. For every pixel in every slice, I extracted a square patch of a fixed size with the target pixel in its center. For boundary pixels, I mirrored the pixels across the slice borders. Upon testing, I obtained a membrane probability map for each slice of the testing data. These probability maps then underwent post-processing to generate the labels.

3.3 ARCHITECTURE AND KEY INSIGHTS

The key contributions of this work are the optimized architecture of a DNN model for EM image segmentation and the underlying motivation and observations. While the use of DNN architecture usually leads to good performance on similar segmentation tasks, a careful design of the network architecture and choices of kernel sizes and placement are the key to utilize the full performance power of the model. For example, in the model suggested by [75], the kernel sizes were chosen to be very large at the bottom layers of the network and then reduced gradually. Later, [133] showed that a better performance could be obtained by reducing the receptive field size and choosing a smaller stride for the first convolutional layer in the same model. On the other hand, in [107], a network of a very small kernel size which was fixed for all layers proved to achieve the best performance on image localization and classification tasks. This highlights the importance of these architectural details in achieving record-breaking performance on different computer vision tasks.

Unfortunately, the application of the very powerful models like [107] and [116] to the task of EM image segmentation does not yield as good results as it did on natural image recognition tasks. The reason is that the two tasks are genuinely different in
terms of their objective and training characteristics. In segmentation, the objective is to assign a label for every single pixel in the image as opposed to a single label assigned to the entire image in classification. In addition, training for segmentation tasks includes a lot of redundancy in the input data due to the patch-based technique, as opposed to training on the whole image or random crops of it in classification tasks. In terms of the data itself, EM images are characterized by their high density and the invariability of the objects it composes unlike the natural images that are regularly used in classification tasks like the ImageNet data \([39]\). I experimented with several networks that are considered state-of-the-art for image classification and recognition tasks and the results were inferior. In particular, the VGG net \([107]\) has performed very poorly on this specific segmentation task. I attribute this to the very small kernel sizes (3x3) in the network which does not include enough contextual information that this segmentation task requires based on my experiments.

The key observation about this task is how important the context information is for building discriminative features especially in the bottom layers of DNN in EM image segmentation tasks. It is crucial to provide each kernel with a large enough receptive field especially in the bottom layers in order to be able to learn better features. At the same time, if the context is too wide for the bottom layers, the performance will drop due to the excessively large neighborhood which will contain some noise. For example, in the VGG-net \([107]\) all the kernels are fixed to a size of 3x3 which is very small and not enough for the features to be learned from the underlying data. In Krizhevsky’s network, they started with an excessively large kernel size of 11x11 at the bottom. When I tried both networks on the EM data, the results were both inferior. In my architecture, I focused on starting with a kernel size of 8x8 at the bottom which is moderately large and sufficient for the network to be able to learn discriminative features without being affected by noise.

Increasing
the kernel sizes of the bottom layers in the network increases the receptive fields of each unit in the resulting feature maps, thereby increasing the impact of context information in generating these features. This leads to learning more discriminative features which improves the overall performance. On the contrary, the pixels in the feature maps of the top layers already correspond to a very large receptive field due to the presence of max pooling layers beneath them regardless of the kernel sizes in the layer directly beneath them as illustrated in Figure 3. Using smaller kernel sizes for the upper layers also allows the model to grow deeper as I can add more convolution layers. As a result, I decreased the kernel sizes gradually as I went deeper in the network.

Another key insight is the impact of non-linearity and network depth on the overall network performance. I argue that increasing the number of convolution layers along with their corresponding rectified linear unit (RELU) layers usually increases the network’s accuracy. Increasing the number of convolution layers increases the number of features to be learned, while the RELU layers are responsible for increasing the non-linearity in the network and preventing the gradient from saturation. In Krizhevsky network [75], although the input image size was 224x224, the network did not have enough non-linearity with only 5 convolution layers and 5 corresponding RELU layers in between them. On the other hand, my best performing network had 6 convolution layers while the input size is only 95x95. This high non-linearity in my network was crucial for obtaining a better performance. I validated these insights through the network design in the next section.

I used DNN with multiple convolution, pooling and fully-connected layers for the pixel classifier. I experimented with a wide range of window sizes, network depth and kernel sizes to assess the effect of each parameters on the final segmentation outcome. I used window sizes ranging between 35 and 95, depth between 6 and 8 trainable
TABLE 1: The complete architecture of the 4 DNNs used in my experiments.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>input 35x35</td>
<td>input 65x65</td>
<td>input 95x95</td>
<td>input 95x95</td>
</tr>
<tr>
<td></td>
<td>conv4-30</td>
<td>conv10-30</td>
<td>conv4-48</td>
<td>conv8-48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>LRN</td>
<td>LRN</td>
</tr>
<tr>
<td>maxpool</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>conv3-50-pad1</td>
<td>conv5-50</td>
<td>conv5-128</td>
<td>conv6-128</td>
</tr>
<tr>
<td></td>
<td>conv3-60-pad1</td>
<td>conv3-60</td>
<td>conv5-128</td>
<td>conv6-128</td>
</tr>
<tr>
<td>maxpool</td>
<td></td>
<td></td>
<td>LRN</td>
<td>LRN</td>
</tr>
<tr>
<td></td>
<td>conv3-60-pad1</td>
<td>conv3-60</td>
<td>conv6-256</td>
<td>conv4-256</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>conv6-256</td>
<td>conv3-256</td>
</tr>
<tr>
<td>maxpool</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FC-100</td>
<td>FC-100</td>
<td>FC-500</td>
<td>FC-500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Drop-0.5</td>
<td>Drop-0.5</td>
</tr>
<tr>
<td>FC-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>softmax</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

layers and kernels between 3x3 up to 10x10.

Although my architectures are quite different from each others, they share some common properties that experimentally proved to be the best for the current task. No preprocessing was applied to any of the networks except for mean subtraction. The overall mean of all the pixels in all sections was subtracted from each pixel value. In my designs, I limited the number of max pooling layers in favor of more convolution layers in all the architectures. Increasing the number of convolution
layers helped the model find more discriminative features. The key challenge was to add as many convolution layers as possible without losing the translation invariance advantage that the max pooling layers provide. In addition, the choice of the window size would always affect the network depth and the number of convolution layers in turn. I compared several architectures containing different numbers of max pooling layers ranging between 2-5 and I found that 3 max pooling layers always give the best results. As a result, each network I trained is divided into 3 blocks; each block contains a number of convolution layers (differs per network configuration and per block) which are followed by a single max pooling layer of size 2x2 and stride 2 by the end of the block.

I also introduced back to back convolution layers interleaved by only RELU as the non-linear transformation in all architectures. Instead of using a single convolution layer with a very large kernel size in every block, I chose to stack multiple convolution layers above each other with moderate kernel sizes while adding RELU layers in between them. This was done mainly to increase the nonlinearity in the model and thus encouraging it to learn more complex features. In addition, breaking down a single large kernel into several smaller ones reduced the total number of parameters need to be trained, thus reducing the overall computation time [107].

My networks concluded with 2 fully connected layers after their third block. The last fully connected layer contains only two neurons corresponding to the segmentation tasks. The outcomes of these two neurons were finally passed through a softmax layer to produce probability values that represent either membrane or non-membrane classes.

I trained 4 DNNs sharing the common characteristics described above but with different configurations. These architectures were inspired by the networks used in [31, 75, 107]. The full architectures of the 4 networks can be found in Table 1.
Networks A and B are both shallow with 6 trainable weight layers each. Network A has a very small window size of 35x35 pixels which highly restricted the depth and the kernel sizes used. Network B starts with a window size of 65x65 pixels which I utilized to test the effect of using excessively large kernels while keeping the depth constant. On the other hand, Networks C and D have a relatively large window size of 95x95 pixels each to include more contextual information and to allow them to grow deep. Both networks use slightly larger kernels than the ones used in network A and slightly less than the ones used in network B.

In my experiments, I hypothesized that starting with a large kernel size in the bottom layers of the network and reducing the size as I move upwards is much better than the opposite direction where I start with small kernels at the bottom. I tested this hypothesis through the configuration of networks C and D. Network C started with a small kernel size for its bottom layer, and then the kernel size was constantly increased till the top convolution layer. For network D, it started by a moderately-large kernel size which is double the initial kernel size of network C then I constantly decreased it. Another advantage of beginning with a large kernel size was that I aggressively reduced the resolution of the feature maps, leading to a reduction in the computations.

To ensure learning in networks C and D, I applied local response normalization (LRN) before the max pooling layers in the first two blocks. This was because the number of parameters to be trained for these networks are higher than the other two due to the larger kernel sizes used and the increasing number of feature maps. Although RELUs are not easily saturated, adding LRNs is supposed to increase model generalization [75]. Experimentally, I found that the performance improvement using LRNs is minimal and does not contribute to the overall performance gain. I still included it in my models for the sake of completeness and to allow reproducibility.
of the results. I also applied dropout after the first fully connected layer in both networks C and D (details given in Section 3.5).

3.4 TEST DATA AUGMENTATION

Ensemble learning techniques are well known to improve performance on various learning tasks. Random forest [20] is a clear example that proved to be one of the most effective ensemble learning techniques. In random forests, many decision trees are built based on some random variations in the input and feature spaces, and eventually each decision tree votes for a specific class. The combined vote is then considered as the output decision of the random forest. Extending a similar scheme to neural networks is however computationally expensive. A single DNN usually takes several days of training even using GPU-based implementation for a data set with a million of samples. Training several of these networks would be computationally inefficient.

I chose to perform augmentation upon testing instead of the computationally expensive ensemble of DNNs (similar to the technique used in [34]). I applied several linear transformations on the input image before testing. The transformations were combinations of horizontal and vertical mirroring, and/or rotations by +90, -90 and 180 degrees. After passing the transformed image through the network and obtaining a probability map, a reverse transformation was applied. In total, 8 variations were applied to each testing image and then I took the average. The augmentation was implemented so that each variation received a vote in the final decision produced by the model. This technique is computationally more efficient than training several models as testing time is typically very fast. My experiments showed a considerable advantage of applying those variations as the segmentation error dropped by half as
compared to its original value.

3.5 OVERFITTING REDUCTION

One of the challenges of using a DNN is overfitting. Since my deep networks have a huge number of parameters (up to tens of millions of them), I needed a very large data set to avoid overfitting. In my data set, I extracted all the patches of the membrane pixels in every slice and an equivalent number of non-membrane pixels sampled randomly per slice. This generated about 3 million training patches in total, a number that may not be enough to train a very deep network without the risk of overfitting.

I applied data augmentation to increase the variability in my training data. At the beginning of each epoch, a linear transformation to the input patch was randomly selected. I rotated each patch either by \(+90\) or \(-90\) and/or mirrored it either horizontally or vertically. The data augmentation significantly improved the accuracy of the classifier. In addition, I applied dropout with 0.5 dropping ratio after the first fully connected layer in networks C and D to further improve the performance.

3.6 MODEL DESIGN AND IMPLEMENTATION

My patch-based classifier implementation is based on the publicly available C++ Caffe [68] (branched out in October 2014) with several modifications. I implemented my custom data augmentation where I decoupled cropping from mirroring as it is not desirable in my experiments in addition to implementing rotations with several angles. I also added random shuffling of data at the beginning of each epoch through randomly dropping a few samples in each mini-batch with a specific percentage. A window size can also be supplied before augmentation to determine the patch
TABLE 2: Comparison between the four networks using the validation data set. Both the pixel and warping errors are reported before applying the postprocessing while the rand error is reported after the postprocessing.

<table>
<thead>
<tr>
<th>Network</th>
<th>Rand error [(10^{-3})]</th>
<th>Warping error [(10^{-6})]</th>
<th>Pixel error [(10^{-3})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>82</td>
<td>1548</td>
<td>52</td>
</tr>
<tr>
<td>B</td>
<td>95</td>
<td>1729</td>
<td>50</td>
</tr>
<tr>
<td>C</td>
<td>75</td>
<td>1775</td>
<td>51</td>
</tr>
<tr>
<td>D</td>
<td>47</td>
<td>1684</td>
<td>49</td>
</tr>
</tbody>
</table>

size desired for each configuration to avoid the recalculation of the patches and the databases.

I trained my DNN classifier using back propagation [81] with stochastic gradient decent. I used a mini-batch size of 256, a momentum of 0.9 and a weight decay of 0.0005. I started with a base learning rate of \(10^{-2}\) and decreased it by a factor of 10 every 100K iterations. I used random initialization for the weights through sampling from a normal distribution with a zero mean and \(10^{-2}\) variance. The biases were initialized to either 0 or 1. Experimentally, I found that the model requires 30 epochs of training to achieve the desired accuracy on an NVIDIA K80 GPU. The training time took typically several days to complete.

I used an image-based approach for generating the probability maps for the testing data set. I implemented my own image-based forward propagation code [49]. The model was trained first by Caffe using a patch-based approach then the weights of the kernels and biases were extracted and fed to my image-based code. My image-based
TABLE 3: Comparison between the results obtained using network D before and after using train data augmentation and test data augmentation. These results were obtained by evaluation on the validation data set.

<table>
<thead>
<tr>
<th>Network</th>
<th>Rand error ([10^{-3}])</th>
<th>Warping error ([10^{-6}])</th>
<th>Pixel error ([10^{-3}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>47</td>
<td>1684</td>
<td>49</td>
</tr>
<tr>
<td>D - No training augmentation</td>
<td>271</td>
<td>2905</td>
<td>61</td>
</tr>
<tr>
<td>D - No testing augmentation</td>
<td>212</td>
<td>2176</td>
<td>61</td>
</tr>
</tbody>
</table>

Prediction speeded up the testing time dramatically as compared to a patch-based GPU forward propagation even though my code was running on a CPU (takes roughly 2-4 minutes on a CPU machine). In addition, my image-based code did not require any computational and storage overhead for generating the patches for the testing data, making it much more convenient and efficient.

3.7 POSTPROCESSING

Network D achieved the best pixel accuracy on the ISBI 2012 data set without any postprocessing. However, the best pixel accuracy is not necessarily accompanied with the best segmentation. Even the slightest mis-prediction of certain boundary pixels could severely hurt the overall segmentation. My model is in nature a pixel classifier that was designed to achieve the best pixel accuracy but was not optimized to produce a better segmentation.

I used the watershed merge tree postprocessing technique used in [91, 92]. The technique starts by generating an initial segmentation using watershed for each
TABLE 4: Comparison between my method and the other competing techniques.

<table>
<thead>
<tr>
<th>Group</th>
<th>Rand error $[10^{-3}]$</th>
<th>Warping error $[10^{-6}]$</th>
<th>Pixel error $[10^{-3}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIVE-SCI (my method)</td>
<td>17</td>
<td>307</td>
<td>58</td>
</tr>
<tr>
<td>IDSIA-SCI</td>
<td>18</td>
<td>616</td>
<td>102</td>
</tr>
<tr>
<td>optree-idsia</td>
<td>22</td>
<td>807</td>
<td>110</td>
</tr>
<tr>
<td>motif</td>
<td>26</td>
<td>426</td>
<td>62</td>
</tr>
<tr>
<td>SCI</td>
<td>28</td>
<td>515</td>
<td>63</td>
</tr>
<tr>
<td>Image Analysis Lab Freiburg</td>
<td>38</td>
<td>352</td>
<td>61</td>
</tr>
<tr>
<td>Connectome</td>
<td>45</td>
<td>478</td>
<td>62</td>
</tr>
<tr>
<td>IDSIA-V</td>
<td>46</td>
<td>462</td>
<td>61</td>
</tr>
</tbody>
</table>

probability map and then gradually raising the water level to produce hierarchical segmentations forming a watershed merge tree. A decision of merging two nodes in the merge tree is based on the result of a random forest boundary classifier that predicts the merge based on various features extracted from each two nodes. This scheme reduced the segmentation error to less than half of its original value.

3.8 EXPERIMENTAL EVALUATION

I created a validation data set from the training slices for which the truth labels are available. I divided the 30 training slices into 20 training and 10 validation slices to obtain quantitative evaluations for my models before submitting the final results to the ISBI 2012 challenge. The evaluation of the testing data in this challenge was done through an automated online system where the submitted segmentations were compared to the hidden ground truth based on three different metrics:
FIG. 4: Slices 1 and 12 from the testing stack are shown along with their segmentations in the top and bottom rows respectively. The first column represents the raw input image, the second column represents the probability map output of the pixel classifier and the third column represents the final segmentation after the post processing.

**Minimum Splits and Mergers Warping error** is a segmentation metric that penalizes topological disagreements, i.e: the number of splits and mergers required to obtain the desired segmentation.

**Foreground-restric Rand error** is defined as 1 - the maximal F-score of the foreground-restricted Rand index, a measure of similarity between two segmentations.

**Pixel error** is defined as 1 - the maximal F-score of pixel similarity, or squared Euclidean distance between the original and the result labels.
TABLE 5: Comparison between the training time and number of parameters for different architectures.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training hours</td>
<td>5</td>
<td>30</td>
<td>120</td>
<td>104</td>
</tr>
<tr>
<td># of parameters</td>
<td>169,580</td>
<td>196,100</td>
<td>7,615,208</td>
<td>5,719,016</td>
</tr>
</tbody>
</table>

I demonstrate most of the results and model comparisons on the validation data before I show the performance of the best model on the testing data. It is worth mentioning that the results based on the validation data set may be affected by the reduction in the training data set size. This is because I only trained on 20 slices instead of all the 30 slices, since the remaining 10 slices are in the validation set. Nonetheless, the results obtained on the validation data set are very useful for model comparison. Table 2 illustrates the comparison between the four networks evaluated on the validation data set. While all the pixel error values are similar, the rand error gives a better interpretation in terms of segmentation. I observed that the postprocessing reduced the rand error, but increased the pixel and warping errors. This is because the DNN is a pixel classifier aiming at optimizing the pixel error directly, and the warping error is closely related to the pixel error. Thus, I chose to report the pixel and warping errors before I applied the postprocessing. After postprocessing, the pixel and warping errors were highly altered in favor of obtaining a better segmentation. For that, the rand error values reported in Table 2 are obtained after applying the postprocessing.

The results are clearly in favor of the deeper networks C and D, which highlights
the impact of the depth on the outcome of the segmentation. Networks A and B used less number of trainable layers, and this hurt the performance regardless of the kernel sizes used or the model configuration. On the other hand, networks C and D used a large window size with a deeper architecture and relatively large kernel sizes. Network D in particular achieved the best performance among all the other networks in terms of rand index. This validates my hypothesis that starting with a large kernel size in the bottom layers indeed helps the model learn more useful features than starting with a small kernels as in network C.

I report the effectiveness of the techniques described in Sections 3.4 and 3.5 in Table 3. The comparison was made using the best performing network D on the validation data set. I noticed that both the data augmentation and rotations during testing are highly effective for improving the segmentation accuracy. The model suffered from severe overfitting without augmentation while the rotations applied during testing provided robustness to the classifier, thereby reducing the effect of input data randomization to a great extent.

After selecting the best architecture and evaluating different techniques applied upon training and testing, I extended my experiments to the testing data. I trained network D on the 30 training slices and evaluated them using the online system for the ISBI 2012 Challenge. Note that, although winners have been declared before ISBI 2012, the challenge is still ongoing. Figure 9 reports the final results on 2 slices of the testing stack.

On the ISBI 2012 Challenge data set, my approach achieved the best results on all the 3 evaluation metrics, breaking the record maintained by other participants for years. A complete comparison between my approach and other competing methods is shown in Table 7.

In comparison to the second best approach [31] which was also based on a DNN
and uses the same postprocessing technique, my network is deeper and uses a highly 
optimized network architecture. The largest kernel size used in that network was 5 
and the bottom layer starts with a kernel size of 4. They also implemented an actual 
ensemble of models where they trained several networks with different window sizes 
and then averaged their results. I believe that applying variations upon testing is 
much faster and more efficient. The larger kernels utilized in my architecture, the 
specific configuration of these kernels along with data augmentation techniques I 
applied are key factors in outperforming all the other competitive approaches in all 
metrics.

I demonstrate the training time requirements for the different architectures in 
Table 5. The comparison is based on training on 20 slices of the training stack on a 
GPU machine. Network C was the most computationally expensive network with the 
training time reaching roughly 5 days as the number of parameters to train was much 
higher than the other architectures. However the testing time of all networks was 
very fast even on my own Matlab-based CPU code with an average of few seconds on 
network A to roughly 4 minutes on network C.
CHAPTER 4

RESIDUAL DECONVOLUTIONAL NETWORKS FOR
DENSE OUTPUT PREDICTION

In this work, I proposed a simple yet powerful model known as residual deconvolutional network (RDN) to address the two conflicting goals of dense output prediction problems: (1) full-resolution prediction and (2) incorporation of sufficient contextual information. My proposed model naturally balances the tradeoff between increasing contextual window required for multi-scale reasoning and the ability to preserve pixel-level resolution and accuracy expected for dense output prediction. I achieved this by adding multiple residual shortcut paths to a fully deconvolutional network with minimum additional computations. This allows for the training of very deep deconvolutional networks that incorporate sufficient contextual information, and the multi-scale full-resolution features are extracted and provided through the residual path. The final dense predictions are made by integrating features computed through both pathways, thereby achieving the conflicting goals in dense output prediction in the same framework.

4.1 DENSE OUTPUT PREDICTION

The automated 3D reconstruction of neurites in brain EM image stacks remains one of the most challenging problems in neuroscience [55, 56, 72]. In such problems, neurons spanning multiple adjacent image slices are expected to be consistently identified and reconstructed. Conventionally, this problem has been approached as a 2D prediction task, where each image slice is segmented individually. Then, a
post-processing step was performed to generate 3D segmentation. The post-processing step usually involves heuristic off-the-shelf classifiers that were trained to link similar segments together across the entire image stack. These classifiers usually rely on hand-crafted features which incorporate the prior knowledge and understanding of the data. Thus, classifiers that worked well on some problems/datasets are not guaranteed to perform similarly in different scenarios. It is thus desirable to design a fully trainable system with minimal post-processing to perform the 3D segmentation task in an end-to-end fashion.

Currently, deep convolutional neural networks (CNNs) [79] are the main drivers used for semantic segmentations. These models are very powerful and highly capable of extracting hierarchical features from image data. They are characterized by their ability to learn features directly from the raw images without relying on any prior knowledge. CNNs have achieved success in different areas of machine learning and computer vision. Improved performance has been achieved in image classification [54, 75, 107, 116, 133] and object detection tasks [105]. Recently, this success has been extended to dense output prediction problems such as semantic image segmentation [43, 93, 98]. These problems find applications in neuroscience of neuronal membrane segmentation in electron microscopy (EM) images [29, 31] and multi-modality infant brain image segmentation [135]. Although deep models are rapidly approaching human-level performance on object recognition tasks, their performance on dense output prediction problems is still far behind human expert performance, especially in brain connectomics involving high-resolution EM image analysis [8, 12, 57, 62, 73, 82, 112, 121].

In dense output prediction tasks such as EM image segmentation, CNNs are expected to generate pixel-level predictions. That is, each pixel in the input image is given a prediction, resulting in a probability map whose size equals to that of
the input image. A common approach to achieve dense prediction is to extract a fixed-sized patch centered on each pixel and employ a regular CNN as used in image classification to determine the label of the center pixel [31, 42]. However, such approaches only incorporate limited contextual information contained in the patch. Contextual information can be increased by enlarging the patch size, but excessively large patches tend to compromise the full-resolution, pixel-level predictions. Thus, dense output prediction problems face the conflicting goals of full-resolution prediction and incorporation of sufficient contextual information [129].

4.2 RESIDUAL DECONVOLUTIONAL NETWORKS

Most of the dense prediction methods do not explicitly address the problem of losing pixel-level resolution. This is mainly because most of the CNNs that were used for dense output prediction are variations of the ones that achieved excellent performance on classification and recognition tasks. In those tasks, it is a common approach to reduce the feature map sizes using pooling layers to increase the receptive fields of the resulting feature maps, thereby increasing the contextual window used to generate the single prediction for a given image. When those networks are tailored towards dense prediction, the attempts to reconstruct a full-resolution prediction is hampered by the loss of pixel-specific resolution information.

Fully convolutional networks (FCNs) [30, 93] are efficient approaches to generate dense predictions for image segmentation. The idea is to reconstruct the full-sized input by performing several deconvolution operations at multiple scales through aggregated bilinear interpolation. The segmentation performance of FCNs is limited by the absence of real deconvolution, and full-resolution features are not well preserved. To address this limitation, deconvolution networks [98] have been proposed recently by
performing actual deconvolution. The pooling layers are reversed in the decoding stage by unpooling layers which keep track of the maximum activation position selected during the pooling operation. While both of these two approaches are attempts to design novel deep models specifically for dense prediction problems, they do not have explicit mechanisms to address the conflicting goals in dense prediction problems. They still suffer from loss of information due to excessive reduction of resolution as I show in my experiments.

In the design of my model, I intend to achieve three goals: (1) Generate dense predictions equal in size to any arbitrary-sized input. (2) Increase the receptive fields of output maps to increase the contextual information used to make pixel-level decisions. (3) Achieve pixel-level accuracy by incorporating high resolution feature information.

I build on the deconvolution scheme proposed in [98] to generate dense predictions. I enhance the performance of deconvolution networks by adding residual connections between every several stacks of convolution or deconvolution layers. These shortcut connections perform projection mapping and are added to the output of the stacked layers with minimum additional computation cost. It has been shown in [54] that it is much easier to optimize a residual mapping (with shortcut connections added) rather than the original plain one. Residual networks in [54] also demonstrated a significant performance gain as a result of increased network depth on tasks of image classification and object detection. For my dense prediction network architecture, I propose to introduce projection shortcuts not just on the convolutional stage responsible for extracting the feature representations, but also on the deconvolutional stage responsible for reconstructing the shape and producing the objects segmentation. I believe that with this design, my network is able to acquire more multi-scale contextual information while reducing the effect of the degradation problem [54, 110].
FIG. 5: Architecture of the residual deconvolutional network (RDN). The network consists of two pathways, namely context-growing path and resolution preserving path. All convolution and deconvolution layers in the encoding and decoding stages are of size 3x3. A kernel of size 1x1 is used to implement the projection mappings. Max pooling is used to reduce the feature map sizes in the convolution stage while unpooling is used to restore the original size in the decoding stage.

I also propose the use of a novel resolution-preserving path to facilitate the reconstruction of full-resolution output. The resolution-preserving paths are essentially the projection mapping of the pooling layer outputs added to the output of the corresponding deconvolution layer before performing the unpooling operation. These paths are responsible for transferring the missing high resolution information from the encoding stage to the decoding stages. Together, the context-growing and the resolution-preserving paths have significantly boosted the performance of non-residual deconvolutional networks as shown in Section 4.6. An illustration of the RDN
4.3 NETWORK ARCHITECTURE AND TRAINING

The RDN architecture is mainly inspired by the ideas in [54, 98, 107] with three main differences:

• The convolution stage of the network has been mirrored in the deconvolution stage to produce dense probability maps instead of a single value prediction for each training instance. Context-growing paths have been added to the deconvolution as well as the convolution layers. Also, resolution-preserving paths have been added to transfer resolution-specific information from encoding to decoding stages.

• The input to the network is 3D patches extracted from consecutive slices to exploit the 3D aspect of the data in a way similar to how a human annotator perform segmentation. Square patches were extracted randomly from the entire image stack. I performed mirror-padding for patches extracted from the first and last slices to generate the 3D input to my network.

• Use of 3D kernels in the early stages of the network to learn cross-sectional features from the 3D patches provided as an input to the network.

The network contains 23 convolutional layers and 20 deconvolutional layers in total as the network is not entirely symmetric. The kernel sizes are either 3x3 or 1x1 when I performed branching before adding the residual paths. Zero padding was used whenever size preserving was needed in the learned layers. I added a batch normalization layer after each learned layer and rectified linear units were used as
FIG. 6: An illustration of the effect of border widening on the training labels. I show the original label image (slice 50 of the training stack) on the left and the corresponding altered label on the right. I show that label widening reduces the segments sizes and increases the distance between them.

the non-linearity transformation. I used a patch size of 128x128x3 in training while the entire image was used in testing.

No pre-processing was used on the raw input images. However, I modified the training labels to reduce the segment sizes by increasing the border width in-between them (see Figure 6. The widening of borders was done using a minimum kernel of size 5x5 by assuming that all segments are having a label of 1 and borders are having a label of 0 in the ground truth label stack. Any pixel that was in a neighborhood of size 5x5 of a border pixel was considered to be border as well. Label widening was crucial in allowing the network to differentiate border from non-border pixels.
My model implementation was based on the publicly available C++ Caffe [68]. I trained the RDN using back propagation [79] with stochastic gradient decent. The mini-batch size used was 15 as the dense prediction requires a lot of memory. However, the network requires roughly 15k iterations to achieve its full potential due to the existence of residual paths which speeds up the computations. I used a momentum of 0.9 and weight decay of 0.005. I started with a base learning rate of $10^{-2}$ with a polynomial decay. Random initialization was used for all learned layers. The experiments were carried out on an NVIDIA K80 GPU machine, taking roughly 2 days of training.

To improve the robustness of the resulting probability maps, I applied 8 variations to the testing images before passing them down through the network. A reverse transformation was then applied to each resulting probability map before taking the average across all variations. The transformations were combinations of horizontal and vertical mirroring, and/or rotations by +90, -90 and 180 degrees.

4.4 EM IMAGE DENSE PREDICTION PROBLEM

In my experiments, I used two separate datasets [70] for training and testing from the ISBI 2013 challenge. Each dataset is a 3D stack of 100 sections from a serial section scanning electron microscopy (ssSEM) of mouse cortex. The pixel resolution is 6x6x30 nm/pixel which covers a microcube of approximately 6x6x3 microns. Both datasets have high x- and y-direction resolution whereas the resolution of z-direction is low. The neurites in the training stack have been manually delineated, generating a corresponding label stack of 100 sections. The training stack contains 400 neurites that have been labeled consistently across the 100 slices. Some neurites are split into several segments in some slices while still required to preserve their unique label.
FIG. 7: In this figure, I show the images of the first 3 consecutive slices of the training data cropped at the same position. Segments having the same color across the 3 slices represent the same neurite. The arrows point towards a neurite that has been split in slices 1 and 2 while it appears as a single segment in slice 3. The required segmentation should assign the same label for the splits in slices 1 and 2 even if they are not connected as they belong to the same neurite.

across sections, which increases the complexity of the 3D segmentation task (see Figure 7). The labels of the testing stack are not available to challenge participants. I formulated the 3D segmentation problem of 400 neurites in the training stack as a single 2D segmentation problem. I built a pixel classifier (Section 4.2) that accepts patches extracted from the raw input image to generate 2D probability maps. Each resulting probability map indicates the probability of each pixel being either a foreground (neurite) pixel or background (border). The probability maps have no reference of which neurite a pixel belongs to, had it been identified as a non-membrane pixel. The final 3D segmentation was obtained by a simple post-processing technique described below.
4.5 POST-PROCESSING

Super-pixel level algorithms are commonly used as a building block in most post-processing techniques for 2D and 3D segmentation tasks [43, 63, 92, 138]. They are used mainly to generate an over-segmentation from probability maps or affinity graphs. Later, another classifier is built on top of the results of the super-pixel level algorithms to accurately merge some of the overly segmented regions. The key limitation of these approaches is that they reduce the generality of the overall proposed techniques, since they rely on hand-crafted features to build classifiers on top of super-pixel algorithms. One of the fundamental advantages of the proposed method is the ability to learn features from the data, hence their ability to generalize to many other datasets.

It has been shown before [43] that relying heavily on the learned network while simplifying post-processing could result in a dramatic increase in the speed of computations while maintaining the generalization of the proposed technique. I followed this scheme by applying 3D watershed algorithm directly to the entire probability map stack to generate the final segmentations. The 3D watershed method uses 26-connected neighborhoods to determine the catchment basins in an image. I blurred the probability maps with a Gaussian kernel of size 6x6 and a standard deviation of 1. I also suppressed all minima in the probability maps whose depth were less than a specific threshold. This threshold was mainly used to control the level of over-segmentation and can be tuned using the training data. The model tends to reduce the predicted segment sizes due to the widening of training label borders described in Section 4.3. As a result, I applied a reverse transformation which used a maximum kernel to increase segments sizes. The overall processing is simple, fast and requires minimum additional computations.
The 3D watershed method does not rely on any hand-crafted features and needs only 1 parameter to be tuned. The quality of the probability maps generated by the RDN is a key for the 3D watershed to be able to generate the final segmentations directly without relying on any additional computations. I demonstrate in Section 4.6 that its performance on probability maps with lower quality is hampered, making the use of more sophisticated post-processing techniques a necessity.

4.6 RDN MODEL EVALUATION

In my experiments, I divided the training stack into 80 slices for training and the rest for validation. I trained the network on the training data for 15K iterations using random sampling of patches. I then evaluated on the validation data. The adapted Rand error metric was used by the ISBI 2013 challenge organizers [60] to assess the segmentation results. The adapted Rand error is defined as: 1 - the maximal F-score of the Rand index (excluding the zero component of the original labels). To evaluate on the testing data, I relied on an automated online system where my submitted results were compared to the hidden ground truth labels available only to the challenge organizers.

I demonstrated the superiority of my proposed model over other techniques by using the results in Table 6. The results were obtained by applying the 3D watershed method to the validation probability maps as discussed in Section 4.5. I performed grid search to obtain the best parameter to control the over-segmentations for each set of probability maps independently while applying 3D watershed. I compared my proposed RDN to three other techniques:

- IDSIA [31]. Probability maps obtained from training a CNN. These probability maps are provided by the challenge organizers as an optional parameter to use by
TABLE 6: Comparison between different techniques applied to the validation data. The performance reported is after applying 3D watershed with the best over-segmentation threshold for each set of probability maps independently.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rand error</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDN</td>
<td>0.0814</td>
</tr>
<tr>
<td>IDSIA</td>
<td>0.1184</td>
</tr>
<tr>
<td>Deconvolution Network (DN)</td>
<td>0.1514</td>
</tr>
<tr>
<td>DIVE CNN</td>
<td>0.1541</td>
</tr>
</tbody>
</table>

the participants to evaluate their proposed post-processing techniques.

- DIVE CNN [42]. Probability maps obtained from my CNN model proposed in Chapter 3. I used the same model to generate the probability maps for the 3D challenge data.

- Deconvolution Network (DN): Probability maps obtained by training the same exact RDN network without the residual paths.

From Table 6, it is clear that my RDN outperforms all the other CNN-based models by a significant margin. For the IDSIA probability maps, I do not know which slices were used as validation data by the generating group as they provided their probability maps for the entire training stack. However, I assumed that they used the same validation slices as mine (slices 1-20 from the training stack). This assumption is either fair or in favor of the IDSIA probability maps in case the chosen slices were in fact used as training instances by them. Nonetheless, my RDN still achieved a much better segmentation using 3D watershed. A qualitative evaluation of
the performance of those models are provided in Figure 8. I showed the probability map generated for the same slice by different networks and I highlighted sample areas of improvement in colored boxes. My RDN was able to recover most of the missed borders by the CNN trained by IDSIA and DIVE and also improve the certainty of some others. In contrast to DN, my RDN is less sensitive to noise and produces clear probability maps. I compare the final segmentation obtained from my RDN, the IDSIA CNN and the DIVE CNN in Figure 9 after applying 3D watershed. I showed 3 consecutive slices from the validation data where pixels have been consistently given the same color across the 3 slices to denote that they belong to the same neurite. I noticed that the quality of the probability maps generated by RDN has significantly impacted the segmentation results. The CNN-based probability maps result in poor segmentation by either splitting or merging many segments, thus requiring the use of more sophisticated post-processing methods.

I applied my trained model on the testing stack where the labels are hidden and submitted the results to the ISBI 2013 challenge. I achieved the 2nd ranking among many participating groups. Most of the challenge participating groups are working on improving post-processing techniques while relying entirely on the probability maps provided by the IDSIA group. For example, the leading group generated over-segmentations based on the IDSIA probability maps and then built a random forest classifier based on features computed from the over-segmentations. In contrast to these technique, I do not rely on any hand-crafted features throughout the entire processing pipeline and my method is very fast with minimum additional computations. The corresponding team rankings are shown in Table 7. I note that this challenge is an ongoing one and rankings are subject to change as more teams start joining.

By analyzing the provided dataset, I noticed that the testing stack contains segments with much larger sizes than the ones present in the training stack and
FIG. 8: Qualitative comparison between the results of several models with respect to training slice number 50. Sample areas with clear differences are marked with colored boxes. A: Raw input image. B: Ground truth 2D label image. C: Probability map generated by group IDSIA with a CNN [31]. D: Probability map generated by a CNN 3. E: Probability map generated by a deconvolution network (DN). F: Probability map generated by my RDN.
FIG. 9: Comparison between the segmentations obtained by applying the 3D watershed method to different networks. I applied it to my RDN probability maps (top row), the IDSIA probability maps (middle row) and the DIVE probability maps (bottom row). I show 3 consecutive slices from the training stack (slices 2-4) to demonstrate that pixels belonging to the same neurite are segmented consistently (identified by the same color across slices).
TABLE 7: Comparison between my method and the other techniques in the ISBI 2013 challenge. This ranking is based on the results published on the challenge leaders board on May 19, 2016. I showed only the top 9 teams.

<table>
<thead>
<tr>
<th>Group</th>
<th>Rand error</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAL</td>
<td>0.07107</td>
</tr>
<tr>
<td>DIVE (my method)</td>
<td>0.09104</td>
</tr>
<tr>
<td>Team Gala</td>
<td>0.10041</td>
</tr>
<tr>
<td>SCI [92]</td>
<td>0.10829</td>
</tr>
<tr>
<td>MIT [138]</td>
<td>0.11361</td>
</tr>
<tr>
<td>Anonymous</td>
<td>0.11501</td>
</tr>
<tr>
<td>FlyEM [99]</td>
<td>0.12504</td>
</tr>
<tr>
<td>rll</td>
<td>0.13111</td>
</tr>
<tr>
<td>Rhoana</td>
<td>0.14835</td>
</tr>
</tbody>
</table>

with a higher frequency. As a result, a regular deconvolution network is not able to recognize those large segments, resulting in their over-segmentations. I highlight the effectiveness of the proposed RDN model in dealing with this problem and the importance of resolution-preserving paths in Figure 10. I trained a RDN model without resolution-preserving paths and evaluated it on the testing stack where this problem occurs. I noticed that without resolution-preserving paths, the network was not able to reconstruct the full-resolution output effectively, resulting in a poor over-segmentation of very large segments. On the other hand, a regular RDN avoided this over-segmentation, thereby confirming its ability to reconstruct full-resolution output by using the resolution-preserving paths.
4.7 VALIDATING MODEL GENERALITY

To demonstrate the ability of my proposed model to generalize, I extended my experiments to the ISBI 2012 dataset [26]. The dataset consists of a full stack of EM image slices of *Drosophila* first instar larva ventral nerve cord (VNC). The stack contains 30 grayscale sections of 512 by 512 pixels each. In my experiments, I divided this stack to 20 training slices and 10 for validation. I trained the same RDN classifier
TABLE 8: Comparison between my RDN and the DIVE CNN segmentations on the ISBI 2012 challenge validation set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rand error</th>
<th>Warping error</th>
<th>Pixel error</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDN</td>
<td>0.0282</td>
<td>0.0026</td>
<td>0.0937</td>
</tr>
<tr>
<td>DIVE CNN</td>
<td>0.0388</td>
<td>0.0029</td>
<td>0.0939</td>
</tr>
</tbody>
</table>

explained in Section 4.3 with only a few differences:

- 2D patches were extracted instead of 3D. This is mainly due to the extremely low Z-direction resolution for the provided data.

- Only 2D kernels were used through the entire network.

I used 2D watershed as my post-processing with only 8 neighborhood pixels used to determine the catchment basins in the image. Again I did not rely on any problem-specific post-processing technique to ensure the generalization of my technique. I compared my results with a CNN-based classifier trained by the DIVE group [42] participating in the ISBI 2012 EM segmentation challenge [59]. They used an advanced post-processing technique [91, 92], where a random forest classifier is built on top of super pixels output followed by building a Merge Tree (MT). Unlike my technique, the features extracted for the random forest classifier in the MT are generated based on prior knowledge of the data.

I used three common metrics to evaluate the segmentations generated:

**Minimum Splits and Mergers**

**Warping error** is a segmentation metric that penalizes topological disagreements, i.e: the number of splits and mergers required to
FIG. 11: Qualitative comparison between the probability maps and segmentations obtained from my RDN and the DIVE CNN based on slice 21 from the training stack. Sample areas with clear differences are marked with colored boxes. A: Raw input image. B: Ground truth 2D label image. C: Probability map generated by the CNN proposed in 3. D: Segmentation generated by CNN and MT. E: Probability map generated by my RDN. F: Segmentation generated by my RDN and watershed.
obtain the desired segmentation.

**Foreground-restricted Rand error** is defined as 1 - the maximal F-score of the foreground-restricted Rand index, a measure of similarity between two segmentations.

**Pixel error** is defined as 1 - the maximal F-score of pixel similarity, or squared Euclidean distance between the original and the result labels.

I compared the results of my RDN followed by 2D watershed to the DIVE CNN followed by Merge Tree in Table 8. The results are obtained from evaluating on the validation data (slices 21-30). My RDN with a general post-processing technique clearly outperforms its CNN counterpart across all evaluation metrics. I note that the Rand error is believed to be the most suitable metric to evaluate semantic segmentations as it penalizes over and under segmentations of objects instead of pixel mispredictions. The improvement obtained from using my RDN is mainly demonstrated in the improved Rand error value. I provided a qualitative comparison between both techniques in Figure 11.

### 4.8 SUMMARY OF CONTRIBUTIONS

I evaluated my proposed method on the challenging problem of neurites segmentation from 3D EM images, which is a key step in dense brain circuit reconstruction. I participated in the open challenge on 3D EM image segmentation [60], and I achieved the second place among many teams. Note that most of the challenge participants rely on given probability maps generated by a CNN as inputs to their techniques and focus on creating heuristic post-processing techniques to generate final segmentations. In contrast, I used end-to-end trainable models with minimum post-processing to achieve the top results. My technique does not rely on prior knowledge of the data.
I thus expect my method to generalize well to other dense output prediction problems. I demonstrated this by extending my experiments to the ISBI 2012 challenge dataset [59], where I achieved consistently high performance. The results generated by my method can be coupled with any post-processing technique used in the challenge, leading to improved performance.
CHAPTER 5

INTEGRATIVE REGIONAL ANALYSIS OF THE GENOME AND CONNECTOME

In this work, I study the relationship between gene expression and brain connectivity in a single rodent brain, namely the mouse brain. My investigation is made possible by the recent release of the mouse brain connectivity data from the Allen Mouse Brain Connectivity Atlas [2]. By integrating this resource with the Allen Mouse Brain Atlas data [3, 84], I attempt to systematically study the relationship between gene expression and brain connectivity in a single mammalian brain. I employ ensemble learning methods [137] for predicting the brain connectivity using gene expression data. These methods generate many base models by randomly sampling the original training data, thereby yielding accurate and robust predictions [47, 52, 90, 132]. I consider two types of base models in this work, that is, tree and sparse models, which have been commonly used in neurological applications [35, 38, 47, 52, 104, 128]. One common and appealing property of these models is that they can perform feature selection and prediction simultaneously, thereby enabling us to identify genes that retain high predictive power.

5.1 RELATIONSHIP BETWEEN GENOME AND CONNECTOME

The mammalian brain contains a large number of cells connected into an interaction network that controls the information flow among neurons [114, 124, 125]. The brain connectome plays a pivotal role in generating the cognition, emotion, and perception of an organism. Neurological diseases, such as autism and schizophrenia,
are commonly found to be associated with abnormal brain connectivity [48, 69, 77]. Hence, understanding the brain functional circuitry becomes one of the central research themes in neuroscience. At the cellular level, each neuron is largely unique in the sense that it contains a unique combination of proteins that determine how the neuron functions. At the molecular level, the proteins in a neuron are encoded by the genome, which also contains regulatory sequences to control when and where each gene is turned on or off at what level. In other words, the fundamental biochemistry of neurons is determined by spatiotemporal gene expression and regulation encoded into the genomic regulatory networks. This prompts research efforts to characterize the cellular localization of gene expression in the brain and investigate the relationship between genome and connectome [13, 16, 27, 41, 64, 85, 115, 117, 119, 136].

The initial attempts to investigate the relationship between gene expression and neuronal connectivity focused on the nervous system of *C. elegans*, because the synaptic connectivity in this organism is known. In [123], computational techniques were presented to link gene expression and neuronal connectivity. In addition, sets of synergistically interacting genes were identified based on entropy minimization and boolean parsimony. Experimental results showed that the synergistic expressions of a subset of genes are predictive of neuronal connectivity. [71] used correlation and prediction analysis assays to study the relationship between gene expression and neuronal connectivity in *C. elegans*. They showed that the expression signature of a neuron carries significant information about its synaptic connectivity. They also identified a list of putative genes that retain high predictive power. [11] studied the molecular markers and logic that direct synapse formation in *C. elegans*. They built a probabilistic model and attempted to explain the neuronal connectivity diagram of *C. elegans* as a function of the expression patterns of its neurons. Their results showed that the synaptic connections in *C. elegans* can be predicted by using the
expression patterns of only a small number of genes.

Motivated by prior research results on *C. elegans*, a few recent studies have attempted to investigate the relationship between gene expression and brain connectivity in the rodent brain. Since the gene expression and brain connectivity data were not available in a single rodent species when those studies were performed, they usually fused data from two different species [44, 127]. Specifically, [44] used the gene expression data of the mouse brain from the Allen Brain Atlas [113] and the connectivity data of the rat brain from the Brain Architecture Management System [15] to study the relationship between gene expression and brain connectivity. By using a series of covariation analysis techniques, they reported that gene expressions in the mouse brain are correlated to the connectivity in the rat brain. In addition, they identified a set of genes that are most correlated with connectivity. [127] used the same sets of data and tried to predict regional connectivity in the rat brain by using gene expression data from the mouse brain. They also identified a set of highly predictive genes whose functional roles in disease conditions were evaluated.

My experimental results show that gene expression is predictive of connectivity in the mouse brain when the connectivity signals are discretized. When the expression patterns of 4084 genes are used, I obtain a predictive accuracy of 93%. My results also show that the expression patterns for a small number of genes can almost give the full predictive power of using thousands of genes. I can achieve a prediction accuracy of 91% by using the expression patterns of only 25 genes. Gene ontology analysis of the highly ranked genes shows that they are significantly enriched for connectivity related processes. I also performed covariation analysis on the gene expression and connectivity data. My results show that gene expression and connectivity are correlated in the mouse brain. I show that my results on prediction and covariation analysis are significant when the spatial autocorrelation effects are considered.
5.2 DATA ATLASES AND PROCESSING

The Allen Mouse Brain Connectivity Atlas (the Connectivity Atlas) provides 3-D, high-resolution maps of neural connections in the adult mouse brain [2]. In this atlas, axonal projections mapped from major anatomical regions are labeled by recombinant adeno-associated virus tracers and visualized using serial two-photon tomography. The primary data consist of high-resolution images that capture the axonal projections from anatomic regions throughout the brain. The sectional data set from each experiment is associated with a primary injection structure and possibly multiple secondary injection structures. To facilitate the integrative analysis of the connectivity atlas and other mouse brain atlases such as the gene expression atlas, each image series is registered into the Allen Mouse Brain Reference Atlas (the Reference Atlas) and converted into grid-level voxel data by an informatics data processing pipeline [5].

The Allen Mouse Brain Atlas (the Gene Expression Atlas) provides genome-wide, 3-D, high-resolution in situ hybridization (ISH) gene expression data for approximately 20,000 genes in the sagittal section for the 56-day old male mice [3]. In addition, coronal sections at a higher resolution are available for a set of about 4,000 genes showing restricted expression patterns. For each experiment, a set of high-resolution 2-D image series are generated, and they are subsequently processed by an informatics data processing pipeline to generate grid-level voxel data in the Reference Atlas space [4, 97]. The output of the pipeline is quantified expression values at a grid voxel level and a structure level according to the Reference Atlas ontology [40].

The registration of the Connectivity Atlas and Gene Expression Atlas data to the same reference space enables the integrative analysis of these two types of data. I retrieve the Gene Expression Atlas ISH expression energy grid data, the Connectivity
Atlas grid data, and the Reference Atlas ontology and annotation data from the Allen Brain Atlas API [1]. I use the coronal section data set, since genes in this data set show restricted expression patterns, and the data have higher resolution. This set consists of 4347 genes, and 4084 of them contain nonzero expression energy in the brain structures I am studying. Hence, the total number of genes I used is 4084. For both the gene expression and the connectivity data, I apply the structure unionizer module to compute the signal statistics for each structure by combining grid voxels with the same 3-D structural label. Note that the reference atlas ontology is organized as a hierarchy, and the reference atlas is typically annotated at the lowest level of the hierarchy. Hence, statistics at upper level structures can be obtained by combining measurements of the hierarchical children.

5.3 BRAIN CONNECTIVITY PREDICTION

In this work, I aim at an integrative analysis of the gene expression and connectivity atlases in the mouse brain. I derive structure-level gene expression and connectivity data from the Gene Expression Atlas and the Connectivity Atlas, respectively. The gene expression data is used to construct the feature matrix, and the connectivity data is used to construct the label matrix. Then computational models are built to predict the output labels using the input features. I formulate the prediction of connectivity from one structure to all other structures as a two-class classification task. In each task, the positive examples are the gene expression vectors for structures that are connected from the current structure; the negative examples are the gene expression vectors for all other structures. This formulation is illustrated in Figure 12.

While the Reference Atlas contains over 800 brain structures, the release of the Connectivity Atlas I use (October, 2012) provides connectivity data that include
FIG. 12: Illustration of the proposed brain connectivity prediction framework. The feature matrix is derived from the ISH gene expression data in the Allen Mouse Brain Atlas, and the label matrix is based on the connectivity data in the Allen Mouse Brain Connectivity Atlas. Computational models are trained to predict the labels (connectivity) using the features (gene expression). In this example, I have gene expression data for 7 structures and 11 genes that correspond to the rows and columns, respectively, of the feature matrix. I also have connectivity data from 5 experiments corresponding to 5 injection structures (columns of the label matrix). The connectivity information from these 5 structures to the 7 structures are encoded into the label matrix. I formulate 5 classification tasks where each task models the connectivity from one of the 5 injection structures to the 7 structures. The binary connectivity data are obtained by thresholding the structure level connectivity data, and the thresholds are selected so that the numbers of positive and negative samples in each task are approximately balanced. Detailed explanations are given in the text.
160 structures as the primary injection structure and 301 structures in both the primary and the secondary injection structures. I compile two data sets, i.e., primary injection driven (PID) and all injection driven (AID), based on how I aggregate the connectivity grid data sets. In compiling the PID data set, I ignore the secondary injection structures and aggregate all grid data with the same primary injection structure by computing voxel-level average. The aggregated grid data are considered to encode the connectivity information from the primary injection structure to all other brain voxels. In contrast to the PID data set, I consider both primary and secondary injection structures in compiling the AID data set. Specifically, for each of the 301 brain structures that appear as either primary or secondary injection structures, I aggregate all grid data that include this structure as either primary or secondary injection structures. Similarly, the aggregated grid data are considered to encode the connectivity information from this structure to all other brain voxels. I compute the structure-level connectivity data by applying the structure unionizer module to the aggregated connectivity grid data.

I initially attempted to treat all structures that have a nonzero connectivity signal from the current structure as positive examples, but I discovered that this scheme usually leads to highly unbalanced numbers of positive and negative examples. In particular, the numbers of negative samples are zero in a significant number of tasks. Overall, only 8.5% of the class labels in the PID data and 5.4% of the class labels in the AID data are zero. I observe that this is primarily due to the way I aggregate voxel-level connectivity signals into structure-level information. Specifically, when any voxel in a structure gives nonzero signal, the connectivity to this structure becomes nonzero. Typically, each structure contains a large number of voxels, and thus the data aggregation scheme is sensitive to false positive signals introduced into the data during experiments and informatics processing.
Since it is unlikely that many brain structures are connected to most or all other structures, I discretize the connectivity signal by applying nonzero thresholds. Specifically, I apply thresholding to the connectivity signals in tasks where the number of positive examples is larger than the number of negative examples. The thresholds are selected for each task independently so that the numbers of positive and negative examples are approximately balanced. With this discretization of the connectivity signals, we are essentially predicting whether the connectivity strength between structures is above a certain threshold.

5.4 ENSEMBLE OF SPARSE AND TREE MODELS

I consider ensemble of sparse models for brain connectivity prediction. Given a set of training samples \( \{x_i, y_i\}_{i=1}^{n} \), where \( x_i \in \mathbb{R}^p \) denotes the input feature vector, and \( y_i \in \{-1, 1\} \) denotes the corresponding output label. In the brain connectivity prediction problem, \( x_i \) represents the structure-level gene expression vectors, and \( y_i \) encodes the structural connectivity information. The sparse models involve solving the following optimization problem [118, 131]:

\[
\min_{w} \sum_{i=1}^{n} L(w^T x_i + b, y_i) + \lambda \|w\|_1, \tag{1}
\]

where \( w \in \mathbb{R}^p \) and \( b \in \mathbb{R} \) denote the model weight vector and bias term, respectively, and \( \|w\|_1 \) denotes the vector \( \ell_1 \) norm, defined as the sum of the absolute values of the elements, and \( \lambda \) is the regularization parameter.

It is well-known that the \( \ell_1 \) norm regularization induces sparse model vector \( w \); namely some elements of \( w \) are set to zero. Thus, this regularization enables the integration of classification and feature selection into the same model. In the brain connectivity prediction problem, the features correspond to genes. Hence, the sparse formulation enables us to perform connectivity prediction and gene selection.
simultaneously, thereby enabling the identification of most predictive genes for each brain structure. I employ the logistic regression loss function, defined as

$$ L(w^T x_i + b, y_i) = \log \left( 1 + \exp \left( -y_i (w^T x_i + b) \right) \right), $$

as this loss has been shown to yield competitive performance in classification tasks \cite{38, 87, 104}. The objective function in Eq. (1) is convex and can be solved by a variety of algorithms \cite{130}, including the proximal gradient method \cite{89} and the alternating direction method of multipliers \cite{17}.

The parameter $\lambda$ in Eq. (1) controls the amount of regularization. When $\lambda$ is set to a small value, most elements of $w$ will not be zero, giving rise to a full (non-sparse) model. On the other hand, when $\lambda$ is set to a large value, many elements of $w$ will be set to zero, leading to decreased predictive power. Hence, selecting an appropriate value for $\lambda$ is important. I employ an ensemble learning technique known as stability selection for robust feature selection in sparse models \cite{23, 96}.

In stability selection, a set of $\lambda$ values $\Lambda = \{\lambda_1, \lambda_2, \cdots, \lambda_k\}$ are selected, thereby allowing models with different degrees of sparsity to be generated. To enable robust estimation, data sets of size $\lfloor n/2 \rfloor$ are repeatedly sampled, without replacement, from the original data of size $n$. For each sampled data set, a set of models, corresponding to different $\lambda$ values in $\Lambda$, are obtained. Then I can compute the selection probability for the $j$th feature as

$$ \Pi^\lambda_j = P(w_j \neq 0 | S, \lambda_i), $$

where $S$ denotes the set of sampled data sets. The selection probability captures the relative frequency that each feature is selected among the models generated from sampled data sets under a particular regularization value $\lambda_i$. Based on the selection probability, a set of stable features can be identified as

$$ F_{\text{stable}} = \left\{ j \mid \max_{\lambda_i \in \Lambda} \Pi^\lambda_j \geq \pi_{\text{thr}} \right\}, $$
where $0 < \pi_{\text{thr}} < 1$ is a threshold value. It has been shown in [96] that, for a large range of $\pi_{\text{thr}}$ values, the set of selected features are stable. In addition, a lot of theoretical guarantees and error control schemes have been presented, making stability selection an appealing method for feature selection in regularized models.

I also employ an ensemble of tree models, known as random forest (RF), for brain connectivity prediction. The purpose of use an additional method is to illustrate that different methods give similar predictive performance. A RF is a tree-based ensemble model for a variety of tasks, including classification, regression, and density estimation [7, 20, 37]. In the training phase, a set of randomized trees are built by introducing randomness in both the data and the tree construction processes. In the test phase, all trees are involved in making predictions, and the final decision is based on majority voting by all trees. This method has been applied in various biological [102], medical [36], and neurological [47, 52] applications. In applications such as brain connectivity prediction, there can be many features (genes), but only a small number of them contribute significantly to the prediction. An appealing property of RF is that it can produce an importance score for each feature that can be used for feature ranking and selection [6, 120].

5.5 PERFORMANCE OF BRAIN CONNECTIVITY PREDICTION

In this section, I report the results of brain connectivity prediction using ensemble methods. For each prediction task, I apply five-fold cross validation and use the area under the ROC curve (AUC) as the performance measure [71, 127]. In this procedure, the samples are split into five (approximately) equally-sized subsets. Four subsets are used to train a model, and the fifth subset is used for performance evaluation. This process is iterated five times so that each of the five subsets is used in evaluation
for exactly once. To identify genes that retain most of the predictive power for each structure, I rank the genes using both the tree and the sparse methods. I then use different numbers of top-ranked genes for making predictions. The $\ell_2$ norm regularized logistic regression [86] is used in prediction based on sparse models.

I report the predictive performance obtained by the sparse and tree methods on the PID and AID data sets in Figure 13 using box plots. For each method, I report the performance using different numbers of top-ranked genes; namely 25, 50, 100, 200, 500, 1000, and all genes. It can be observed that, overall, I can achieve AUC values between 0.80 and 0.93, depending on the methods and the number of genes used. This indicates that gene expression information is predictive of connectivity in the mouse brain when the connectivity signals are discretized. I can also observe that a small subset of the 4084 genes are enough for giving high predictive power. I can observe from Figure 13 that the maximum performance difference between using all genes and 25 genes under different data sets and different methods is less than 5%, suggesting that a small number of genes are responsible for generating the structure-level brain connectivity. The performance difference between using all genes and 500 genes is less than 1%. My results are consistent with prior studies showing that a small number of genes give most of the predictive power [71, 127].

I observe from Figure 13 that, on average, sparse models and tree models give similar predictive performance. In addition, the performance differences between these two methods decrease monotonically as the number of used genes increases. When all genes are used, the differences on both data sets are less than 1%. This implies that the differences between tree and sparse models are mainly due to the differences in feature ranking. Empirical comparison between tree methods, logistic regression, and support vector machines [24] has been reported in the literature [28, 111]. The general conclusion is that their relative performance is application and data dependent.
FIG. 13: Box plots of AUC values obtained by sparse and tree models on the PID and AID data using different numbers of genes. Each box represents the predictions on all structures using a particular method and number of genes. The central mark represents the median, the edges of the box denote the 25th and 75th percentiles. The whiskers extend to the minimum and maximum values not considered outliers, and outliers are plotted individually. In each case, the structures with maximum and minimum AUC values are annotated. Abbreviations: RE - Nucleus of reunions; MPN - Medial preoptic nucleus; PB - Parabrachial nucleus; PAG - Periaqueductal gray; LHA - Lateral hypothalamic area; COApl - Cortical amygdalar area, posterior part, lateral zone; PRE - Presubiculum; SO - Supraoptic nucleus; PYR - Pyramus (VIII); FOTU - Folium-tuber vermis (VII); PH - Posterior hypothalamic nucleus.
In addition, their performance difference is usually not very large. My results are consistent with those prior observations.

It has been shown in previous studies that spatial autocorrelation might exist between gene expression and connectivity [44, 45]. That is, spatially adjacent structures tend to be connected, and they might also have correlated expression patterns, since gene expressions are usually spatially localized. To elucidate the effect of spatial autocorrelation in connectivity prediction, I use baseline classifiers that determine whether structures are connected only based on their spatial proximity. That is, the proximities are used as classification scores in computing AUC. I use three proximity measures for this purpose; namely, average Euclidean distance, minimum Euclidean distance, and nomenclature distance. The average Euclidean distance measures the Euclidean distance between the centroids of brain structures [44]; the minimum Euclidean distance uses the minimum pairwise distance between all pairs of voxels in two structures as the structure-level distance; the nomenclature distance counts the number of shared ancestral structures in the ontology [44]. I report the prediction results using these three measures on the PID and AID data sets in Figure 14 along with that of my sparse models using all genes.

I can observe from Figure 14 that the sparse models give higher predictive performance than the baseline methods on both data sets. This indicates that the predictive values given by the sparse models are not the results of spatial autocorrelation. On the other hand, I can see that the baseline methods give better predictive values than that of random classifiers in five out of the six cases. This indicates that spatial autocorrelation exists between gene expression and connectivity. The classifier based on nomenclature distance gives the lowest performance on the AID data set. Recall that the AID data set is obtained by aggregating all sectional data sets containing a particular structure as either primary or secondary injection structures. Since a
sectional data set containing a structure as the secondary injection structure might contain only a small amount of injection in that structure but more injections in other structures, the aggregated AID data set might not accurately captures the connectivity of the designated structure. Thus, the nomenclature distance might not be an appropriate measure of structure-level distance on this data set. This might explain the low AUC value on the AID data set when the nomenclature distance is used.

5.6 COMPARISON WITH PRIOR STUDIES

Prediction of brain connectivity using gene expression data has been studied in the literature. Notably, [71] studied the connectivity prediction in the *C. elegans*, and they obtained AUC values of 0.594 and 0.601 in predicting the incoming and outgoing connectivity without gene selection. When gene selection is applied, they obtained AUC values of 0.60 and 0.61. [127] used gene expression data from the mouse brain to predict the connectivity in the rat brain. They achieved AUC values of 0.73 and 0.74 for incoming and outgoing connectivity prediction, respectively. I note that the methods and data used in [71, 127] and those in my work are substantially different. Thus, the results should not be compared in a direct, quantitative way. On the other hand, it is my experience that different prediction methods usually do not give very significantly different results. For example, [127] used support vector machines (SVM) for prediction and gene selection, and the performance by SVM and that by logistic regression is usually similar. Hence, the major differences in results might be due to the differences in data.

The connectivity data used in [127] were from the Brain Architecture Management System (BAMS) [15]. BAMS contains data about connections between brain
FIG. 14: Box plots of AUC values obtained by using the proximities of structures as prediction scores on the PID and AID data sets. We use three distance metrics, namely, average Euclidean distance, minimum Euclidean distance, and nomenclature distance, to measure the distance between structures. The AUC value of sparse models using all genes are also shown for the purpose of comparison. Each box represents the predictions on all structures using a particular method. In each case, the structures with maximum and minimum AUC values are annotated. Abbreviations: AOB - Accessory olfactory bulb; VPL - Ventral posterolateral nucleus of the thalamus; MEAav - Medial amygdalar nucleus, anteroventral part; DCO - Dorsal cochlear nucleus; TR - Postpiriform transition area; RE - Nucleus of reuniions; PB - Parabrachial nucleus; SMT - Submedial nucleus of the thalamus; VISpm - posteromedial visual area; SSp-tr6a - Primary somatosensory area, trunk, layer 6a; NLL - Nucleus of the lateral lemniscus; PERI - Perirhinal area; SUV - Superior vestibular nucleus; FOTU - Folium-tuber vermis (VII); PH - Posterior hypothalamic nucleus.
structures in the rat that were either collated from the literature, or inserted by neuroscientists based on their own experiments. The rat connectivity matrix in BAMS is very sparse, and only about 10% of the entries are filled [15]. The missing entries represent either no connection or lack of report, and both cases were considered as “no connection” in the prediction studies. In contrast, my data are from the same species, and my connectivity data are generated by systematic experiments and thus are expected to be more accurate and complete. In addition, I apply discretization to the connectivity signals, and the numbers of positive and negative samples in my prediction tasks are approximately balanced. This step might make the classification tasks easier and thus leads to high performance. The performance difference might also be contributed by the fact that [127] used data from two species, i.e., mouse and rat, and the brain connectivity in rat and mouse might be different.

I also compare the top-ranked genes identified by [127] and those generated from the sparse model in my study. Specifically, [127] used data for 20936 genes from the sagittal section, while I use data for 4084 genes from the coronal section. [127] reported the top 500 genes for all brain structures, and only 81 of them are in the set of 4084 genes I use. Following [127], I also identify the top 500 genes for all structures using my sparse method and ABA data. I observe that, out of the 81 common genes, only 8 and 7 of them are common for the PID and AID data sets, respectively. This shows that the top-ranked genes given by prior and my studies are substantially different. This result is not surprising given the substantial differences in predictive performance. I expect that such differences are primarily due to the differences in the data used in these studies.
TABLE 9: Frequencies of gene ontology terms on the PID and AID data sets. Cellular component and biological process terms enriched in the top 200 genes identified by the sparse models are shown.

<table>
<thead>
<tr>
<th>Cellular Component</th>
<th>PID</th>
<th>Biological Process</th>
<th>AID</th>
</tr>
</thead>
<tbody>
<tr>
<td>cell projection</td>
<td>67</td>
<td>multicellular organismal signaling</td>
<td>140</td>
</tr>
<tr>
<td>neuron projection</td>
<td>58</td>
<td>synaptic transmission</td>
<td>13</td>
</tr>
<tr>
<td>synapse</td>
<td>38</td>
<td>transmission of nerve impulse</td>
<td>8</td>
</tr>
<tr>
<td>cell projection part</td>
<td>16</td>
<td>regulation of exocytosis</td>
<td>91</td>
</tr>
<tr>
<td>dendrite</td>
<td>12</td>
<td>system process</td>
<td>43</td>
</tr>
<tr>
<td>synapse part</td>
<td>11</td>
<td>neurological system process</td>
<td>38</td>
</tr>
<tr>
<td>cytoplasmic part</td>
<td>9</td>
<td>regulation of calcium ion-dependent exocytosis</td>
<td>27</td>
</tr>
<tr>
<td>PID cytoplasm</td>
<td>9</td>
<td>neurotransmitter secretion</td>
<td>19</td>
</tr>
<tr>
<td>cell body</td>
<td>4</td>
<td>establishment of localization in cell</td>
<td></td>
</tr>
<tr>
<td>dendritic spine</td>
<td>3</td>
<td>single-multicellular organism process</td>
<td>8</td>
</tr>
<tr>
<td>neuron spine</td>
<td>3</td>
<td>multicellular organismal process</td>
<td>3</td>
</tr>
<tr>
<td>perinuclear region of cytoplasm</td>
<td>3</td>
<td>cell-cell signaling</td>
<td></td>
</tr>
<tr>
<td>axon</td>
<td>3</td>
<td>regulation of biological quality</td>
<td>3</td>
</tr>
<tr>
<td>cytoskeleton</td>
<td>3</td>
<td>establishment of protein localization</td>
<td></td>
</tr>
<tr>
<td>axon part</td>
<td>2</td>
<td>vesicle-mediated transport</td>
<td></td>
</tr>
<tr>
<td>neuron projection</td>
<td>140</td>
<td>transmission of nerve impulse</td>
<td></td>
</tr>
<tr>
<td>cell projection</td>
<td>139</td>
<td>multicellular organismal signaling</td>
<td></td>
</tr>
<tr>
<td>synapse</td>
<td>91</td>
<td>synaptic transmission</td>
<td></td>
</tr>
<tr>
<td>dendrite</td>
<td>43</td>
<td>neurological system process</td>
<td></td>
</tr>
<tr>
<td>cell projection part</td>
<td>41</td>
<td>system process</td>
<td></td>
</tr>
<tr>
<td>synapse part</td>
<td>38</td>
<td>single-organism reproductive behavior</td>
<td></td>
</tr>
<tr>
<td>cytoplasmic part</td>
<td>27</td>
<td>organic substance transport</td>
<td></td>
</tr>
<tr>
<td>AID cytoplasm</td>
<td>19</td>
<td>cell-cell signaling</td>
<td></td>
</tr>
<tr>
<td>axon</td>
<td>8</td>
<td>vesicle-mediated transport</td>
<td></td>
</tr>
<tr>
<td>dendritic spine</td>
<td>8</td>
<td>regulation of calcium ion-dependent exocytosis</td>
<td></td>
</tr>
<tr>
<td>neuron spine</td>
<td>8</td>
<td>establishment of localization in cell</td>
<td></td>
</tr>
<tr>
<td>cell junction</td>
<td>7</td>
<td>regulation of neuronal synaptic plasticity</td>
<td></td>
</tr>
<tr>
<td>synaptic membrane</td>
<td>6</td>
<td>secretion by cell</td>
<td></td>
</tr>
<tr>
<td>axon part</td>
<td>5</td>
<td>regulation of exocytosis</td>
<td></td>
</tr>
<tr>
<td>cell body</td>
<td>5</td>
<td>regulation of transmission of nerve impulse</td>
<td></td>
</tr>
</tbody>
</table>
5.7 ENRICHMENT ANALYSIS OF HIGHLY RANKED GENES

An appealing property of the ensemble models is that they can identify genes that are highly predictive of brain connectivity. These highly ranked genes are expected to be involved in signal transmission processes and thus would function in the neuronal connectivity structures, such as the synapses, dendrites, and axons. To validate this hypothesis, I use the gene ontology cellular component and biological process domains [9] to analyze the highly ranked genes generated by the ensemble models. For each brain structure, I retrieve the highly ranked genes and use the hypergeometric distribution to compute enriched gene ontology terms [18]. I observe that the genes identified by the sparse models tend to yield more enriched terms than those generated by the tree models. This result is consistent with my observation in the predictive analysis, where the genes identified by the sparse models tend to give higher predictive performance. I thus focus on the ensemble of sparse models in the rest of this study.

I repeat this analysis for different numbers of highly ranked genes and find the results are largely consistent. When the top 200 genes of each structure identified by the sparse models are used in the analysis, 110 out of the 160 structures in the PID data set and 211 out of the 301 structures in the AID data set give at least one enriched cellular component term with corrected $p$-values less than 1%. I can see that many of the brain structures yield enriched terms. To provide an overview of these enriched terms, I collect the list of enriched terms for each brain structure in the PID and AID data sets. I then tabulate the frequency of each enriched term, and the ranked lists of the most frequent 15 terms are reported in Table 9. I can see that most of the frequently enriched cellular component terms refer to structures related to brain connectivity, including cell/neuron projection and junction, synapse,
TABLE 10: Marginal, conditional, and partial correlations between the gene expression and the connectivity at the structure level. The conditional correlations are computed by the graphical LASSO, and the partial correlations are the results of partial Mantel tests. We use three distance measures, namely average Euclidean distance, minimum Euclidean distance, and nomenclature distance, in the partial Mantel tests.

<table>
<thead>
<tr>
<th></th>
<th>PID</th>
<th>AID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marginal correlation</td>
<td>0.3259 ($p$-value&lt; $10^{-3}$)</td>
<td>0.3583 ($p$-value&lt; $10^{-3}$)</td>
</tr>
<tr>
<td>Graphical LASSO</td>
<td>0.6178 ($p$-value&lt; $10^{-3}$)</td>
<td>0.6107 ($p$-value&lt; $10^{-3}$)</td>
</tr>
<tr>
<td>Average Euclidean distance</td>
<td>0.3258 ($p$-value&lt; $10^{-3}$)</td>
<td>0.3582 ($p$-value&lt; $10^{-3}$)</td>
</tr>
<tr>
<td>Minimum Euclidean distance</td>
<td>0.1513 ($p$-value&lt; $10^{-3}$)</td>
<td>0.1777 ($p$-value&lt; $10^{-3}$)</td>
</tr>
<tr>
<td>Nomenclature distance</td>
<td>0.1961 ($p$-value&lt; $10^{-3}$)</td>
<td>0.2087 ($p$-value&lt; $10^{-3}$)</td>
</tr>
</tbody>
</table>

dendrite, and axon. This shows that the products of many highly ranked genes are localized to structures related to brain connectivity and thus may be involved in related processes. Indeed, I can also see that most of the enriched biological process terms are related to signaling, synaptic transmission, nerve impulse transmission, neurotransmitter secretion, and molecular transport. These results indicate that the highly predictive genes are commonly localized in neuronal projections and involved in biological processes related to inter-neuron communication.

5.8 CORRELATION BETWEEN GENE EXPRESSION AND CONNECTIVITY

My results show that gene expressions in the mouse brain are highly predictive
of brain connectivity. It has also been shown that gene expressions in the mouse brain are correlated to connectivity in the rat brain [44, 45]. It is thus illuminating to study the correlation between gene expression and connectivity in the mouse brain using my systematic data. To this end, I compute two correlation matrices that capture the pairwise correlations between structure-level gene expression patterns and connectivity patterns, respectively. I then compute the correlations of these two matrices and perform Mantel test to assess the statistical significance of the correlation between gene expression and connectivity. This result represents the marginal correlation between gene expression and connectivity.

One factor that needs to be considered in this analysis is the effect of spatial autocorrelation. The marginal correlation is the pairwise correlation coefficients, and thus the results might be attributable to spatial autocorrelation. To address this issue, we compute the conditional and partial correlations between gene expression and connectivity patterns. The conditional correlations are computed by applying the penalized Gaussian graphical models known as graphical LASSO [10, 46], and thus the effect of spatial autocorrelation is circumvented. The partial correlations are computed by applying partial Mantel test [83, 108] as was done in [44]. I employ the three distance measures used in the predictive analysis in partial Mantel test. The p-values are computed by randomizing the data and repeating the experiments 1000 times [44]. The results on both the PID and the AID data sets are reported in Table 10. I can observe that the marginal, conditional, and partial correlations are all significant. These results show that the gene expressions and connectivity are significantly correlated in the mouse brain.
TABLE 11: Correlations between the number of shared, highly-ranked genes and the spatial distance at the structure level. The \( p \)-values are the results of Mantel tests.

<table>
<thead>
<tr>
<th># of genes</th>
<th>PID Correlation</th>
<th>( p )-value</th>
<th>AID Correlation</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.0700</td>
<td>(&lt;10^{-3})</td>
<td>0.0415</td>
<td>0.001</td>
</tr>
<tr>
<td>50</td>
<td>0.0670</td>
<td>0.003</td>
<td>0.0647</td>
<td>(&lt;10^{-3})</td>
</tr>
<tr>
<td>100</td>
<td>0.0846</td>
<td>(&lt;10^{-3})</td>
<td>0.0833</td>
<td>(&lt;10^{-3})</td>
</tr>
<tr>
<td>200</td>
<td>0.0989</td>
<td>(&lt;10^{-3})</td>
<td>0.1013</td>
<td>(&lt;10^{-3})</td>
</tr>
<tr>
<td>500</td>
<td>0.0886</td>
<td>0.001</td>
<td>0.0791</td>
<td>(&lt;10^{-3})</td>
</tr>
<tr>
<td>1000</td>
<td>0.0372</td>
<td>0.106</td>
<td>0.0261</td>
<td>0.073</td>
</tr>
</tbody>
</table>

5.9 STRUCTURE-LEVEL CORRELATION OF HIGHLY-RANKED GENES

In this study, I predict the connectivity of each brain structure separately. Hence, I obtain a list of ranked genes for each structure by applying the ensemble models. An interesting question would be to study the overlapping of highly-ranked genes between structures and correlate the results with other information. To perform this analysis, I compute the number of common genes in the ranked lists between pairwise structures and encode the results into a matrix. I study how this matrix is correlated with the matrix encoding spatial distances of structures. To this end, I employ the minimum Euclidean distance measure and perform Mantel tests to assess the statistical significance of the correlation between these two matrices. The correlations and \( p \)-values for the sparse models with different numbers of genes are
reported in Table 11. I can observe that most of the \( p \)-values indicate significant results. This shows that the highly-ranked genes tend to overlap for spatially adjacent brain structures.

5.10 COMPARISON BETWEEN PID AND AID DATA SETS

I observe from Figure 13 that, with the same method and the same number of genes, the performance on the AID data set is consistently higher than that on the PID data set. Recall that the AID data set was obtained by aggregating all grid data that include a particular brain structure as either primary or secondary injection structures. In contrast, the PID data set was obtained by only considering the primary injection structures. Hence, the AID data are the results of aggregating more sectional data sets and thus might contain more complete information. On the other hand, since majority of the injections are restricted to the primary injection structure, the difference between these two data sets is small.
CHAPTER 6

HIGH-RESOLUTION PREDICTION OF CONNECTOME USING GENOME

In this chapter, I study the relationship between transcriptome and connectome in the adult mouse brain at a high-resolution voxel-level. Previous studies on the mammalian brain were either performed on data coming from different species due to insufficient resources or were performed at the coarse regional level. Since the brain regions are defined as a hierarchy with very diverse sizes, measuring and analyzing gene expression and connectivity at this level might lead to less quantitative analysis and inaccurate results. It would be interesting to perform analysis at a fine voxel level as this would avoid any overlapping between nested brain regions in the hierarchical ontology, and the results are less sensitive to region sizes.

My high-resolution analysis is made possible by the recent release of voxel-level gene expression and brain connectivity data from the Allen Brain Atlas (ABA) [113]. The ABA provides gene expression signatures for approximately 4,000 coronal genes across all brain voxels with a very high resolution [3]. I incorporate those gene expression data with the high resolution connectivity data obtained from the Allen Mouse Brain Connectivity Atlas [2] to set the foundation for integrative analysis in a single mammalian brain. I use sparse modeling to predict connectivity signatures based on the gene expressions at the voxel-level. The use of sparse modeling enables me to perform prediction and feature selection simultaneously, leading to lists of genes that are mostly responsible for the connectivity prediction.
6.1 BACKGROUND AND MOTIVATION

The mammalian brain contains a wide variety of cells, connected into an interaction network that collectively generate an organism’s cognitive functions and determine its behavior. Understanding the functional circuitry of this enormously complex machinery plays a central role in modern neuroscience. An increasing amount of evidence indicates that correlations in gene expression patterns are predictive of structural connectivity, prompting the systematic cataloguing and analysis of expression and connectivity patterns.

The initial studies investigating the relationship between transcriptome and connectome primarily focused on the worm *Caenorhabditis elegans* [11, 71, 123]. The *C. elegans* has a simple nervous system, and its synaptic connectivity has been fully identified. [71] found that gene expression of a neuron carries significant information about its synaptic connectivity. In addition, they identified a list of putative genes that might be able to predict connectivity. [123] have conducted their experiments on *C. elegans* to identify sets of genes whose joint expression is common to most synapses. In [106], several interesting correlations between the gene expression and connectivity in the *C. elegans* have been identified.

The interesting results obtained from *C. elegans* prompted similar analysis on more complex species. [127] carried out their experiments on the rat and mouse brains due to the lack of data from the same species. They were able to predict the regional connectivity based on the gene expression signatures for many brain regions with significant performance. They also identified lists of genes that significantly contribute to connectivity prediction and compared them to the genes known from literature to be related to different brain diseases. [44, 45] used a series of covariation analysis techniques to demonstrate that gene expression in the mouse brain is correlated to
connectivity in the rat brain. Also, I have demonstrated that gene expressions in the mouse brain are highly predictive of brain connectivity at the coarse region level in 5.

My results in this chapter indicate that gene expression and connectivity signature are highly correlated at the voxel level. I can predict connectivity based on transcriptome with an accuracy of 93%. Very high prediction accuracy can even be achieved using a very small number of genes. I perform feature selection to identify the top genes responsible for the high prediction accuracy. I analyze the biological process and cellular component term enrichment of those top genes to provide a deeper understanding of their functionality. The term enrichment analysis confirms that those genes are involved in different connectivity-related processes. I further show that the highly predictively genes are enriched more in neurons than in glia. To provide in-depth analysis of the transcriptome-connectome relationship, I study the correlation between gene expression patterns and connectivity target specificity. My results show that gene expressions and connectivity target specificity are significantly correlated after spatial autocorrelation is considered.

6.2 EXPERIMENTAL DESIGN

I am using the data provided by the Allen Brain Atlas (ABA) [113], which contains gene expression and connectivity data for the adult mouse brain. The gene expression data is available through the Allen Mouse Brain Atlas [84], and the connectivity data is provided in the Allen Mouse Brain Connectivity Atlas [2]. Sample images from the connectivity atlas are shown in Figure 15.

The ABA provides an annotated 3D reference model. This annotated 3D space is the one upon which all the ISH and projection sectional data sets are aligned. The reference atlas enables an integrated analysis of different data modalities like gene
FIG. 15: Sample images from the Allen Mouse Brain Atlas (left two) and the Allen Mouse Connectivity Atlas (right two) data sets. The ISH images correspond to \textit{Apoe} and \textit{Nap1l5} coronal genes respectively. The projection images correspond to injections in the \textit{Posteromedial visual area} and \textit{Reticular nucleus of the thalamus} in the adult mouse brain respectively.

expression and projection images. The informatics data processing pipeline then converts the ISH and projection images to grid-level voxel data at resolutions of 100 µm and 200 µm that is used throughout my experiments.

The goal of this work is to study the gene expression and connectivity of the mouse brain simultaneously at the voxel level. In my experiments, I extract gene expression signatures from the Gene Expression Atlas and projection data from the Connectivity Atlas. The gene expression signatures represent the expression energy values of genes at the 200 µm grid resolution level. The 200 µm level annotation contains approximately 60,000 annotated voxels that form the rows of the gene signature matrix. The Gene Expression Atlas contains sectional data sets for approximately 4,000 genes. The energy values in each sectional data set corresponding to a specific gene are extracted to form the columns of the gene signature matrix. Some genes might have multiple sectional data sets representing multiple experiments for the same gene. In this case, I chose to take the average of the energy values across all
section data sets for the same gene [127].

Similar to the Gene Expression Atlas, the projection energy values of the annotated voxels are extracted from the projection sectional data sets corresponding to injections in different structures. The connectivity data sets are processed at 100 µm grid resolution, and the volumetric data is downsampled to 200 µm grid resolution in order to match the resolution of the gene expression data. Each sectional data set forms a column of the connectivity matrix and is considered as a label vector for a prediction task. Each entry in the label vector specifies either connection (positive sample) or disconnection (negative sample) from the injection site to the corresponding voxel. My goal is to predict this label vector based on the gene expression matrix. This formulation is illustrated in Figure 16.

The Connectivity Atlas provides 1019 sectional data sets representing injections from 209 unique primary injection structures. I average the sectional data sets with the same injection structure to obtain 209 connectivity data sets. I found that 19 out of the 209 data sets either have nonzero connectivity energy values to more than 90% or less than 10% of the rest of the brain voxels. If those regions were to be included in our experiments, I would have had an excessively unbalanced number of positive and negative samples in classification tasks. I chose to exclude those data sets, resulting in 190 prediction tasks. We consider any nonzero projection energy value as an indication of connection (positive sample) and any zero projection energy value as absence of connection (negative sample).

The prediction is performed by building a computational model on some of the samples. This model is then applied to the remaining samples to generate connection probabilities, which are then compared with the true label vector to test the prediction accuracy. To remove false positive samples due to the injections, I remove all the injection voxels corresponding to this task from my feature and label matrices. These
FIG. 16: Illustration of the connectivity prediction pipeline.

voxels might reflect positive labels due to injection rather than connectivity.

6.3 SPARSITY METHOD

I use sparse linear models for connectivity prediction; as such models yield competitive performance while retaining interpretability. In order to identify the most
predictive genes while making accurate predictions, I employ a sparse linear model in connectivity modeling. The \( \ell_1 \)-norm regularized models, known as LASSO [118], are a class of powerful methods for learning interpretable models. These sparse models set some of the model parameters to zero as a result of minimizing the \( \ell_1 \)-norm of the parameter vector. Since each element in the parameter vector corresponds to a specific gene, setting an element of the parameter vector to zero is equivalent to eliminating the corresponding gene from my model.

In the experiments, I tune the classifier to keep the number of selected genes in my model to be between 50 and 250. One remarkable observation is that when I re-applied linear models on my data using only the selected genes from the sparse model, I obtain almost the same accuracy as was obtained from using all the genes. This served as a way to determine the most significant genes identified by my feature selection model.

6.4 PREDICTION AND GENE SELECTION

In this section, I provide the results of the connectivity prediction experiments. In addition, I perform feature selection using sparse models to obtain the top genes that contribute most to the prediction performance. The prediction is then recalculated based on only the top genes selected. I demonstrate the injection sites correlation in terms of the gene signature and connectivity after removing the spatial autocorrelation effect. I also analyze the selected genes in terms of their Gene Ontology and cell-type enrichments.

I use an evaluation approach in which 2/3 of the samples are randomly selected and used to construct the model. Those randomly selected samples are the training samples for a specific task and are never used simultaneously as a testing sample for the same
TABLE 12: Average AUC and standard deviation calculated using the sparse models for different sets of genes selected by stability selection. The results by baseline classifiers are also reported.

<table>
<thead>
<tr>
<th>Gene count</th>
<th>Min. BL</th>
<th>Eucl. BL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. AUC</td>
<td>0.8369</td>
<td>0.8677</td>
</tr>
<tr>
<td>Std. deviation</td>
<td>0.0448</td>
<td>0.0345</td>
</tr>
<tr>
<td>25</td>
<td>0.8369</td>
<td>0.8677</td>
</tr>
<tr>
<td>50</td>
<td>0.8847</td>
<td>0.9086</td>
</tr>
<tr>
<td>100</td>
<td>0.8953</td>
<td>0.9380</td>
</tr>
<tr>
<td>200</td>
<td>0.9086</td>
<td>0.9380</td>
</tr>
<tr>
<td>500</td>
<td>0.9380</td>
<td>0.79017</td>
</tr>
<tr>
<td>All</td>
<td>0.5698</td>
<td>0.0889</td>
</tr>
<tr>
<td></td>
<td>0.0199</td>
<td>0.0616</td>
</tr>
</tbody>
</table>

Multiple sparse models are constructed from the training samples by randomly choosing a sub-sample of size \(\lfloor N/2 \rfloor\) in each randomization and for different \(\lambda\) values ranging between 0.0001 and 1 to induce different levels of sparsity. The remaining 1/3 of the samples (testing samples) were used to test the predictive accuracy. The accuracy is measured by the area under the receiver operating characteristic (ROC) curve (AUC). The ROC plots the fraction of true positives versus the fraction of false positives for a binary classifier system, while its discrimination threshold varies.

I use the training data to perform stability selection and gene ranking. The AUC values obtained from using the top 25, 50, 100, 200, 500 and all 4084 genes are reported in Table 12. I also study the statistical significance of my results by calculating the p-values corresponding to using the top 25 genes for each injection structure and they were all less than \(10^{-3}\). I observed from the results that the predictive accuracy ranges between 83% and 93%. These very high accuracies show that gene expression signatures carry very significant information about the synaptic connectivity. Moreover, using a very small number of genes, I can obtain a very high predictive accuracy. This small number of genes carry the most information about
connectivity. These findings are consistent with prior results, which state that a small number of genes are responsible for most of the predictive accuracy [71, 127].

It has been reported in prior studies that spatial autocorrelation might explain brain connectivity to some extent [44]. That is, spatially adjacent regions tend to be connected, and connectivity prediction only based on proximity might give significant results. To investigate how much of my predictive performance is due to spatial autocorrelation, I construct two baseline classifiers. The first predicts connection probability only based on spatial proximity (Min. baseline classifier). In particular, this baseline classifier is built based on the minimum distance between each test voxel and all voxels in the injection site. Euclidean distance between every test voxel and all voxels in a specific injection site are computed and the minimum is set to be the distance between this voxel and the injection site. The other classifier is based on constructing a feature vector representing the Euclidean distance between the sample voxel and several reference voxels. It can be seen from Table 12 that the average AUC obtained from the minimum and the Euclidean baseline classifiers are 0.5698 and 0.79017 respectively. These numbers indicate clearly that a portion of the prediction performance is due to spatial autocorrelation. However, it is still less than the results reported by any sparse model for even a very small number of genes. This shows that the high prediction accuracy does not follow entirely from spatial autocorrelation but is derived from the gene expression patterns instead. A region by region AUC comparison of baseline classifiers with sparse models with different numbers of top genes is shown in Figure 17.

6.5 GENE ONTOLOGY TERM ENRICHMENT

Using my sparse models and stability selection, I am able to identify the genes
FIG. 17: The AUC values for every injection site. These results are achieved by using the top 25 genes, all genes along with those of the baseline classifiers based on minimum spatial proximity and Euclidean distance.

with high contribution to the predictive performance for each injection structure. I expect that these genes might carry critical information about synaptic connectivity and axon guidance. To provide an in-depth investigation in this direction, I analyze the biological process and cellular component term enrichment of those genes using the Gene Ontology (GO) [9].

I select the top 200 genes identified for each injection structure by stability selection and apply the GO analysis on them [18]. I identify all terms with corrected $p$-values less than 1%. I count the frequency of each term across all injection structures, and I observe that most of the biological process terms are related to transport, multicellular organismal signaling, establishment of localization and synaptic transmission. In
addition, the cellular component terms are mostly associated with cell projection, neuron projection, synapse, dendrite and axons.

The GO enrichment results are presented for only the top 200 genes for the sake of compatibility with prior studies. I also assess the GO enrichment experiments on different number of genes ranging between 25 and 500.

To provide a snapshot of the most frequent terms and the associated injection structures, I depict the term-structure associations in Figures 18 and 19. For the
FIG. 19: Gene Ontology biological process term enrichment $p$-values for different injection structures.

I can see that these top genes selected by the stability selection play important roles in cell and neuron projections as well as axon guidance and inter-neuron communication.
6.6 GENE EXPRESSION AND CONNECTIVITY TARGET CORRELATION

My experiments show that gene expressions at connectivity target sites are highly predictive of connectivity from a particular injection site at the voxel level. Recent experimental results show that gene expression patterns at the injection sites are correlated with the connectivity target specificity in the primary somatosensory cortex [109]. To explore brain-wide correlation analysis, I construct two correlation matrices; the first one captures the correlations between gene expressions at the injection sites and the second one captures the correlation of connectivity from the corresponding injection sites to other brain voxels. One important factor that should be accounted for is the distance between those injection sites and its effect on this experiment. To eliminate the spatial autocorrelation effect, I construct a third matrix that represents the pairwise distance between injection sites. I perform a partial Mantel test [83] to measure the correlation significance of the two correlation matrices while eliminating their spatial autocorrelation.

Specifically, the pairwise gene correlation of two injection sites is calculated by first extracting the gene signature of all injection voxels belonging to each injection site. This is done by down-sampling the injection voxels of each injection site to the 200 μm level resolution to match the resolution of the gene expression data. Each injection site is then represented by a gene expression signature vector obtained by averaging the gene signature of its own injection voxels. The correlation between those two vectors is then computed to capture the gene expression correlation between those two injection sites. On the other hand, the connectivity correlation is calculated by first removing the injection voxels of the two sites from both projection sectional data sets. The correlation between the remaining annotated voxels in both sectional data sets then represents the connectivity target correlation of those two sites. To
FIG. 20: Illustration of the steps for obtaining the three matrices used in the gene expression and connectivity target specificity correlation study.

calculate the injection site distance, I use the average Euclidean distance between the voxels belonging to each of the two injection sites to represent their pairwise distance. The steps for obtaining these matrices are illustrated in Figure 20.

The partial Mantel test yields a correlation of 0.2278 with a significant $p$-value of 0.001. In detail, the $p$-value is calculated by randomizing the data 1000 times and calculating the probability that the same or higher correlation value is achieved by the randomized data. My result shows that the gene expression patterns at injection
TABLE 13: Cell-type enrichment percentages for the top 25, 50, 100, 200, and 500 genes identified in my study. The reported numbers represent the percentage of the top genes identified in my study that overlap with the 3 lists of genes enriched in astroides, neurons, and oligodendrocytes along with their corresponding p-values. The percentages are the average value across all injection structures. Only enrichment results for neurons appear to be significant while for the other two cell types i, the enrichment is random.

<table>
<thead>
<tr>
<th># of top genes</th>
<th>Astroides</th>
<th>Neurons</th>
<th>Oligodendrocytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>17.79, p-value=0.46</td>
<td>39.07, p-value=0.008</td>
<td>9.07, p-value=0.653</td>
</tr>
<tr>
<td>50</td>
<td>14.74, p-value=0.652</td>
<td>36.09, p-value=0.002</td>
<td>11.16, p-value=0.668</td>
</tr>
<tr>
<td>100</td>
<td>14.57, p-value=0.761</td>
<td>36.09, p-value&lt; $10^{-3}$</td>
<td>12.08, p-value=0.585</td>
</tr>
<tr>
<td>200</td>
<td>14.93, p-value=0.854</td>
<td>36.01, p-value&lt; $10^{-3}$</td>
<td>12.66, p-value=0.57</td>
</tr>
<tr>
<td>500</td>
<td>15.38, p-value=0.91</td>
<td>34.58, p-value&lt; $10^{-3}$</td>
<td>13.25, p-value=0.451</td>
</tr>
</tbody>
</table>

sites and the corresponding connectivity target are highly correlated. This study extends the results in [109] to a brain-wide analysis.

6.7 CELL-TYPE-SPECIFIC GENE ENRICHMENT

The brain consists of two types of cells; namely neurons and glia. It is believed that neurons are responsible for intercellular communication and connection while glial cells provide auxiliary support functions to neurons. I thus expect that the top genes identified in my study are mainly expressed in neurons, since they are responsible for generating brain connectivity. To validate this hypothesis, I use the
TABLE 14: Correlations and $p$-values between the common gene matrix and the spatial distance matrix. The $p$-values are the results of Mantel tests. The common gene matrix is computed based on the number of common genes in the top 25, 50, 100, 200 and 500 genes selected per injection structure.

<table>
<thead>
<tr>
<th># of top genes</th>
<th>Correlations</th>
<th>$p$-values</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.2007</td>
<td>$&lt; 10^{-3}$</td>
</tr>
<tr>
<td>50</td>
<td>0.2553</td>
<td>$&lt; 10^{-3}$</td>
</tr>
<tr>
<td>100</td>
<td>0.2885</td>
<td>$&lt; 10^{-3}$</td>
</tr>
<tr>
<td>200</td>
<td>0.2517</td>
<td>$&lt; 10^{-3}$</td>
</tr>
<tr>
<td>500</td>
<td>0.1340</td>
<td>0.003</td>
</tr>
</tbody>
</table>

cell-type-specific genes for neurons along with other cell types like astrocytes and oligodendrocytes identified in [25]. After removing genes that are not in the ABA coronal gene set, I obtain 711 genes enriched in astrocytes, 776 genes enriched in neurons, and 541 genes enriched in oligodendrocytes.

I compare the overlap of the top genes identified in my study with these cell-type-specific genes for each injection structure. In particular, I calculate the number of common genes between my top genes and each of the 3 lists of genes corresponding to different cell types for each injection structure. The average enrichment percentage for each cell type across all injection structures is then calculated. To ensure that those numbers are statistically significant, I calculated the p-values by randomly selecting a set of genes and calculating their enrichment percentage per each cell type for different number of genes. While the average enrichment percentage for neurons
is constantly higher than that for other cell types, only the neurons enrichment percentages were statistically significant. I show the average enrichment percentage across all injection structures for different gene list sizes in Table 13. The results indicate that, regardless of the number of top genes included, the top genes identified in my study are consistently enriched in neurons with a high statistical significance. Also, these genes do not show any enrichment significance with other cell types. These findings show that the most discriminative genes identified by my feature selection technique are mostly expressed in neurons and not necessarily expressed in other cell types like astrocytes and oligodendrocytes. I also observe that, as the number of top genes increases, the enrichment percentages for neurons decrease. This shows that the very top genes are more highly enriched in neurons.

6.8 STRUCTURE-GENE CORRELATION

I next study the correlation between the top genes and spatial distance of the injection structures, since I expect that spatially adjacent structures would share their top genes. To this end, I calculate the common gene matrix that captures the percentage of common genes between each pair of injection structures. I also compute the spatial distance matrix as the minimum Euclidean distance between each pair of voxels in the respective injection structures. I perform the Mantel test to assess the correlation between the common gene matrix and the spatial distance matrix, and the results are reported in Table 14.

It is clear from the results that there are significant correlations between the spatial distance matrix and the common gene matrix. Specifically, for different numbers of
top genes considered in the common gene matrix calculation, the correlations are consistently significant. This shows that the highly ranked genes tend to overlap for spatially adjacent brain structures.
CHAPTER 7

GLOBAL ANALYSIS OF GENE EXPRESSION AND PROJECTION TARGET CORRELATIONS

In this chapter, I conducted a global, quantitative analysis of gene expression and projection target correlations in the adult mouse brain. I mainly focused on studying how the gene expression patterns in the source neurons are globally related to projection target specificity. In this sense, my study is fundamentally different from the prior ones reported in [44, 45, 127]. Instead, my work was mainly motivated by [109] and aimed at a global, quantitative analysis that is lacking to date.

7.1 BACKGROUND AND MOTIVATION

The functions of neurons are largely determined by their molecular compositions. Those molecules are encoded by the genome that is expressed uniquely in each neuron. The mammalian brain contains a large number of neurons that are connected in diverse patterns, resulting in complex interaction networks that control information flow. In those interaction networks, neurons typically have very diverse projection target specificity. For example, projections from the primary somatosensory cortex (S1) target both cortical and subcortical regions [109]. Also, it has been shown that cortico-cortical projections in the mouse visual cortex are also functionally target specific [50]. To obtain a better understanding of the diversity of projection neuron classes, transcriptome analysis of the neurons along with a direct correlation with projection targets are needed.
The integrative analysis of neuronal gene expression and connectivity patterns was initially carried on the worm *Caenorhabditis elegans* as its gene expression and neuron-level connectivity are simple and largely known [11, 71, 123, 126]. Those studies showed that the genetic properties of neurons significantly influence their synaptic network structures. [71] performed a co-variation correlation experiment known as Mantel test and illustrated that gene expression and connectivity patterns are significantly correlated. A similar analysis was performed later on the mammalian brain, leading to more significant results [41, 44, 45]. Specifically, [44] carried out a large-scale analysis of the transcriptome-connectome correlation in the rodent brain, leading to a correlation of 0.25. These high correlations inspired other studies to even predict the connectome based on the gene expression patterns. [127] performed this prediction with an accuracy up to 83% in the rodent brain. In addition, they identified many genes that contribute most to this high prediction. Such analysis has recently been extended to the human brain [51].

The abovementioned studies focused on analyzing how the gene expression patterns of source and target neurons are correlated as compared to neurons that are not connected. The prediction studies used the expression patterns of target neurons to predict their connectivity with a particular source neuron. On the other hand, increasing evidence has shown that there are also direct correlations between source neuron gene expression patterns and projection target specificity [76]. In a recent study, efforts have been made to identify genes that are expressed in specific excitatory projection neuron classes [109]. The study showed that the neocortex contains diverse populations of excitatory neurons that are definable by their specific cortical and subcortical projection targets. However, some of the most broadly used markers for specific layers were found not to be expressed selectively in neurons with a specific projection target. This indicates that in spite of the significant correlations between
marker genes and projection targets, the excitatory neuron projection targets are in fact diverse and complex [109].

By using the Allen Mouse Brain Atlas and the Allen Mouse Brain Connectivity Atlas data, I start this chapter by visualizing and clustering the injection site gene expression patterns and projection targets separately. These initial analysis showed that both data sets exhibit strong spatial autocorrelation. That is, nearby injection sites tend to express similar sets of genes and also tend to project to similar targets.

To account for spatial autocorrelation, I performed the partial Mantel test [83] in which the spatial effect is corrected. I found that even after correcting for the spatial autocorrelation, the two data sets are highly correlated with a partial correlation of 0.19. I adopted two greedy gene ranking approaches to identify the top genes responsible for this correlation. Using only the top genes identified by my gene ranking techniques in the correlation analysis, I was able to obtain a series of significant correlations with values up to 0.49. These results indicate that the voxel gene expressions directly affect their target projections. These results are consistent with the findings reported in [109], but have extended the previous study to a global and quantitative analysis.

7.2 EXPERIMENTAL DESIGN

In my experiments, I used two data sets from the Allen Brain Atlas (ABA) [113]. Specifically, I used data from the Allen Mouse Brain Atlas [84] and the Allen Mouse Brain Connectivity Atlas [100], which provide gene expression data and connectivity data, respectively, in the adult mouse brain. To allow an integrated study of both data sets, the ABA provides an annotated 3D reference model upon which all images from both atlases were aligned. Both atlases provide grid-level voxel data obtained
from images mapped to the same 3D reference space.

In the Allen Mouse Brain Connectivity Atlas (the Connectivity Atlas), axonal projections in the mouse brain are visualized by viral tracers from more than 200 regions. This atlas provides axonal projections along with injection voxel coordinates for 1,788 injection sites. I treated each injection data set independently throughout the experiments though some of the brain regions were injected multiple times, since the specific injection voxels are unique. In this atlas, the grid-level voxel data are provided at 100 \( \mu m \) resolution.

To perform an integrative analysis of gene expression patterns and projection targets, the gene expression and connectivity data sets should be mapped to the same space as they are originally provided in different resolutions. The data extraction and processing steps are illustrated in Figure 21. Specifically, the coronal gene expression data are provided for approximately 4,000 genes in a 3D grid-level format at a 200 \( \mu m \) resolution. For each gene, I extracted the energy values at the 60,452 voxels annotated in the reference atlas. The extracted voxels for each gene form a column of the gene expression data matrix. The connectivity data are provided for 1,788 injection sites at a 100 \( \mu m \) resolution. Similar to the gene data, I extracted the energy values at more than 400,000 annotated voxels from each projection data set corresponding to a specific injection site. Those extracted voxels form the columns of the projection data matrix. The two processed data sets were used later in our experiments to generate the injection sites gene correlation and projection correlation matrices.

To make an integrative analysis of the two data sets possible, the gene signature of each injection site is needed. I obtained the gene signature of each injection site by first down-sampling its injection voxels to the 200 \( \mu m \) resolution and then extracting the rows corresponding to those voxels from the gene signature matrix. The number of
injection voxels is usually different for different injection sites. I computed the average
gene signature across all injection voxels to come up with a vector of approximately
4,000 genes representing the gene signature of a single injection site. This vector forms
a column in the injection site gene signature matrix that was used later throughout
my experiments. I observed that the energy values of the injection voxels are usually
very high, as they represent injection values instead of projection energy. To eliminate
this data artifact, I set the values of injection voxels to zero for each injection site
independently.

7.3 DATA VISUALIZATION USING T-SNE

I intended to study the relationship between gene expression patterns and pro-
jection target specificity for different injection sites. To this end, I visualized the
high-dimensional gene expression and projection target signatures associated with
each injection site using the *t*-distributed stochastic neighbor embedding (*t*-SNE)
method [94, 122]. *t*-SNE is an extension of SNE [58] to simplify the optimization and
overcome the so-called ‘crowding problem’. *t*-SNE aims to model local structures of
high-dimensional data points while ensuring that global dissimilarity between clusters
is preserved. To this end, *t*-SNE computes two similarity matrices; one is obtained
based on symmetrized Gaussian conditional distributions of original data space, and
one is computed from Student *t*-distributions of low dimensional space. The low
dimensional data, known as map points, is learned by minimizing the Kullback-Leibler
(KL) divergence between the probability distributions in the original data space and
the embedding space. Since KL divergence is not symmetric, different types of
mismatches contribute differently to the overall cost. As a result, nearby map points
are produced to represent nearby original data points, while distant map points are
FIG. 21: Illustration of the data extraction and processing pipeline. The left and right panels show the steps involved in processing the gene expression and connectivity data, respectively. The processed data were used along with a distance matrix to perform the partial Mantel test.
derived to reflect the original data points that are far apart. It has been shown that $t$-SNE is able to preserve the local structure of the high-dimensional data points, and its objective function is particularly straightforward to optimize in comparison to the original SNE objective [122]. $t$-SNE has been used in the visual exploration of high-dimensional gene expression data [65].

In the context of my experiments, I aimed at mapping the high-dimensional gene expression and connectivity data associated with each injection site to 2D space. For each injection site, I generated gene expression and projection target signature vectors representing the gene expression and projection targets for each of the 1,788 injection sites. For the gene expression data, each vector contains 4,084 elements that correspond to the gene expression values of the 4,084 genes in the injection site. Similarly, each projection target vector contains 60,452 values representing the projection strength from the injection site to the 60,452 voxels in the entire brain. The gene expression and projection target vectors for all injection sites were collected into matrices, and $t$-SNE was applied to map these high-dimensional vectors onto 2D space for visual exploration.

7.4 HIERARCHICAL CLUSTERING

I employed hierarchical clustering to further explore the gene expression and projection target patterns. Hierarchical clustering constructs a dendrogram to represent the relations among all data points in a data set. Each leaf in the dendrogram represents an individual data point and each internal node represents a cluster. Such clustering method is particularly useful when the number of clusters is unknown. There are two common approaches for performing hierarchical clustering. The agglomerative approach begins by treating each individual data point as a cluster and successively
merges cluster pairs with minimal inter-cluster distance. This process repeats until a single cluster containing all the data points is obtained. In contrast, the divisive approach starts from a single cluster containing the entire data set and recursively split each cluster until each data point forms a single cluster.

Two important parameters in hierarchical clustering are the similarity measure between two data points and the criteria for computing the inter-cluster similarity. Hierarchical clustering uses linkage criteria to compute inter-cluster similarity. Three commonly used linkage criteria are single, complete and average linkages, which define similarity between two clusters as the minimum, maximum and average similarity between members in two clusters, respectively. For distance metrics, the cosine, Person correlation and Spearman correlation are commonly applied in hierarchical clustering.

Given that brain structures are hierarchically organized based on morphology and function, I hypothesized that constructing hierarchical clusters from voxels that contain expression and connectivity information is likely to recover similar brain hierarchical ontology. To test this hypothesis, I used agglomerative hierarchical clustering with complete linkage and Pearson correlation to construct dendrogram for both the gene expression and the projection target data.

Specifically, each injection site is associated with a gene expression vector and a projection target vector. These vectors are treated as individual data points. The matrix containing all the injection site gene expression vectors was used in gene expression clustering while the matrix containing all the injection site projection vectors was used in connectivity clustering.
7.5 PARTIAL MANTEL TEST

I generated the gene expression correlation matrix and the projection target correlation matrix from the injection site gene expression and projection target data matrices, respectively. I am interested in studying the relationship between gene expression patterns and projection target correlations by integrating those two correlation matrices.

Mantel test [95] determines the statistical significance of the correlation between two correlation matrices, and is a tool that matches my need. My experimental results indicate that both gene expression and project target are strongly correlated with spatial distance. That is, nearby injection sites tend to express similar sets of genes and also tend to project to similar targets. To account for spatial autocorrelation, I performed the partial Mantel test [83, 108] in which the spatial effect is excluded. Since both gene expression and projection target correlate significantly with the injection site physical distance, partial Mantel test becomes essential when studying their correlation together.

To perform partial Mantel tests, I generated a distance matrix capturing the pairwise distance between all injection sites. Specifically, I first computed the coordinate of each injection site by averaging the coordinates of all voxels belonging to that injection site. I then calculated the Euclidean distance between each pair of injections based on the averaged coordinates. I also tried using the log of the Euclidean distance, and this resulted in very similar results. The resulting distance matrix was used along with the gene correlation and projection correlation matrices to perform the partial Mantel test. This test determines the statistical significance of results by computing the p-value. Specifically, the data were randomly permuted 1,000 times and the p-value is computed as the probability that the same or higher
correlation value is achieved by the randomized data.

7.6 GREEDY GENE SELECTION

The injection site gene correlation matrix described in Section 7.5 was computed based on the correlation of all genes in the coronal set. Since not all genes contribute equally to the correlation with projection targets, I employed greedy strategies to identify subsets of genes that correlate most with the projection targets. Essentially, I aimed at removing some columns of the injection site gene signature matrix before the correlation matrix was generated. I used two greedy techniques to obtain a gene ranking that can help eliminating the least important genes.

In the greedy group gene selection approach, I followed a greedy method used in [71]. This method operates in an iterative way. In each iteration, I computed a score for each gene as the Mantel test value after eliminating its corresponding column from the injection site gene signature matrix. This score indicates the importance of each gene in determining the correlation with projection targets. After the scores for all genes were computed, a specific percentage of the least important genes were then eliminated as a group from the data set before proceeding to the next iteration. This operation continued until a predefined number of genes were obtained.

To make the greedy approach more robust, this procedure was repeated multiple times using 50% of the data randomly sampled from the original set each time. I then constructed a frequency vector for all the genes containing the frequency that each gene was selected among the multiple repetitions. Note that a similar approach was first used in [71], but the goal was not to obtain a gene ranking. I modified this technique and increased the number of repetitions and decreased the sampling percentage to obtain a gene frequency ranking. I refined my gene frequency ranking
by combining the results generated from applying this procedure several times with different parameters. I used different numbers of repetitions, different stopping criteria.

I also employed a greedy single gene selection approach as in [44] to obtain a complete gene ranking for all the genes used in my experiments. Similar to the group selection method, I computed a score for each gene in each iteration of the method to capture its effect on the correlation with the projection targets. In each iteration, only the least important gene was removed. This procedure continued until all genes were eliminated. By treating the gene that was removed first as the least important gene, I can obtain a complete gene ranking from this method. In comparison with the group selection method, the single gene selection method is much more computationally expensive. I used a parallel implementation for this scheme in order to accelerate the computation.

7.7 GENE EXPRESSION AND PROJECTION TARGETS VISUALIZATION

In this section, I report the results of visualizing the gene expression and connectivity target data by projecting them onto 2D space using t-SNE. I then performed hierarchical clustering on these two data sets to gain further insights in the next section. The primary aim of this work was to provide an integrative analysis of these two data sets and study their relationships.

I used t-SNE to visualize the gene expression and projection target data. The gene expression matrix contains 1,788 rows, and the columns represent all the genes. t-SNE was used to reduce the number of columns to 2, thereby facilitating data visualization. Similarly, the projection target matrix was also reduced to 2D. I associated each injection data set with its primary injection structure and used the same color code
provided by the ABA for visualization. The ABA color code assigns each brain structure a unique color, where nearby structures are given similar colors. The color code used in visualization is provided in Supplemental Figure 1 as in [40].

The visualization of gene expression data is given in Figure 22. I can observe that voxels with similar colors were mapped to nearby locations. This shows that gene expression patterns correlate strongly with spatial distance, a result consistent with prior findings [14, 53, 65, 67, 74]. Specifically, voxels were mainly separated into two groups, namely the brain stem and the cerebrum. In brain stem, voxels of substructures of interbrain, midbrain and hindbrain were grouped together. In cerebrum any major groups were observed: visual cortex, sensory-motor cortices and the rest of cortex areas, cerebral nuclei and hippocampal formation.

Unlike the gene expression data results, t-SNE visualization of the projection target data in Figure 23 was unable to show clear boundaries between brain structures. Nevertheless, this result shows that interbrain, midbrain and hindbrain structures from brainstem were still largely preserved. Although cerebrum voxels were more scattered in 2D space in comparison to those of the brain stem, some spatial structures were observed for visual cortex, sensory-motor cortices and hippocampal formation. I also observed that some voxels from brain stem were mixed with those from cerebrum. This could reflect similar connectivity patterns between them due to their characteristics in terms of neuronal information processing. For example, thalamus relays information between subcortical nuclei and the cerebral cortex. Therefore, the connectivity of voxels from cerebral cortex remains similar to those of thalamus being connected to them.

My results illustrate that the t-SNE projection of gene expression data showed a high consistency with the neuroanatomy. Similar colors representing nearby regions were mapped to nearby locations, forming clusters that are similar to the brain
anatomy. This indicates that the gene expression data clearly demonstrate a strong spatial locality. A similar relationship also holds for the projection target data, but to a less extent. These results indicate that both gene expression and projection target patterns exhibit spatial locality with different levels of significance.

I used the gene expression and connectivity data matrices directly in hierarchical clustering. The gene expression matrix contains 1,788 rows representing all the injection sites and 4,084 columns representing all the genes. Similarly, the connectivity data matrix contains 1,788 injection data sets as rows and 60,452 brain voxels as
FIG. 23: Scatter plot visualization of the injection site projection target data after mapping to 2D space using t-SNE. Each injection site is associated with its primary injection structure. The colors of structures were obtained from the Allen Brain Atlas, where similar colors represent related brain structures. The complete color code used in visualization is provided in Supplemental Figure 1.

I used agglomerative hierarchical clustering with complete linkage and Pearson correlation as the similar measure on both data sets. The same color code provided by the ABA was used in the dendrogram.

Figure 24 shows the dendrogram for the gene expression data set. Similar to the t-SNE visualization result, hierarchical clustering on gene expression data resulted in two major clusters, namely the brain stem and cerebrum. The voxels of interbrain, midbrain and hindbrain largely form clusters. In the cerebrum, the clusters of visual cortex, sensory-motor cortices, auditory cortex and cerebral nuclei can be clearly
observed.

Figure 25 shows the dendrogram for the projection target data set. I can observe that this clustering generated four major clusters. The first two clusters primarily involve in sensory-motor related functions, with one of which contains voxels belonging to visual and auditory area exclusively. For the other two clusters, in addition to both containing hippocampal formation and brain stem voxels, one includes cerebellum voxels and one contains cerebral nuclei voxels. In the cerebrum, I observed that despite the voxels of cerebellar cortex tend to cluster together based on their neuronal functions, they are mixed with voxels of other subcortical nuclei and the thalamus of interbrain. Such patterns revealed in my hierarchical clustering is consistent with known neuronal connectivity and function of the thalamus. That is, thalamus is heavily interconnected with subcortical nuclei and the cerebral cortex and plays an important role as information relay center. Hence, voxels of thalamus exhibit connectivity patterns similar to those of voxels from cerebellar cortex to which they are connected.

Overall, I observed that the clusters generated from the gene expression data were more consistent with the brain anatomy than the clusters generated from the connectivity data. These results are consistent with the results of visualization. Both experiments showed that spatial locality is stronger in the gene expression data than in the projection target data.

7.8 GENE EXPRESSION AND PROJECTION TARGET CORRELATIONS

The primary aim of this study was to investigate the correlation between gene expression patterns and projection target specificity. By visualizing and clustering the gene expression and projection data sets, it is clear that both of them demonstrate
FIG. 24: Dendrogram generated by hierarchical clustering on the injection site gene expression data. The acronyms annotated on the cluster nodes were given based on the brain structure that majority of voxels in the leaf node belong to. The colors of brain structure were obtained from the Allen Brain Atlas, where similar colors represent related brain structures. The complete color code is provided in Supplemental Figure 1. The acronyms and the corresponding full brain structure names are as follows:

ACA - Anterior Cingulate area, AUD - Auditory areas, CA1 - Filed CA1, CA3 - Field CA3, CB - Cerebellum, CNU - Cerebral nuclei, DG - Dentate gyrus, ECT - Ectorhinal area, ENT - Entorhinal area, HB - Hindbrain, HY - Hypothalamus, MB - Midbrain, MOp - Primary motor area, MOs - Secondary motor area, ORB - Orbital area, RSP - Retrosplenial area, SSp-bfd - Primary somatosensory area, barrel field, SSp-ll - Primary somatosensory area (lower limb), TEa - Temporal association areas, TH - Thalamus, VIS - Visual areas, PTLp - Posterior parietal association areas.
FIG. 25: Dendrogram generated by hierarchical clustering on the projection target data. The acronyms annotated on the cluster nodes were given based on the brain structure that majority of voxels in the leaf node belong to. The colors of brain structure were obtained from the Allen Brain Atlas, where similar colors represent related brain structures. The complete color code is provided in Supplemental Figure 1. The acronyms and the corresponding full brain structure names are as follows: ACA - Anterior Cingulate area, AUD - Auditory areas, AN - Amygdala nuclei, CA1- Filed CA1, CA3 - Field CA3, CB - Cerebellum, CNU - Cerebral nuclei, DG - Dentate gyrus, ENT - Entorhinal area, HB - Hindbrain, HY - Hypothalamus, MB-Midbrain, MOp - Primary motor area, MOs - Secondary motor area, OLF - Olfactory areas, ORB - Orbital area, RSP - Retrosplenial area, SSp-bfd - Primary somatosensory area, barrel field, SSp-ll - Primary somatosensory area(lower limb), TEa - Temporal association areas, TH -Thalamus, VIS - Visual areas, PTLp - Posterior parietal association areas. SUB - Subiculum, HPF - Hippocampal formation, CP - Caudoputamen.
FIG. 26: The partial Mantel test results obtained by using different numbers of top ranked genes generated from two greedy gene selection approaches.

spatial autocorrelation. I therefore employed the partial Mantel test to correlate these two data sets while the spatial effect is eliminated.

I constructed the injection site gene expression correlation matrix by computing the correlation between the rows of the gene signature matrix. Similarly, the injection site projection target correlation matrix is constructed by computing the correlation between the rows of the projection signature matrix. These two correlation matrices capture the correlations between gene expression patterns and projection target
specificity in the same set of injection sites. To eliminate the spatial autocorrelation effect, I constructed a physical distance matrix that captures the pairwise Euclidean distance between the injection sites. Another distance matrix was constructed using the log of the Euclidean distance, and this resulted in very similar results. I performed partial Mantel test to quantify the significance of correlation between these two correlation matrices while eliminating their spatial autocorrelation. This test resulted in a correlation score of 0.1981 with a $p$-value of less than 0.001. The significance of the correlation result indicates that the gene expression patterns and projection target specificity are significantly correlated, a result consistent with the previous findings [109].

Motivated by previous studies [44, 71], I also tried to maximize the correlation score by selecting a subset of genes. Specifically, I used the greedy gene selection approaches to obtain a gene ranking and used different numbers of top ranked genes to compute the injection site gene correlation matrix. I used two greedy techniques to obtain gene rankings as described in the Material and Methods. The detailed results of the partial Mantel test corresponding to different numbers of top genes is shown in Figure 26.

It is clear from the result that the partial Mantel correlation can be significantly improved when a subset of selected genes were used. The two gene selection methods yielded a single peak approximately when the top 400 genes were used in computing the gene expression correlation matrix. The correlation scores obtained by using the top 400 genes were 0.4998 and 0.4629 for the single and group selection techniques, respectively. These scores are much higher than the score obtained by using all the genes. I note that all the $p$-values corresponding to the results in Figure 26 are less than 0.001 and thus are significant. The result also shows that the single gene selection technique yielded higher correlation results than the group selection method.
This is reasonable as the group selection method might exclude a batch of highly important and less important genes simultaneously as they had similar rankings at a specific iteration. On the other hand, the single gene selection technique re-evaluates all the remaining genes at every iteration after excluding one gene at a time. While both techniques had a single peak at approximately 400 genes, after closely examining those genes, I found that they only overlap in 89 genes which accounts for 22% overlap. This indicates that the high correlation obtained is not attributed to individually important genes but rather to gene groups.
CHAPTER 8

CONCLUSIONS

The key contribution of this thesis is providing several novel techniques and rich experimental analysis towards a better understanding of how the brain works. I focused my experiments on pushing the state-of-the-art techniques for automatic data processing and brain image segmentation to approach or exceed in some cases the human accuracy. I also provided multiple novel examples of experiments that could be applied to brain data to perform detailed global data modalities analysis.

In Chapter 3 of my thesis, I provided novel insights on the design of a deep neural network for brain EM image segmentation which achieved record-breaking performance. My architecture is deep, wide and carefully designed to achieve the full performance power of DNN. I achieved the best results in an ongoing online challenge without having to combine several models together, which makes the approach even more efficient. I believe that pre-training of my model on other data sets and combining the results of several models would further improve the accuracy. In addition, my model can generalize easily to different EM segmentation tasks due to the nature of DNNs, which learn features from data.

In Chapter 4, I proposed a novel technique for EM image segmentation by obtaining dense predictions that combined multi-scale contextual reasoning along with full-resolution reconstruction. My approach achieved promising performance while relying on minimum post-processing. I expect better probability maps could be generated with improvement in the z-dimension resolution of the data provided. My method can be paired with any other post-processing technique, leading to an
overall performance improvement. I did not use any hand-crafted features either in
the network training or post-processing phases. Consequently, I demonstrated the
ability of this model to generalize by applying it to multiple datasets obtained from
different species for which it showed a consistently promising performance. I believe
this method can generalize well to other similar segmentation tasks.

In Chapter 5, I investigated the relationship between gene expression and structure-
level connectivity in the mouse brain. I employed two types of ensemble models, i.e.,
ensemble of trees and ensemble of sparse models, for predicting brain connectivity
using gene expression data. My results showed that gene expression is predictive
of connectivity in the mouse brain when the connectivity signals are discretized.
In addition, I showed that the expression data for a small number of genes can
achieve almost the full predictive power, indicating that a small number of genes are
responsible for generating brain connectivity in each structure.

In this thesis, I predicted the connectivity of brain structures independently.
However, the brain structures are related in a hierarchical manner in the Reference
Atlas. An interesting future research direction is to incorporate such information
by employing multi-task learning in which the connectivity of multiple structures is
predicted simultaneously [88, 101, 134]. Furthermore, I aggregated the voxel-level
data to the structure level and predicted brain connectivity at the structure level in
this work.

In Chapter 6, I studied the relationship between gene expression and connectivity
in the mouse brain at the voxel level. I found that the transcriptome is predictive of
connectome with high accuracy. The predictive ability of the gene expression can
be achieved by using only a small number of genes. The highly predictive genes are
analyzed based on their Gene Ontology cellular component and biological process,
and the enriched terms are indicative of their expected functions. I also showed that
the highly predictive genes are expressed more in neurons than in glia.

My work represents the first attempt to study the relationship between gene expression and connectivity in the mammalian brain at cellular resolution. In my experiments, I mainly focused on predictive analysis. I will explore other types of analysis such as the correlative and network analysis in the future.

Chapter 7 represents the first global analysis of the gene expression and projection target correlations in the adult mouse brain. I studied each modality separately and revealed their own characteristics to set the stage for the integrative study. I showed through visualization and clustering that both the gene expression and the projection targets data demonstrated significant levels of spatial autocorrelation that needs to be accounted for in the integrative analysis. By using the partial Mantel test, I showed that these two modalities were significantly correlated even after correcting for spatial autocorrelation. I employed greedy gene selection technique and used it to generate gene rankings. Based on the gene ranking results, I obtained much higher correlations by using different numbers of the top genes. The correlations results reported in this study are more significant than the values reported in previous studies given that the spatial autocorrelation effect has been eliminated.

The work presented in Chapter 7 is one of the first studies towards exploring the correlation of gene expression patterns and projection target specificity at a brain-wide scale. Given that the gene expression and the projection targets are highly correlated, a lot more in-depth analysis in this area could be further pursued. I will explore different patterns of gene expression that result in specific projection target patterns in the future. I will also perform in-depth analysis on the top genes identified in this study and investigate their functions. I will investigate whether this type of correlation between gene expression patterns and projection target specificity holds in other brains such as the human brain.
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