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CHAPTER 1

INTRODUCTION

\The Best Way to Predict the Future is to Invent it.", Alan Kay [166].

The web is the largest publication system today. Web archives are a way to preserve copies of

the web materials before they change or disappear forever. Much of the current research efforts

focus on the collection and preservation of web content. There is less focus on how to retrieve and

use this content, and moreover how to integrate the current and the past web.

For example, news websites cover important events with details about how, why, and when they

happened. So we are not in danger of “forgetting” that important events like Hurricane Katrina or

the Virginia Tech shootings occurred, but we may forget the evolution of these stories. The evolution

of the stories and the context in which they were reported are an important part of our cultural

heritage and the footprints of history.

To review the evolution of these stories, you have to go back to the archived copies of the news

websites during these periods, but not all the pages are archived, or they have been archived with

slower rate than the events evolution. Even though the web archived data are preserved, users

need novel methods to access it [139]. Moreover, the Internet Archive has the most and the earliest

archived copies, but it does not have all the archived copies in the world, because there are different

web archives with varying coverage of the web [42].

The UK Web Archive conducted research that showed web archives in general are being used

by journalists and investigative reporters, litigants and detectives, civil servants, web designers, and

academic researchers [253]. Bibliothèque nationale de France (BNF) studied the users of their web

archive and discovered that researchers in political and social sciences are the most frequent visitors,

in addition to professional and other personal searches such as web design and ebusiness [262]. The

National Library of the Netherlands (Koninklijke Bibliotheek) [234] categorized web archive users

as historians, sociologists, linguists, journalists, owners/designers of websites, public institutions,

and the general public. The International Internet Preservation Consortium (IIPC) [3] proposed

different use cases for access to the Internet Archive [149]; these use cases covered different levels of

users with different interests. With this diversity of users’ background, web archives should provide

different types of interfaces to support this wide range of use cases. Currently, most of the web

archives are managing their own interfaces, without any support for third-party applications due to

the limitation of available Application Programming Interfaces (APIs). The development of APIs

for web archives will attract third-party developers to implement customized applications on the top

of web archive collections that will enable the usage of the web archives for general and special users

and allow web archives to focus on other tasks such as crawling and preservation.

In this research, we build ArcSys, a new service framework for a tighter integration between the

current and the past web by leveraging the set of methods and approaches to access and use the

archived web data. The research starts with a review of the current trends in web archiving and

then a detailed discussion about the service framework. The study will contain the challenges related
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to the temporal nature of the archived web with a cost model related to the size of the archive in

addition to the implementation prototype with quantitative evaluation.

1.1 MOTIVATION

The lack of standard APIs for web archives and the needs for such APIs in web archiving use-

cases motivated this work. The emerging of BigData techniques in the last few years made the

implementation of new services more efficient. In this section, we will discuss the motivation behind

this research, in addition to an overview about some related projects.

1.1.1 LACK OF APIS

An API extends the functionality of a website to third-party developers to create new services and

new applications on the top of the original system infrastructure. Google, Bing, and Twitter provide

a set of APIs that enable users and developers to build their own applications and services. For

example, Google released the Google Maps API1 that is used to build interactive data visualizations

on maps and location-based applications. Twitter provides a Search API2 to query the tweets

programmatically. In addition to commercial services, the US government calls on agencies to make

APIs the new default method for making government information accessible to the public [193].

Several agencies have released APIs such as the US Census Bureau3 and the Federal Communications

Commission4. Flanders et al. [118] discussed the importance of having APIs to facilitate the design

of innovative online services and to cover the information sharing gap.

Unfortunately, most current web archives do not provide APIs to access their data. Third-party

developers cannot build new interfaces due to the absence of an API. As a user, you are limited

to the functionality that is provided by the web interface. As a researcher, you could use the web

interface with page scraping techniques [83, 173, 222, 286] or get the data directly from the web

archive based on a partnership agreement. For example, you cannot get raw web archived data

(i.e., in ARC/WARC formats) from the Internet Archive. Even though the Internet Archive has a

simple API in the Wayback Machine, it is not enough to do intensive research. So you may need to

get a copy of WebArchive Metadata format (WAT) files [123] for some specific collections based on

agreements.

1.1.2 WEB ARCHIVING USE CASES

In 2006, IIPC [3] published a report entitled “Use Cases for Access to Internet Archives” [149].

In this report, the IIPC access group illustrated some web archive usage scenarios and defined

the required interfaces to satisfy these use cases. The use cases report has been supported with

a prototype report [148] that defined the implementation of these interfaces. The proposed use

cases varied between a journalist who prepared a report using a historical information from the web

archive to a lawyer who extracted an evidence in a civil case from the archived web data. In addition,

1https://developers.google.com/maps/
2https://dev.twitter.com/start
3http://www.census.gov/developers/
4http://www.fcc.gov/developers



3

there are use cases on the collection level such as analyzing the evolution of the web technology.

More details about the use cases and the suggested prototype can be found in [149, 148]. The

Portuguese web archive showed that searching for a known page or site was the most frequent need,

and collecting information about a subject written in the past was the second most frequent need

[101].

Dougherty et al. [109] conducted a set of interviews with archivists, technicians, and researchers

between 2008 and 2010. They summarized the web archiving practices in the relationship to re-

searchers and research needs. They prepared a set of recommendations in three groups: building

community, building tools and resources, and building practices. For building tools and resources,

they highlighted the importance of sharing the tools among researchers and librarians. They also

suggested the usage of web services and APIs with standard and relational movable metadata using

Resource Description Framework (RDF) [176, 209] and Linked Data [71, 73]. Thomas et al. [272]

identified a set of challenges and opportunities in the web archives that should be supported by

funding agencies. His first point was the creation of advanced set of tools to help the archivist to

control and validate the crawlers; tools and APIs to build workflows or specific applications; and

tools to capture, analyze, and search metadata. Ashley [47] mentioned the importance of having

web archives with APIs, not just document-centered (sometimes the content, presentation or both).

APIs allow many views and uses to emerge from the data.

In 2011, IIPC published “Harvesting Practices Report” [199], a survey among the web archiving

members in IIPC. In this report, they asked about the areas of the user interface that they would

like to improve. The answers listed the required services that will enable enriched interaction with

the web archive such as:

• Enable temporal navigation between different versions of a website.

• Full-text search with weighted ranking.

• Use language filters (e.g., English/Welsh).

• Move some site analysis features for curators out to the public archives (e.g., “show me all the

PDFs published on a particular site since a particular date”).

• Provide raw WARC [16] format download.

• Import of metadata records into other repositories, so that pointers to web archived content

can be found side-by-side with scanned materials.

The Internet Archive forum5 receives requests from the broad user community about the avail-

ability of APIs to access the archived data. Here are two examples quoted from the Internet Archive

forum:

• Ponguru asked on May 17, 2010:

“Hi All - I am new to Archive.org. A few quick questions (1) Is there any API or tools available to

access the Archive.org contents programatically? (2) Are there any research papers where Archive.org

5http://archive.org/iathreads/forums.php
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was used for data collection / analysis (e.g. studying a particular topic over time, etc.)? I digged a

little bit, could not find much, so checking with the group. ”

• Redth asked on Feb 16, 2011:

“Hi, I am helping to develop a service which catalogs domains and collects various statistics about them.

One of those statistics we are trying to capture is the oldest date that a domain has a page archived

for. Currently, we can see this data by using the new beta for example: http://waybackmachine.

org/*/digg.com The data on this page we are interested in is ”going all the way back to November

11, 1998.”, so the date, Nov. 11, 1998. I’m wondering if there’s any way we can access this via an

API, preferably something that would support batching requests. Scraping the data is proving to be a

bit unstable, and it seems as if the server is blocking our requests fairly regularly.

I think it would be better for both of us to have some sort of API to use. We’d definitely be willing to

pay some amount for such an API (or donate). Is this a possibility?

Thanks!”

The previous examples emphasize the importance of APIs to enable the development of cus-

tomized applications. It will help the web archives to delegate the development of the access inter-

faces to third parties while the web archivists can focus on harvesting and preservation.

1.1.3 WEB ARCHIVING AS BIG DATA

The web is growing rapidly, as is the archived web. Everyday, 250 million pictures are uploaded

to Facebook, 300 billion emails are sent, and 340 million tweets are posted to Twitter [185]. The

current Internet Archive web archive corpus reached 5+ PetaBytes with 360 billion mementos [237].

Alexandria Bibliotheca needs one year of continuous computation to recompute the checksum for

its corpus using its current infrastructure. From the data point of view, the web archive is a huge

amount of unstructured documents with a tree hierarchy and temporal relation. This huge corpus

is an example of big data [288] which describes data sets so large and so complex that they cannot

be processed with normal database management tools.

The Apache Hadoop [1] software library is a framework that allows distributed processing of

large data sets across clusters of computers using a simple programming model. Hadoop became

the main computation solution for Internet Archive and UK Web Archive [28] in order to process

the large amount of data contained within the web archives. The Internet Memory Foundation

[235] used Hadoop for computation and HBase [122] for data storage. In this research, we use

Hadoop/MapReduce for preprocessing the archived web data by running various tasks that extract

important information from the archived web pages. The output is stored in a NoSQL database

which fits our needs.

1.1.4 RELATED PROJECTS

The current web archives have a limited set of Graphical User Interfaces (GUIs) that cover the

basic functionality to browse, search, and retrieve the archived web. Section 2.4 gives a complete

overview of the current trends in accessing the archived web; most of these interfaces display the

web page as it appeared in the past, but it did not help them to gain knowledge from the archived
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web. Even though we have a few projects that tried to get benefits from the archived web, there is

no way to reuse this information. For example, the Stanford WebBase project [8] has a repository

with more than 260 TB of 7 billion pages. WebBase does not have an access point to access their

material, the user can only download the entire collection via FTP.

There are a few initiatives that extract value from the available archived web data. The Liv-

ing Web Archives (LiWA) [13, 80] is an European funded project that focused on six use cases:

archive fidelity [220], web spam filtering [114, 113], archive coherence [259, 63], crawl coherence

(Online Quality) [107], archive interpretability [267, 294, 266], streaming application [230], social

web application.

LiWA was followed by the Longitudinal Analytics of Web Archive data (LAWA) [17], LAWA is

a European funded project that developed an experimental testbed for analyzing the data in large-

scale. The main goals for the project are building stable infrastructure supported with the methods

and tools to implement the main data analyzing tasks for the unstructured web data. They focused

on four areas: web scale data provision, which discusses the optimal data structure for large-scale

computation to reach “Web scale” limit [257]; web analytics, which studies the methods and tools

for aggregating, querying, mining, and analyzing “Web scale” data [293, 160]; distributed access

to large scale data sets, which investigates for the methods to keep the large-scale data accessible

to the researchers [287, 246]; and virtual web observatory, which implements a set of core analysis

solutions [290, 260, 284].

Web Archive Retrieval Tools (WebART) [29, 147] is a joint project between University of Ams-

terdam6, National Research Center for Mathematics and Computer Science (CWI)7, and National

Library of the Netherlands (KB)8. WebART addressed the research question why does the web

archiving concentrate on preservation more than using and accessing the data? WebART collects

and builds prospective use cases for web archiving, then it supports these use cases with the required

software and tools that maximize the usage of web archives.

Common Crawl [23] is a non-profit organization that aims to build and operate an open web

archive repository that the researchers can use easily. The crawling data is around 5 billion pages

that are available on Amazon’s S3 service. The researchers could build, download, or access the

data through map/reduce tasks on Amazon EC2. The Common Crawl corpus was used in various

research [72, 227, 212, 110].

The Memento project [278, 279, 282] provides the dimension of time to the HyperText Transfer

Protocol (HTTP) [117]. Memento introduces special resources called “TimeGates” that redirect

the user-agent to the “closest” possible version of an archived resource. A Memento TimeGate is a

place that is aware of prior versions of web resources. A Memento Aggregator aggregates multiple

TimeGats. Memento is explained in detail in Chapter 3.

1.2 RESEARCH QUESTIONS

The success of the web is based on easy access to information. We can assume the success of

the web archiving will be measured by the means of access the archive provides to the preserved

6http://www.uva.nl
7http://www.cwi.nl
8http://www.kb.nl
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material [149]. This research aims to leverage the integration between the past web with the current

web by building enriched access mechanisms. So the main question is: “How can we enrich the web

archive access interface with the conjunction of the live web?”. Our study shows that supporting

web archives with a set of APIs may encourage third-party developers to integrate the web archive

in their products. This research direction leads to more research questions:

• What are the required services for web archiving user community? (Chapter 2).

• Shall we work on the web archive collection as one entity or on different levels? (Chapter 4).

We found that we can divide the collections on four levels. For each level, we define more research

questions:

• How can we use the web archive content beyond the full-text search service? (Chapter 5).

• What are the metadata fields that could enhance the user browsing experience? (Chapter 6).

• How can we develop access interface to the temporal web graph? (Chapter 6).

• How can we optimize the thumbnails creation in the web archive? (Chapter 6).

• How can we use the HTTP redirection to enhance the URI-lookup query? (Chapter 7).

• How can we optimize the query routing mechanism across the web archives? (Chapter 8).

1.3 CONTRIBUTIONS AND PUBLICATIONS

To enhance the access model for web archives, we develop ArcSys. ArcSys is a new service model

that exposes an API interface for the web archive collections. ArcSys has a set of subsystems that

are divided into four levels: Content, Metadata, URI, and Archive.

• Content services: We develop ArcContent, a complete system to extract, preserve, and

access web archive content. The content services focus on the actual page content. ArcContent

provides a set of filters and wrappers that expose the original web archive content in different

presentation that based on the user requests.

• Metadata service: We develop two systems ArcLink and ArcThumb. ArcLink [39, 40] is a

distributed system to construct, preserve, and deliver the temporal web graph for large-scale

web archives. ArcLink exposes an API interface to access the link structure metadata on

fine-grained level. ArcLink optimization techniques reduce the input corpus to 29%, extract

efficiently from the WARC files with 61% of the regular page scraping, and deliver the link

structure in RDF/XML format. ArcLink provides an adequate platform for new applications

such as Temporal PageRank which has a weak relationship between the rank at each month

and Time-Indexed Inlinks that gives information about URI through the time.

In ArcThumb [41], we explore different algorithms to optimize the thumbnail creation proce-

dure for the web archive based on information retrieval techniques. We study different features

based on HTML that correlate with changes in rendered thumbnails so we can know in advance
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which archived pages to use for thumbnails. We find that SimHash correlates with changes in

the thumbnails (ρ = 0.59, p < 0.005). We propose different algorithms for thumbnail creation

suitable for different applications, the number of thumbnails to be generated is reduced to 9%

– 27% of the total size.

• URI service: URIs are typically used as lookup keys to archived versions, or “mementos” in

a web archive. This is straightforward until the URI on the live web issues a redirect: R→ R.

Then it is not clear if R or R should be used as the lookup key to the web archive. We run a

quantitative study to conclude a set of policies that will help the client to reach the memento

in the existence of HTTP redirection. The first policy covers the URIs with HTTP redirection

status. It successfully resolves 17 URIs out of 77 URIs that do not have mementos but have

HTTP redirection status. The second policy covers the mementos with the HTTP redirection

status. It helps the client to get the nearest memento to the requested date/time especially in

the multi-archive environment.

• Archive service: This level covers the individual web archive characteristics and the global

web archiving activities around the world. For the global archiving activities, we calculate

“How much of the web is archived?” [35, 36]. We study the question by approximating the

web via sampling URIs from DMOZ, Delicious, Bit.ly, and search engine indexes and then

measuring how many of copies of these sample URIs exist in various public web archives.

Each sample set provides its own bias. In 2011, we calculated an archive percentage of 90%

for DMOZ, 97% for Delicious, 88% for search engine, and 35% Bit.ly. The results from our

sample sets indicate that from 35%-90% of the web has at least one archived copy, 17%-49%

has between 2-5 copies, 1%-8% has 6-10 copies, and 8%-63% has more than 10 copies in public

web archives. The number of copies varies as a function of time but no more than 31.3% of

URIs are archived more than once per month.

For the individual web archive characteristics, we develop an automatic technique to construct

profiles for web archives [42]. The results show that the Internet Archive is the largest and

has the broadest coverage that ranges from 77% to 98% for the general samples. The national

archives have good coverage of their domains and languages, and some of them extend their

selection policies to cover more domains. We use the profiles in query routing optimization for

the Memento Aggregator that selects the most probable web archives by matching the profiles

with the query request. We propose RecallTM@n to evaluate the success of the web archive

selection algorithm. We achieve RecallTM@3 = 96%, even when the IA is excluded, we achieve

RecallTM@3 = 64.7%.

1.4 ORGANIZATION

The dissertation is organized into the following chapters, separated by topic and contribution.

• Chapter 2: Web Archiving Trends - gives an overview about the web archiving paradigm

in general, focusing on the main web archiving tasks (selection, harvesting, access, and the

quality assurance).
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• Chapter 3: Memento Framework - discusses the Memento protocol concepts and termi-

nology.

• Chapter 4: Web Archiving Services Framework - proposes the new service framework

that will enable the user to access web archiving data. The chapter starts with a general

discussion about the services layer, then a complete catalog of the proposed services.

• Chapter 5: Content Service - discusses the ArcContent subsystem with an overview about

the supported filters.

• Chapter 6: Metadata Service - gives an overview about web metadata, then it explores

two systems: ArcLink, for retrieving link structure; and ArcThumb, for thumbnail creation in

the web archive.

• Chapter 7: URI Service - studies the HTTP redirection in the web archive and how it can

be used to enhance the URI-lookup mechanism in the web archive.

• Chapter 8: Web Archive Service - discusses the creation of web archive profiles of the

distribution of the archived web between the institutions based on the Top-Level domains,

and content languages. The Memento Aggregator will use these profiles to optimize the query

routing techniques.

• Chapter 9: Conclusions and Future Work - concludes the research results and contribu-

tions. We point to other future work opportunities.



9

CHAPTER 2

WEB ARCHIVING TRENDS

In this chapter, we will give an overview of the current trends in the web archiving including:

crawling, preservation, and retrieval.

2.1 WEB AND WEB ARCHIVING

Web archives preserve the web for future access. In this section, we give an overview about the

web and the relationship with web archive.

2.1.1 WORLD WIDE WEB

The World Wide Web (WWW, or simply web) is “an information space in which the items

of interest, referred to as resources, are identified by global identifiers called Uniform Resource

Identifiers (URI)” [152]. The first proposal of the web, was published by Berners-Lee in 1989 [65],

described the web as an elaborated information management system. Figure 1 shows the relation

between the main parts of the web: URI, Resource, and Representation.

Uniform Resource Identifiers (URIs) [67] provide a mechanism to identify the resources across

the web. URI is characterized by the following definitions:

• Uniform: Different types of identifiers can be used in the same context however the dereference

mechanisms are different. It is achieved by allowing uniform semantic interpretation across all

the types of resource identifiers.

• Resource: A resource can be anything that has identity.

• Identifier : An identifier is an object that can act as a reference to something that has identity.

In the case of URI, the object is a sequence of characters with a restricted syntax [68].

Dereferencing the URI is the process of using the URI to access the resource by retrieving a

representation of the resource (e.g., HTTP GET) or adding or modifying a representation of the

resource (e.g., HTTP PUT). Dereferencing is defined by the URI scheme (e.g., HTTP and FTP).

A representation is “Data that encodes information about resource state” [152]. Representations

of a resource may be sent or received using interaction protocols. The protocol is responsible for

determining the form of the representation that should be delivered upon request. HTTP protocol

uses the content negotiation mechanism to select the best representation of the resource.

Content negotiation [117] is the mechanism to deliver multiple representations through the same

URI. Negotiation is between the requesting agent and the server. Based on this negotiation, the

server will come to a decision about which representation should be served. HTTP defines two kinds

of content negotiation: server-driven and agent-driven negotiation. These two kinds of negotiation

are orthogonal and may be used separately or in combination.
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Fig. 1 The relationship between URI, Resource, and Representation (figure taken from [152]).

Table 1 Content negotiation request headers

Header Description
Accept It is used to specify certian media type in the response
Accept-Charset It is used to specify acceptable character sets in the response
Accept-Encoding It is used to specify acceptable content-codings in the response
Accept-Language It is used to specify preferred natural languages in the response

HTTP/1.1 includes various request-header fields to enable the user agent to send its capabilities

and user preferences (as appeared in Table 1). The Vary response-header field can be used to express

the parameters the server uses to select a representation that is subject to server-driven negotiation.

For example, the URI http://foo.edu/paper may have different versions [145]:

1. HTML, English

2. HTML, French

3. Postscript, English

The server will respond with the first representation (HTML, English), if the user agent’s request

headers include:

Accept: text/html;q=0.8

Accept-Language: en-US,en;q=0.5

Even though Berners-Lee [66] added time as one of the dimensions in his original design issue

document (that was the root of the content negotiation in HTTP protocol [117]), content-negotiation
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in the time dimension did not become available until Memento protocol appeared in 2009 [278].

Chapter 3 discusses the Memento protocol in detail.

2.1.2 WEB ARCHIVING

Library of Congress defined Web Archiving [10] as “The process of creating an archival copy of

a website. An archived site is a snapshot of how the original site looked at a particular point in

time.” In recent years, there have been various studies about web archiving.

In 2006, Masanès [197] reviewed the state-of-the-art of methods, tools, and standards to build a

web archive. Masanès discussed the web archiving paradigm from the computer science and librarian

point of view. Masanès stated the main challenges for web archiving with an overview about the

current web role in the society, then he explained the main procedures of the web archiving such as

selection, crawling, access, analyzing, and preservation. Masanès discussed two case studies: Internet

Archive and DACHS, a research-driven selective Web archive. Brown [81] provided a practical guide

for archiving the Web; the book examined the process of archiving from selection, collection, storage,

and delivery to the user. The book also covered legal issues and quality assurance. Brown illustrated

the web archiving process as a workflow (figure 2) with the following steps:

• Selection: A selection policy should be determined to define a set of web resources for col-

lection, with clearly defined boundaries and collection frequencies.

• Maintenance: The selection policy should not be static, but must be updated to reflect

changes in internal and external factors to ensure its continuing relevance and fitness for

purpose.

• Collection: collection is the process of collecting the website content from the web to be

ready for preservation. There are different collection methods such as: client-side (remote

harvesting), server-side (direct transfer and database archiving).

• Quality Assurance and Cataloging: one must ensure that the selection policy is being

implemented correctly and the collected content is described adequately to support its long-

term preservation and use.

• Storage and Preservation: Digital information is stored in the form of bits that have no

inherent meaning. So preservation is the process of saving the digital content to ensure the

continued accessibility over time. There are three basic strategies: Refreshing, Migration, and

Emulation. Refreshing is the process of transfering the data between two types of the same

storage medium [285]. Refreshing is an effective preservation technique when the bit stream

could be encoded independent of the software or the hardware. Migration is the process of

converting the original object to a new form which can be accessed using current methods [285].

Migration includes refreshing but it differs in not always copying the exact bit stream but it

may convert the resource from hardware/software configuration to another or from computer

generation to another. Emulation is the process of developing new methods for accessing the

object in its original form [238].
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Fig. 2 The web archiving process (figure is taken from [81]).
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• Delivery: the community of users must be able to access the web archive content. The delivery

system should guarantee two basic functions: a means for users to discover the content and a

means to deliver that content in a meaningful form.

Brügger [82] provided a step-by-step guide to archive a website based on the framework of

the Danish research project Media and Democracy in the Network Society (MODINET)1. Brügger

focused on “micro-archiving” which is archiving carried out on a small scale in space and time with

a limited experience on the archiving. In other words, he focused on the “Website” and not the

“Web”.

Shiozaki and Eisenschitz [249] published the results of a questionnaire survey that was conducted

between 16 national libraries designed to clarify how national libraries justify their web archiving

activities. The survey results concluded that:

(a) There are benefits from running these web archiving initiatives that exceed the overall costs.

(b) The libraries bear the costs for these initiatives more than the stakeholder.

(c) The national libraries try to work on the legal risks (e.g., legislation, contracting and opt-out

policies) although there are trade-offs in terms of costs for negotiation, scope of access, and size

and scope of the web archive.

Kelly et al. [167] published a report about “PoWR: The Preservation of Web Resources” project.

The handbook aimed to give a suggestion for best practices to enable the archiving of the web

and web-based resources. Gomes et al. [125] performed a survey on the web archiving initiatives

identifying 42 web archives around the world. Gomes found that the number of web archives has

grown since 2003. They studied the archived data and the means of access to these archives. Niu

[218, 217] evaluated several web archives to study the selection, acquisition, and access techniques

of the web archives. Niu limited her study to web archives with an English interface.

National libraries have published their web archiving initiatives in various studies, for example,

National Library of France [48], Portuguese web archive [126], UK web archive [53], National Library

of the Czech Republic [283], National Taiwan University [93], National Archives of Australia [141],

Netarkivet web archiving [98], National and University Library of Slovenia [165], and China Web

InfoMall [291].

2.1.3 TYPES OF WEB ARCHIVES

There are different ways to categories the web archives. We can categorize based on the harvesting

strategy to client-side, database, and transactional archiving (section 2.2); and based on the selection

to specialized and general purpose archives (section 2.3). In this section, we will address other criteria

that we could use to categorize the web archives.

Masanès [197] defined three categories of web archiving based on the scope: site-centric, topic-

centric, or domain-centric. In site-centric archiving, the crawler focused on a specific site, it is

common in private archives that some organization are developed and used its own web archive

internally for their own purposes. It may be archived using web copier or special archiving service

1http://www.modinet.dk
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provider, for example, Hanzo Archive2 is archiving the Coca Cola website [30]. In topic-centric

archiving, the archiving process is related to specific topic or event, not just the website. The

selection of seed URIs that are related to the topic could be manual (e.g., Archive-It) or automatic

(e.g., Twittervane [20]) An extra effort should be done to select the seed URIs that are related to

the topic, for example, Minerva project3 from the Library of Congress. Finally the domain-centric

archiving, the archiving process is not driven by the content but by the location, for example,

National Archives and Records Administration (NARA)4 has a focus on .gov Top-Level Domian

(TLD).

The source of the seed URIs is another criteria. First, the seed URIs are retrieved from a public

directory such as DMOZ, which is where the Internet Archive draws their seed URIs. In this case,

the scope of the web archive may range from specific domain to world wide domains. The crawler

expands this list by discovering more URIs. Second, the seed URIs may be promoted by the user

directly. Some social bookmarking websites enable the user to archive the URI content. Third, it

may be there are no seed URIs. This is the case of versioned documents systems such as Content

Management Systems (CMS) and Wikipedia that used to save copies of all the versions. So all the

pages are subject to archiving, then the user could browse the history through the same interface.

Copying the websites to another place before sunset could be considered as a web archive that

preserve the final version of the websites that are no longer available online, however there is no

machine-readable interface about copying. For example, the conferences websites used to be copied

to another destination after the completion of conference. JCDL 2002 is not accessible on its original

URI5 but is accessible through the JCDL website6.

Institutions running web archives can be divided into three types:

• Nonprofit organizations such as Internet Archive and CommonCrawl.

• National libraries such as UK Web Archive and Bibliothèque nationale de France.

• Private companies such as Hanzo Archive and REED Archives.

2.2 SELECTION

Selection is the process of determining a set of web resources that should be collected and

preserved. This set of web resources is defined in “Selection Policy”. Selection policy is a general

guiding document that defines the collection development policy [196].

The IIPC Harvesting Practice Report [199] surveyed between 17 members in IIPC [3], and 13 of

them responded to the current archiving policy question.

• All domains: the Internet Archive includes all content published to any domain or host

that is not excluded by robots.txt [9, 178]. Internet Archive ignores robots.txt for all embeds

resources.

2http://www.hanzoarchives.com/
3http://www.loc.gov/minerva/
4http://www.archives.gov/
5http://www.jcdl2002.org
6http://jcdl.org/archived-conf-sites/jcdl2002/
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• Partner customized policy: the California Digital Library (CDL) and Archive-It do not

have their own policy but they allow the curatorial partners to determine their own policies

and setup their own crawler using their favorite seeds URIs and crawling frequency.

• National cultural heritage: some national archives perform the selection based on their

legal deposit law. Subjects for selective harvesting include media, governmental, academics,

technology and medicine and important events on nation-wide. For example, Bibliothèque

nationale de France (BnF) is mandated to harvest websites of the “French national domain”

under the French Heritage Law, or “Code du patrimoine”. The law has been published on

August 2006. The law allowed the national libraries to cover the internet communications: “is

also liable to legal deposit every sign, signal, writing, image, sound or messages of every kind

communicated to the public by electronic channels” (clause 39) [48].

• User submission: some services enabled the users to archive their favorite URIs such as

WebCite and Archive.is. So the selection policy depends on the users’ selection. For example,

WebCite (which is an IIPC member) enables the user to push a copy to the WebCite which

returns a new URI suitable for citing the unchanging archived version. Recently, Internet

Archive provided a “Save Page” feature [237] to allow the user to submit to the Wayback

Machine.

The source of the seed URIs may vary between the archives. Internet Archive suggests adding

your website to Open Directory7 (DMOZ) to be included in IA’s seed list [5]. UK Web Archive se-

lection process is manual, dependent upon internal subject specialists or external experts to contact

them and nominate websites for archiving in the UK Web Archive [2]. Twittervane [20] is a new tool

developed by UK Web Archive to automate the selection of websites for archiving. Twittervane uses

the crowdsourcing [146] approach that compliments the manual selections provided by subject spe-

cialists and other experts. The project develops a tool for analyzing twitter content that determines

which websites are shared most frequently around a given theme over a given time period; and link

to UK web archive infrastructure to support harvesting of sites that fall within the UK domain.

Masanès [196] divided the selection process into three phases: preparation, discovery, and fil-

tering. Figure 3 shows the relation between the phases with the main output of each phase. In

preparation, the curator should determine the target of the collection, capture policy, and the tools

that will be used to implement it. The preparation phase will differ based on the type of the archive.

Discovery phase determines the list of entry points, the capture frequency, and the scope of the

capture. The discovery has two types based on the collection building approach: manually or auto-

matically. Finally, the filtering phase limits the discovery phase to be with in the selection policy

that was defined in the preparation phase.

2.3 ACQUISITION

The term “acquisition” (also known as harvesting or collecting) designates the various technical

means used to get the content into the archive [197]. The next step in the web archiving life

cycle is how to capture the web site content for future preservation. In general, there are three

7http://www.dmoz.org
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Fig. 3 The phases of the selection process (figure is taken from [196]).

main techniques for harvesting the web site content: remote harvesting, database archiving, and

transactional archiving.

2.3.1 REMOTE HARVESTING/CLIENT-SIDE ARCHIVING

This is the simplest and the common way to crawl the web for archiving purposes and was

adopted from search engine crawling techniques. In this method, the web crawler works as a web

browser and accesses the web as a normal user. Crawlers start from seed pages, parse them, extract

links and fetch the linked document. Figure 4 shows a block diagram of how the web archive crawler

accesses the web sites.

In this technique, the crawler aims to get a complete snapshot of the web page by downloading

the HTML page with all its embedded resources. However, the crawler may have to hit the same web

site many times, so crawlers apply a politeness rule by keeping delay between each HTTP request

(typically 1 to 3 seconds). For the larger web sites, the crawler may take days to capture a complete

snapshot of the web site which may cause a coherence problem [259], whic is an inconsistency between

the web pages due to the crawling in different times.

Crawling Strategies

The crawl depends on crawling strategy that determines what the order of pages to be crawled.

The Important Page First strategy has been studied in different ways. Cho et al. [96] proposed a

policy to visit the most important page first based on re-ordering the visited URI. They evolved the

ordering schema based on some importance metrics such as: similarity to a query, backlink count,

and PageRank. Baeza-Yates [51] compared different strategies based on the amount of available

information about the crawling cycle (no-information, partial information, or all the information).

Ben Saad and Gançarski [61, 62] adapted new crawling strategies to increase the quality of the

web archive for the completeness and coherence. Completeness measures the ability of the archive

to contain the largest amount of useful versions. Coherence measures how much the archive reflects
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Fig. 4 Client-side archiving (figure is taken from [197]).

the snapshot of web sites at different points in time. One strategy based on recording the pattern

of changes for the web pages and configure the crawler frequency to visit the web pages based on

this computed pattern. Their experiment showed a completeness gain up to 20% in case of limited

resources. Another strategy focused on downloading the most important versions. An important

version is a version that has important change with respect to the last one archived of the same

page. Hence, unimportant changes in the page (e.g., advertisements and decoration) can be ignored

and useful information is captured by a single crawl, maximizing the use of resources.

Heritrix crawler executes a primarily breadth-first, order-of-discovery policy for choosing URIs

to process, with an option to prefer finishing sites in progress to beginning new sites (i.e., site-first

scheduling) [210].

Tools

The IIPC Harvesting Practices Report [199] showed that 19 out of 21 web archives are using “Her-

itrix” for harvesting the web content. Heritrix is the Internet Archive’s open-source, extensible,

web-scale, archival-quality webcrawler project. IA started the development in 2003 [24, 210] to be

able to do crawling internally for its own and other partners (before that Alexa8 Internet used to

donate bi-monthly snapshots to IA).

8http://www.alexa.com/
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Challenges

As new technologies start to appear, the web archiving crawler should adapt itself to capture it. It

results a list of harvesting challenges [236]:

• Ajax and Web 2.0/3.0 : In Ajax (Asynchronous JavaScript and XML) [121] applications, the

state of the user interface is determined dynamically, through changes in the DOM that are

only visible after executing the corresponding JavaScript code [208]. In this case, the crawler

should be able to walk through these different states based on navigational path.

• Streaming Media: Streaming websites, such as YouTube.com and Vimeo.com, became a chal-

lenge to the normal web crawling techniques. Web site owners used to discourage bulk/dis-

tributed downloads via bots.

• URI challenges: URI is the key of the crawling procedure. The URI model has been altered by

some web sites [270]. For example, the dynamic generated URI where you may have different

URIs for the same resource.

• Mobile: Various websites provided a special interface for the handheld devices. Even though

this interface may differ from the original website, web archives typically do not archive to this

different format [245].

2.3.2 DATABASE ARCHIVING

Many tools and technologies support the usage of the database to deliver the website interface.

Database archiving refers to methods for archiving the website by archiving the underlying content

database. The basic idea behind database archiving is exporting the data in standard format that

could be imported later into the archive and providing a general access method for the data.

McCown and Nelson [203] discussed three methods to inject the server components, including

database, into the web archive. The first method is exposing the raw components in compressed

files that area ready to be crawled, but it is not recommended because the search engines avoid

crawling the binary content [206]. The second method is called robots vaults [274] where the server

components is encoded into special pages that are for crawlers only, however the search engine may

avoid them because it may be considered as spam. The third method is called dispersion through

preexisting content where the server components are injected into special tags in the crawled pages

such as HTML comment tags in HTML pages.

Tools

Software Independent Archiving of Relational Databases (SIARD) [15] is an archiving solution for

relational databases, and was developed by Swiss Federal Archive. SIARD suite is based on inter-

national standards such as XML, SQL:1999 and UNICode.

DeepArc [12] was developed by National Library of France (BnF) to transform relational database

content into XML for archiving purposes. DeepArc allows the users to map an existing relational



19

Fig. 5 Transactional archives (figure is taken from [197]).

data models to one or more data models specified by XML Schema. DeepArc can export the database

content into the specified schema.

2.3.3 TRANSACTIONAL ARCHIVING

Transactional archiving intercepts the transactions that occurred between the web server and

the web browser, then it stores and archives this pair of request/response. This archival procedures

depends on event-driven not content-driven. It could be implemented by applying a filter to the web

server to record each input/output (request/response) flow [197].

Tools

SiteStory [55] is an open-source transactional archive that runs on ApacheWeb servers. SiteStory

provides an access through Memento compatible interface. The archival data can be exported to

WARC format that can be uploaded into Wayback Machine instance. Brunelle et al. [85] discov-

ered that SiteStory has low effect on the content server performance. Figure 6 shows SiteStory’s

architecture diagram.

pageVault [11] is a client-side transactional archive. It archives and indexes every unique HTTP

response. The filter component of pageVault sits inside the web-server’s address space. It inspects

each HTTP request, and if the pageVault configuration specifies that the request is of a type which

should be considered for archiving, it then inspects the response. pageVault consists of four com-

ponents: filter to intercept the calls, distributor to check the potential unique responses, archiver

to archive the unique responses, s and query servlet to search and retrieve the archival database.

Figure 7 shows the architecture diagram for pageVault.

Transaction-Time Apache (TTApache) [112] is a server side transactional archive. It is an exten-

sion of the Apache web server that supports document versioning. TTApache automatically archives
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Fig. 6 SiteStory’s architecture diagram (figure is taken from [55]).

Fig. 7 Client-side TA - pageVault architecture diagram (figure is taken from [11]).
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Fig. 8 Server-side TA - TTApache Server model (figure is taken from [112]).

the document version during the HTTP GETs. TTApache is fully compatible with HTTP queries,

an Apache server can seamlessly migrate to TTApache server at any time without affecting anything

else on the web. TTApache stores full copies, not differences between versions. Figure 8 shows the

server model for TTApache.

IIPC funded Live Archiving HTTP Proxy (LAP) [25]. LAP is an HTTP proxy that captures

the HTTP traffic, then LAP sends the captured traffic to dedicated writers, which may be WARC

or ARC formats writers.

2.4 ACCESSING THE ARCHIVED WEB

There are two main access models to the archived web content. First, the user accesses the web

archive through the web interface. Second, the user use some services that have been built on the

top of the archived web content. In this section, we will cover both approaches in the current web.

2.4.1 WEB ARCHIVE WEB INTERFACE

Usually the web archives provide three common user interfaces to enable the users to browse the

archive content: URI-based, collection-based, and full-text search. They could be used together or

separately. Internet Archive implemented the URI-based access though the “WayBack Machine”.

It depends on entering the URI on the text box and click on “Take Me Back” button (Figure 9(a)),

then the user will get a list with the different archived copies on Internet Archive for this specific

URI (Figure 9(b)). Gomes et al. [125] reported that 89% of the web archives provide URI-lookup



22

(a) Internet Archive Wayback Machine Query.

(b) Internet Archive Wayback Machine Results.

Fig. 9 Internet Archive Wayback Machine Interface.

interface. WebCite and the UK National Archives are another two examples of this category.

The second category is collection-based. Web pages were crawled based on specific events or

topics. For example, you can browse the “September 11, 2001”9 collection at the Library of Congress

or “2011 Egyptian Revolution”10 at Archive-It. Figure 10 shows the main page of the “September

11, 2011” collection on the Library of Congress Web Archive.

The third category is full-text search. Costa and Silva [102] found that the users preferred the

full-text search to the URL-search. Gomes et al. [125] reported that 67% of the web archives

supported full-text search. Costa et al. [100] surveyed the different architectures to build full-text

search for the web archive. They discussed the concept of “Temporal Inverted Files” where the

index is partitioned by time then by document or term; or partitioning by term or document first

9http://lcweb2.loc.gov/diglib/lcwa/html/sept11/sept11-overview.html
10http://www.archive-it.org/public/collection.html?id=2358
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Fig. 10 September 11, 2001 collection on the Library of Congress archive


