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ABSTRACT

STUDIES OF MIXING PROCESSES IN GASES AND EFFECTS ON COMBUSTION AND STABILITY

Frank P. Kozusko, Jr.

Old Dominion University, 1995

Director: Dr. D. Glenn Lasseigne

Three physical models of laminar mixing of initially separated gases are studied. Two models study the effects of the mixing dynamics on the chemical reactions between the gases. The third model studies the structure and stability of a laminar mixing layer in a binary gas. The three models are:

1. Two ideal and incompressible gases representing fuel and oxidizer are initially at rest and separated across an infinite linear interface in a two dimensional system. Combustion, expected as the gases mix, will lead to a rapid rise in temperature in a localized area, i.e. ignition. The mixing of the gases is enhanced by two counter-rotating vortices with centers located on the initial interface. The ignition process is studied by an asymptotic analysis.
Ignition times for the double vortex lay between the no vortex and the single vortex times. As the distance between the two counter-rotating vortices gets smaller, ignition times approach the no vortex case, for increasing distance the ignition times approach the single vortex case.

2. Laminar mixing of compressible gases representing two reduced chemical systems is studied. The gases are initially separated into two semi-infinite planes and have different freestream flow velocities. Combustion is followed through ignition to the post-ignition steady flame.

The ignition distance is an inverse logarithmic function of the initially required loading of a non-fuel, non-oxidizer radical. The post-ignition flame temperature is not effected by the initial radical concentration.

3. Laminar compressible non-reacting mixing of two real gases of different freestream temperatures and flow velocities is studied. Realistic values of transport properties are obtained from various tables or calculated from theory. The transport properties are dynamically calculated as functions of the changing temperature and gas concentrations across the mixing layer. A steady state mixed solution is found. Items of interest are the stability characteristics, the profiles of temperature and gas concentrations and the variations of the Prandtl and Lewis numbers.

The Lewis number and Prandtl numbers may vary significantly through the mixing layer. Neutral phase speeds and growth rates for spatial stability are also shown to be effected by the molecular weights and physical properties.
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Chapter 1

INTRODUCTION

In this thesis, three different physical models of laminar mixing of initially separated gases are studied. The first two models study the effects of the mixing dynamics on the chemical reactions between the gases. Reduced kinetics is used, where a reduced number of chemical reactions, reactants and products are used to model a more complex system. The third model studies the structure and stability of a laminar mixing layer in a binary gas. Presented below is a more detailed overview of the three models. Also presented is a brief introduction of the governing equations used in laminar mixing layers, which will be further developed as applicable in the subsequent chapters. All of the systems studied here are assumed to depend on two spatial variables, and are either steady or unsteady according to the appropriate physical model. The three models are:

1. Two ideal and incompressible gases representing fuel and oxidizer are initially separated across an infinite linear interface in a two dimensional system. The gases are initially at rest with respect to each other. The system temperature

1
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is near that where combustion, expected as the gases mix, will lead to a rapid rise in temperature in a localized area, an ignition point. The mixing of the gases, which would normally proceed by diffusion, is enhanced by two counter-rotating vortices whose centers are located on the initial interface. The ignition process is studied by asymptotic analysis and compared to previous work of similar systems without vortex mixing and one with mixing provided by a single vortex.

2. Laminar mixing, ignition and stability of compressible gases representing a reduced chemical system is studied. Gases initially separated into two semi-infinite plans are mixed by diffusion and differing freestream flow velocities. Combustion is followed through and post ignition. Parameters of interest are the ignition distance from the initial stream mixing point, the post ignition temperature and stability as determined by the Lees/ Lin condition. Two different reduced chemical systems are analyzed.

3. Laminar compressible non-reacting mixing of two real gases of different freestream temperatures and flow velocities is studied. Realistic values of transport properties are obtained from various tables or calculated from theory. The transport properties are dynamically calculated as functions of the changing temperature and gas concentrations across the mixing layer. A steady state mixed solution is found. Items of interest are the stability characteristics and the profiles of temperature and gas concentrations as well as the Prandtl and Lewis numbers.
1.1 Chemical Reduction Systems

The simplest combustion process might look like

\[ FUEL + OXYGEN \rightarrow PRODUCT + HEAT \]  

and involves only two reactants and produces one product and thermal energy as indicated. Combustion processes are, of course, more complicated and involve many reactions, reactants and products. To make the combustion models more manageable, reduced numbers of component gases are used. This is accomplished by fiat (Birkan and Law [1]) or a reduction theory. Some reduction theories indeed produce the simple model above while others limit the number of components to only a few (Peters [2]).

1.2 Physical and Transport Properties

The physical properties of the gases affecting the mixing include molecular weight, specific heat and heat release of the reaction. Thermodynamic properties which must be considered in the mixing are the coefficients of thermal conductivity ($\lambda$), viscosity ($\mu$) and species diffusion ($D$). Models are simplified by assuming equal weights, as in Chapters Two and Three. Other simplifications are the assumptions of constant and nominal values for the above properties. In Chapter Two the most simplifying assumptions are used while the investigation of Chapter Four attempts to calculate the most realistic values possible.
1.3 Ignition Dynamics in the Field of a Vortex Pair

In Chapter Two, the ignition dynamics of the initially separated fuel and oxidant are investigated using a simple model. In this model, fuel and oxidizer in an infinite plane are initially separated by the z-axis and are at rest. At time $t = 0$, two counter-rotating vortices with centers at $(-d, 0)$ (clockwise rotating) and $(d, 0)$ (counter-clockwise rotating) are initiated. The individual vortices are equally described, except for the rotation direction, by a radial velocity of zero and angular velocity of

$$V_{\pm d} = \pm \frac{R}{r_{\pm}}.$$ 

$R$ is the vortex Reynolds number and $r$ is the distance to the applicable vortex center. The system is simplified by assuming constant density, equal molecular weights and constant transport properties. At time $t > 0$, the fuel and the oxidizer mix by diffusion and the convective force of the combined vortices. Combustion is modeled as a one-step irreversible Arrhenius reaction. Rapid ignition is expected, so the system is studied on an asymptotic time scale. The ignition time and the ignition location are determined for various sets of initial parameters. Results are compared to previous work of Marble [3] who studied a similar system where mixing was by diffusion only and that conducted by Macaraeg, Jackson, and Hussaini [4] where mixing was by diffusion and a single vortex.
1.4 Reduced Mechanism Combustion

In Chapter Three, two reduced kinetic models are studied in a steady state, spatially varying laminar mixing layer. The first kinetic model was proposed by Birkan and Law [1]. In this system, equal molecular weights and constant transport properties were assumed. The second kinetic model was proposed by Peters [2], which models methane-air combustion. In this system equal molecular weights and constant transport properties were also used. However, the reaction rates and the heat release values were realistically calculated from available data tables. The physical system is that of two gases initially separated by a splitter. Each gas has a flow velocity parallel to the plate. At $x = 0$, the plate ends and the gases begin to mix by convection and diffusion. The combustion process is tracked in the $x$-direction through ignition to post-ignition steady flame structure. Of interest is the comparison of the ignition and post-ignition characteristics of the two reduction systems and the effect on the post-ignition structure of the initial conditions. As will be discussed further, Birkan and Law studied only the post-ignition flame structure and not the approach to ignition.

1.5 Structure and Stability of a Compressible Mixing Layer in a Binary Gas

In Chapters Four and Five, the physical system is the same as the previous one. However, only mixing and not combustion is assumed, and actual gas combinations
are used. The gases included in this study are hydrogen ($H_2$), helium ($He$), neon ($Ne$), nitrogen ($N_2$), oxygen ($O_2$) and argon ($Ar$). The true molecular weights are used and the transport properties are calculated using the best data available. Calculations and results are compared to previous work by Jackson and Grosch [5] [7] and Grosch [6].

1.6 Governing Equations

In this and subsequent sections, the governing equations for the three models of mixing described above are presented. The two-dimensional boundary layer equations for a reacting compressible flow mixture are given by Anderson [8]:

\begin{align}
\frac{\partial p^*}{\partial t^*} + \frac{\partial (\rho^* u^*)}{\partial x^*} + \frac{\partial (\rho^* v^*)}{\partial y^*} &= 0; \\
\rho^* \frac{\partial u^*}{\partial t^*} + \rho^* u^* \frac{\partial u^*}{\partial x^*} + \rho^* v^* \frac{\partial u^*}{\partial y^*} - \frac{\partial}{\partial y^*} \left( \mu^* \frac{\partial u^*}{\partial y^*} \right) &= - \frac{\partial P^*}{\partial x^*}; \\
\frac{\partial P^*}{\partial y^*} &= 0; \\
\rho^* C_p^* \frac{\partial T^*}{\partial t^*} + \rho^* u^* C_p^* \frac{\partial T^*}{\partial x^*} + \rho^* v^* C_p^* \frac{\partial T^*}{\partial y^*} &= \\
\frac{\partial}{\partial y^*} \left( \lambda^* \frac{\partial T^*}{\partial y^*} \right) + \mu^* \left( \frac{\partial u^*}{\partial y^*} \right)^2 + u^* \frac{\partial P^*}{\partial x^*} + \sum_{i=1}^{n} C_{p_i}^* \rho^* D_i^* \frac{\partial F_i^*}{\partial y^*} &= - \sum_{i=1}^{n} k_i^* \Omega_i^*; 
\end{align}
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and conservation of species,

\[ \rho^* \frac{\partial F_i^*}{\partial t^*} + \rho^* u^* \frac{\partial F_i^*}{\partial x^*} + \rho^* v^* \frac{\partial F_i^*}{\partial y^*} = \frac{\partial}{\partial y^*} \left( \rho^* D_i^* \frac{\partial F_i^*}{\partial y^*} \right) + \sum_{j=1}^{n} \mu ij \Omega_j^*. \quad (1.6.6) \]

The asterisk indicates the dimensional form of the quantities: \( \rho^* \) the system mass density, \( C_p^* \) the specific heat capacity of the system, \( T^* \) the temperature, \( t^* \) the time, \( u^* \) the velocity in the \( x^* \) direction (parallel to the boundary), \( v^* \) the velocity in the \( y^* \) direction (normal to the boundary), \( \mu^* \) the coefficient of viscosity of the system, \( P^* \) the pressure, \( C_{pi}^* \) the heat capacity of the \( i^{th} \) gas, \( D_i^* \) the diffusion coefficient of the \( i^{th} \) gas with respect to the total system, \( \lambda_i^* \) the thermal diffusion coefficient of the system, \( F_i^* \) the mass density of the \( i^{th} \) gas, \( \Omega_j^* \) the rate of the \( j^{th} \) reaction (if any), \( \mu ij \) the stoichiometric number representing the production or absorption of the \( i^{th} \) gas in the \( j^{th} \) reaction, and \( h_i^* \) is the enthalpy change of the \( i^{th} \) reaction.

### 1.6.1 Non-dimensional Equations

The standard method used to provide universal reference for differing system values is to non-dimensionalize all values. The choices of the study are

\[ u^* = u u_{\infty}, \quad \lambda^* = \lambda \lambda_{\infty}, \quad C_{pi}^* = C_{pi\infty} C_p \]

\[ x^* = x L^*, \quad y^* = \frac{y L^*}{\sqrt{Re}}, \quad \text{and} \quad t^* = \frac{t L^*}{u_{\infty}^*}. \]

All other values are non-dimensionalized similarly by their respective dimensional value at infinity. The non-dimensional equations are then

continuity,

\[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = 0; \quad (1.6.7) \]
conservation of momentum in the $x$-direction,

$$
\rho \frac{\partial u}{\partial t} + \rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} - \frac{\partial}{\partial y} \left( \mu \frac{\partial u}{\partial y} \right) = -\frac{\partial P}{\partial x}; \quad (1.6.8)
$$

conservation of momentum in the $y$-direction,

$$
\frac{\partial P}{\partial y} = 0; \quad (1.6.9)
$$

conservation of energy,

$$
\rho C_p \frac{\partial T}{\partial t} + \rho u C_p \frac{\partial T}{\partial x} + \rho v C_p \frac{\partial T}{\partial y} = \frac{1}{Pr_\infty} \frac{\partial}{\partial y} \left( \lambda \frac{\partial T}{\partial y} \right) + M_\infty^2 (\gamma - 1) \mu \left( \frac{\partial u}{\partial y} \right)^2 + u \left( \frac{\partial P}{\partial x} \right) + \frac{1}{Sc_\infty} \sum_{i=1}^{n} C_{pi} \rho D_i \left( \frac{\partial F_i}{\partial y} \right) \left( \frac{\partial T}{\partial y} \right) - \sum_{i=1}^{n} h_i \Omega_i; \quad (1.6.10)
$$

and

conservation of species,

$$
\rho \frac{\partial F_i}{\partial t} + \rho u \frac{\partial F_i}{\partial x} + \rho v \frac{\partial F_i}{\partial y} = \frac{\partial}{\partial y} \left( \rho D_i \frac{\partial F_i}{\partial y} \right) + \sum_{j=1}^{n} \nu_{ij} \Omega_i. \quad (1.6.11)
$$

The following non-dimensional quantities are defined:

$$
Re = \frac{L_\infty \rho_\infty u_\infty^*}{\mu_\infty^*}, \quad Pr_\infty = \frac{\mu_\infty^* C_{p\infty}^*}{\lambda_\infty^*}, \quad Le_\infty = \frac{\lambda_\infty^*}{\rho_\infty^* D_\infty^* C_{p\infty}^*},
$$

$$
Sc_\infty = \frac{\mu_\infty^*}{\rho_\infty^* D_\infty^*}, \quad \gamma_\infty = \frac{C_{p\infty}^*}{C_{v\infty}^*}, \quad \text{and} \quad M_\infty = \frac{u_\infty^*}{a_\infty^*}.
$$

Here $M_\infty$ is the Mach number at infinity and $C_v$ is the specific heat at constant volume.

### 1.6.2 Equation of State: Ideal Gas Law

The ideal gas law for a gas mixture in its non-dimensional form is

$$
P = \rho T \frac{\sum_{i=1}^{n} \frac{F_i}{W_i}}{\sum_{i=1}^{n} \frac{F_i^\infty}{W_i}}. \quad (1.6.12)
$$
where $W_i$ is the molecular weight of the $i^{th}$ gas.

### 1.6.3 Reaction Rates

The reaction rates used in this study are of the Arrhenius form. If two species with densities $F_1$ and $F_2$ are expected to react on contact, the model rate used is:

$$
\Omega = F_1 F_2 Da \exp \left( -\frac{Ze}{T} \right) \quad (1.6.13)
$$

Here, $Da$ is the Damköhler number for the reaction, $Ze$ is the Zeldovich number which is the nondimensional activation energy

$$
Ze = \frac{E^*}{R^* T_{\infty}} \quad (1.6.14)
$$

where $E^*$ is the dimensional activation energy for the particular reaction and $R^*$ is the gas constant.

### 1.7 Coordinate Transformations

A standard technique in steady boundary layer theory is to perform two coordinate-system transformations to simplify the governing equations for the case of a spatially dependent density. The first transformation eliminates the density $\rho$ from the continuity equation. The second reduces the dependence of the flow variables on the $x$-coordinate and replaces the continuity equation with a stream function. When the assumption of constant density is used, the first transformation is not needed.
1.7.1 Howarth-Dorodnitsyn Transformation

As mentioned above, the Howarth-Dorodnitsyn transformation [8] is used to eliminate the density from the continuity equation and is given by

\[(x, y) \rightarrow (X, Y), \]
\[Y = \int_0^y \rho \, dy, \quad X = x, \]
and \[V = \rho v + u \int_0^y \rho_x \, dy. \]  

(1.7.15)

where the notation \( \frac{\partial (\cdot)}{\partial x} \) has been adopted. The governing equations become

\[P_x = 0, \]
\[u_X + V_Y = 0, \]
\[\rho(u u_X + V u_Y) = (\mu u_Y)_Y, \]
\[\rho C_p (u T_X + V T_Y) = \]
\[
\left( \frac{1}{P_{\infty}} \right) (\lambda \rho T_Y)_Y + M_{\infty}^2 (\gamma_{\infty} - 1) \mu (u_Y)^2 + \left( \frac{1}{S_{\infty}} \right) \rho \sum_{i=1}^{n} C_{pi} D_i T_Y F_i, \] 

(1.7.16)

and

\[
\rho(u F_i, Y + V F_i, Y) = \frac{1}{S_{\infty}} (\rho D_i F_i, Y)_Y + \sum_{j=1}^{n} \nu_{ij} \Omega_j. \] 

(1.7.17)

1.7.2 Similarity Transformation

For certain boundary conditions and using certain similarity transformations, the flow is found to be independent of one of the new independent variables. A standard
transformation is (Jackson and Grosch [7]):

\[(X, Y) \rightarrow (x, \eta),\]

\[\eta = \frac{Y}{2\sqrt{x}}, \quad x = X\]

and

\[u = f'(\eta), \quad (1.7.18)\]

where primes denote differentiation with respect to the similarity variable \(\eta\). The above transformation yields \(V = (\eta f' - f)/\sqrt{x}\) which satisfies the continuity equation identically. The remaining equations are:

\[(\rho f'')' + 2ff'' = 0, \quad (1.7.19)\]

\[(\rho \lambda T')' + 2Pr_\infty C_P fT' + (\gamma_\infty - 1)M_\infty^2 Pr_\infty \rho f''\]

\[+ Pr_\infty Sc_\infty \rho^2 D_{12} T' \sum_{i=1}^{n} C_{P,i} F_i' = 4\pi Pr_\infty (C_P \rho f'T_x - \sum_{i=1}^{n} \nu_i \Omega_i^\ast) \quad (1.7.20)\]

\[(\rho^2 D_{12} F_i')' + 2Sc_\infty \rho fF_i' = 4\pi f' F_i + \sum_{j=1}^{n} \nu_{ij} \Omega_j, \quad (1.7.21)\]

\[\sum_{i=1}^{n} F_i = 1 \quad (1.7.22)\]

and

\[C_P = \sum_{i=1}^{n} C_{P,i} F_i. \quad (1.7.23)\]

### 1.8 Stability

Once the the solution to the governing equations is determined, a further analysis is to examine the stability of that solution (called the mean flow). The analysis envisions
each of the dependent variables; temperature, pressure and velocities being perturbed by an undetermined function in the form of (example for velocity):

\[ U = u_{\text{mean}} + \Phi \exp \left[i(\alpha x - \omega t)\right], \]  

(1.8.24)

where \( \omega \) is the frequency of the perturbation, \( c = \frac{\omega}{\alpha} \) is the wave speed and \( \alpha \) the wave number, assumed to be complex. For spatial stability which is analyzed here, if the imaginary part of \( \alpha \) is non-zero the disturbance will grow at \( x \to \pm \infty \). These represent unstable perturbation modes. In analysis first proposed by Lees and Lin [9], stable perturbation modes are postulated to exist when a regularity factor is zero. In both the reduced chemical combustion section and the binary gas mixture studies, stability conditions will be considered.

1.9 Summary

Three laminar mixing problems are considered in this thesis:

- In the double vortex problem, the simple combustion model (1.1.1) is used. The system density is assumed constant; therefore, the transformed Navier-Stokes equations are not required. The transport properties are chosen to be constant with nominal and simplifying values. The flow streams have equal velocity and a moving coordinate system is chosen so that the velocities in the free stream are zero. This system is assumed to exist in its separated state until a pair of counter-rotating vortices are started. The vortex centers coincide with the initial gas interface. The vortices will enhance the mixing of the gases and effect
the combustion rate. This study investigates the ignition processes and time to
ignition for various combination of system parameters.

- In the reduced chemical combustion study, the flow magnitudes are different
on separate sides of the splitter plate. Again nominal and simplifying values
are assigned the transport properties. Two chemical reduction systems are
studied, one only slightly more complex than the model (1.1.1) and one complex.
The system is assumed to be independent of time but the density is spatially
dependent; therefore, the transformed Navier-Stokes equations are used. The
combustion process is studied as a function of the distance downstream of the
end of the splitter plate. Ignition and post ignition structure and stability are
analyzed.

- In the study of the effects of differing molecular weights on the mixing layer,
only the process of the gases mixing is studied. It is assumed that there is no
combustion. The system is variable density, with different flow velocities. Only
one real gas is initially in each flow field. Thirty combinations of six different
gases are considered. The transport properties are calculated using available
theory and data. This complete system is compared to model systems which
use simpler approximations for the transport properties. The steady state of
the mixing layer is calculated, and the stability of this steady state is studied.
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Chapter 2

IGNITION DYNAMICS IN THE FIELD OF A VORTEX PAIR

2.1 Introduction

An important problem in the general area of non-premixed combustion is the theoretical study of chemical reactions in turbulent reacting flows. However, such flows are difficult to analyze because the governing equations are highly nonlinear, transient and involve a large number of parameters as well as a wide range of length and time scales. The large scales are essentially inviscid and are related to the geometric configuration of the flow. On the other hand, combustion takes place on the smaller scales associated with the diffusion of fuel and oxidizer into each other. It is on these smaller scales that theoretical work can be established in hope of gaining insight into the more complex larger problems. Marble [3], developed a simple model problem that locally describes an established thin flame wrapped up by a small scale
eddy. However, certain important aspects, such as ignition and flame structure, were not included within the framework of the Marble problem. A systematic analysis of the ignition process in vortex dominated flows using asymptotic methods and direct numerical simulation has been conducted by Macaraeg, Jackson, and Hussaini [4]. Additionally, Thevenin and Candel [10] conducted a similar analysis but allowed for much larger difference in temperature between the initially unmixed gases. The above ignition studies have been restricted to a single point vortex. Since counter-rotating vortex pairs are likely to occur in turbulent flow (and easily demonstrated by dragging a coffee stirrer through coffee), the effects of the vortex pair on the ignition processes should also be examined. Considered here is an ignition dynamics model with constant density, one-step Arrhenius reaction between initially unmixed species of fuel and oxidizer occupying adjacent half-planes. The fuel and oxidizer are allowed to mix and react in the presence of a pair of counter-rotating point vortices with centers located on the initial interface. Using large activation energy asymptotics, particular attention is paid to the ignition regime as a function of the vortex Reynolds number and the spacing between the vortices and the initial density ratios of the fuel and oxidizer. Where applicable, results are compared to the previous work with a single point vortex [4] and also with the similar ignition study where no vortex is present (Linan and Crespo [11]).
2.2 Problem Formulation

Two gases $F_1$ and $F_2$ are initially at rest. At $t = 0$, two counter-rotating vortices are initiated. The vortices each produce a radial and angular velocity component with respect to their own centers ($\pm d, 0$). Both radial velocities are zero. The individual angular velocities are:

$$V_{\pm d} = \frac{\pm RPr}{r_{\pm}}.$$  

(2.2.1)

The density of the system is assumed constant, and the diffusion coefficients are taken as $D_i = 1$. The reaction mechanism used for this study is:

$$F_1 + F_2 \rightarrow PRODUCT + HEAT.$$  

(2.2.2)

The simplified versions of equations (1.6.7) through (1.6.11) are written in cylindrical coordinates. The continuity equation reduces to an identity with the introduction of the stream function which is due to the combined flow of the two vortices. The velocities in terms of the stream function are

$$U = \frac{1}{r} \frac{\partial \Psi}{\partial \theta} \quad \text{and} \quad V = -\frac{\partial \Psi}{\partial r}.$$  

(2.2.3)

with $(U, V)$ being the radial and angular velocity components, respectively. The particular stream function for the vortices given by (2.2.1) and expressed in Cartesian coordinates $(x, y)$ is

$$\Psi = -\frac{RPr}{2} \ln \left[ \frac{(x-d)^2 + y^2}{(x+d)^2 + y^2} \right].$$  

(2.2.4)

The other equations simplify to:

$$T_t + UT_r + \frac{V}{r} T_\theta = \nabla^2 T + \beta \Omega.$$  

(2.2.5)
and

\[
F_{j,t} + UF_{j,r} + \frac{V}{r} F_{j,\theta} = \frac{1}{Le_j} \nabla^2 F_j - \Omega, \quad j = 1, 2, \quad (2.2.6)
\]

where

\[
\Omega = Da F_1 F_2 e^{-2e/T} \quad (2.2.7)
\]

and \(\nabla^2\) is the two-dimensional Laplacian operator in cylindrical coordinates; \(T\) is the temperature; and \(F_1\) and \(F_2\) are the mass fractions of the fuel and oxidizer, respectively. The chemical reaction is modeled as a one-step irreversible Arrhenius reaction. The nondimensional parameters appearing above are

\[
\begin{align*}
R &= \Gamma/2\pi \nu \quad \text{vortex Reynolds number,} \\
Pr &= \mu C_p / \lambda \quad \text{Prandtl number,} \\
Ze &= E/(R^0 T_\infty) \quad \text{Zeldovich number,} \\
Da &= \quad \text{Damkohler number,} \\
Le_j &= Sc_j / Pr \quad \text{Lewis number for species } j, \\
Sc_j &= \nu / D_j \quad \text{Schmidt number for species } j
\end{align*}
\]

and

\[
\beta \quad \text{Heat release per unit mass of } F_1
\]

with \(\Gamma\) being the circulation of the vortex, \(\nu = \mu / \rho\) is the kinematic viscosity, \(\mu\) is the viscosity, \(\rho\) is the density that is assumed constant, \(\lambda\) is the thermal conductivity, \(C_p\) is the specific heat at constant pressure, \(E\) is the dimensional activation energy, \(R^0\) is the universal gas constant and \(D_j\) is the species diffusion coefficient. The Damkohler number is defined as the ratio of the characteristic diffusion time scale
to the characteristic chemical time scale. The temperature and mass fractions were nondimensionalized by the values $T^\infty_0$ and $F^\infty_1$, respectively. The velocities were nondimensionalized by $U_0$, some characteristic speed. Lengths and times are referred to the relevant diffusion characteristic scales $l_d = \lambda^*/\rho^*C_p^*U_0^*$ and $l_d/U_0$ of the flow, respectively. These equations are to be solved subject to appropriate initial and boundary conditions given in the appropriate sections below. All of the calculations to be presented use unit Prandtl number.

### 2.3 Convection Analysis

Analysis of the convection-only flow that would be induced by the combined interaction of the two vortices can give insight to the full convective-diffusive system. Circulation times associated with the convection can be used to evaluate the system ignition times. Convective streamlines and circulation periods are developed below.

The total velocity in the $x$ and $y$ directions as a result of the interaction of the two vortices can be shown to be:

$$v_x = \frac{-4dR_{xy}}{[(x-d)^2 + y^2][(x+d)^2 + y^2]}$$  \hspace{1cm} (2.3.8)

and

$$v_y = \frac{2dR(x^2 - y^2 - d^2)}{[(x-d)^2 + y^2][(x+d)^2 + y^2]}.$$  \hspace{1cm} (2.3.9)

Dividing equation (2.3.8) by equation (2.3.9) yields the differential equation

$$\frac{v_x}{v_y} = \frac{\frac{dx}{dt}}{\frac{dy}{dt}} = \frac{dx}{dy} = \frac{-2xy}{x^2 - y^2 - c^2}$$  \hspace{1cm} (2.3.10)
which has a solution:

\[(x - x_d)^2 + y^2 = x_d^2 - d^2. \quad (2.3.11)\]

Thus, the convection flow has circular streamlines. The streamline through the arbitrary point \((x, y)\) lies on a circle with center \((x_d, 0)\) and radius

\[r^2 = x_d^2 - d^2. \quad (2.3.12)\]

Clearly there are an infinite number of convection circles. The convective flow induced by the double vortex can now be understood by calculating the angular and radial velocity at a point \((x, y)\) with respect to the point \((x_d, 0)\).

The radial velocity is:

\[
U_{xd} = 2ydR \frac{x^2 - y^2 - d^2 - 2x(x - x_d)}{((x - d)^2 + y^2)((x + d)^2 + y^2)\sqrt{(x - x_d)^2 + y^2}}. \quad (2.3.13)
\]

Using equation (2.3.12), it is seen that the numerator in equation (2.3.13) is equal to zero, consistent with circular flow. The angular velocity is given by

\[
V_{xd} = 2Rd \frac{y^2(x + x_d) + (x^2 - d^2)(x - x_d)}{((x - d)^2 + y^2)((x + d)^2 + y^2)\sqrt{(x - x_d)^2 + y^2}}. \quad (2.3.14)
\]

Using equation (2.3.12) this reduces to

\[
V_{xd} = \frac{dR}{xr}. \quad (2.3.15)
\]

Since \(V_{xd} = r\dot{\theta}\),

\[
\dot{\theta} = \frac{dR}{xr^2} = \frac{dR}{(rcos(\theta) + x_d)r^2} \quad (2.3.16)
\]

and the rotation time is given by

\[
t = \int_{\theta_0}^{\theta_1} \dot{\theta}dt. \quad (2.3.17)
\]
This gives a period of rotation of

\[ T = \frac{2\pi x_0 d^2}{dR}. \]  

(2.3.18)

If the point \((x_0, 0)\) is defined as the \(x\)-intercept of the flow circle with \(x_0 = x_d - r\), then substitution into (2.3.12) and (2.3.18) yields

\[ r = \frac{d^2 - x_0^2}{2x_0}, \quad x_d = \frac{x_0^2 + d^2}{2x_0} \quad \text{and} \quad T = \frac{\pi (d^2 - x_0^2)^2 (x_0^3 + d^2)}{4dR x_0^3}. \]  

(2.3.19)

The convection flow can now be viewed as a series of nonintersecting eccentric circles with periods and radii dependent only on the vortex spacing \(d\) and the location of the \(x\)-intercept nearest to \(x = 0\). Figure 2.1 shows the period as a function of the near zero \(x\)-intercept for \(R\) values 20, 15, 10 and 5 from left to right. Figure 2.2 shows various streamlines for \(d = 3\) clearly demonstrating the eccentric nature. These streamlines are independent of \(R\) which only effects the speed of the convection flow around the streamlines. In what follows, the full convective-diffusion results will be compared with the purely convective flow discussed above.

### 2.4 Ignition Asymptotic Analysis

At time \(t = 0\), the reaction rate is exactly zero since the product \(F_1F_2\) has a value of zero everywhere. For \(t > 0\), the fuel and oxidizer mix by diffusion and by the convection induced by the vortex pair. Thus, the product \(F_1F_2\) and the reaction rate are no longer zero. For small time, it is reasonable to assume that the effect of the reaction on the overall flow field is small. So, the solution for small time is near the inert or chemically frozen solution which is denoted by the superscript \(I\). In what
follows, the only case considered is the case with the fuel and the oxidizer having near equal initial temperatures. This assumption leads to the inert temperature having the form \( T' = 1 + O(Ze^{-1}) \), where the \( O(Ze^{-1}) \) term is included to allow for small initial temperature differences between the fuel and the oxidizer. As time increases, the combustibles continue to mix and the reaction rate increases until, at some finite time, a thermal explosion occurs characterized by significant departure from the inert solution. To analyze this ignition process, the effect of the growing reaction rate is determined by expanding the dependent variables about the inert solution as

\[
T = 1 + Ze^{-1}T_1 + O(Ze^{-2}) \tag{2.4.20}
\]

and

\[
F_j = F_j^I + O(Ze^{-1}). \tag{2.4.21}
\]

Taking the asymptotic limit \( Ze \to \infty \), the leading-order equations are given by

\[
T_{1,t} + UT_{1,r} + \frac{V}{r}T_{1,\theta} = \nabla^2 T_1 + F_1^I F_2^I e^{T_1} \quad \tag{2.4.22}
\]

and

\[
F_{j,t} + U F_{j,r} + \frac{V}{r} F_{j,\theta} = \frac{1}{Le_j} \nabla^2 F_j^I \quad j = 1, 2 \tag{2.4.23}
\]

where the Damkohler number \( Da \) has been chosen to be

\[
Da = \frac{e^{Ze}}{\beta Ze}. \tag{2.4.24}
\]

This particular choice of the Damkohler number ensures that a distinguished limit exists, that is, the reaction rate term is of the same order in a Zeldovich number expansion as the time derivative terms. The appropriate boundary and initial conditions
are given by

\[
FUEL \ \text{SIDE} : \quad T_1 = 0, \quad F_1^I = 1, \quad F_2^I = 0 \quad (2.4.25)
\]

and

\[
OXIDIZER \ \text{SIDE} : \quad T_1 = \beta_T, \quad F_1^I = 0, \quad F_2^I = \phi^{-1} \quad (2.4.26)
\]

where \( \phi \) is the equivalence ratio defined as the ratio of the mass fraction of the fuel (species 1) to the mass fraction of the oxidizer (species 2) divided by the ratio of their molecular weights times their stoichiometric coefficients. The parameter \( \beta_T \) allows for small initial temperature differences. If \( \phi = 1 \), the mixture is said to be stoichiometric, if \( \phi > 1 \) it is fuel rich, and if \( \phi < 1 \), it is fuel lean. Also, if \( \beta_T \) is less than zero, the oxidizer is relatively cold compared to the fuel, and if \( \beta_T \) is greater than zero, it is relatively hot.

### 2.5 Numerical Techniques

The equations (2.4.22) and (2.4.23) are solved numerically for a range of \( R \). Implementation of the boundary conditions is facilitated if the system is recast in Cartesian coordinates \((x, y)\). The solution technique is a 2nd-order finite-difference scheme on a nonuniform mesh with a four-stage Runge-Kutta time-stepping scheme that is formally 2nd-order but has an extended stability region making it accurate and robust for solving moderately stiff problems [4]. Two coordinate stretching forms are used to resolve the structure near and between the vortex centers. The stretching in the \( y \)-direction is similar to that employed by [4]. The stretching in the \( x \)-direction requires
a form that has a fine grid size between and near the vortex centers, a coarse grid as $x \rightarrow x_{\text{max}}$, and preserves the symmetry of the problem. The $dx$ sizing is provided by choosing a minimum $dx$ to be placed at the vortex center and then changing the $dx$ as a function of $x$ according to:

$$dx(x_i + dx) = dx(x_i)\frac{1 + z^2 + b(z^2 - 1)(z^2 - 2)\exp\left(\frac{z^2}{x_{\text{max}}^2}\right)}{1 + c(z^2 - 1)^2(z^2 - 2)^2}, \quad x_{i+1} = x_i + dx \quad (2.5.27)$$

where $z = x/d$ is the variable $x$ normalized by the vortex center and $c$ is selected to limit the ratio of $dx(x = 0)$ and $dx(x = d)$. The solution to the system (equations 2.4.22 and 2.4.23) is advanced in time from the initial conditions using the Runge-Kutta scheme. Grid resolution studies that at least doubled the computational mesh were carried out to ensure that all of the structures were well resolved.

### 2.6 Results

As $t$ increases, the solution for the temperature perturbation $T_1$ becomes unbounded at some finite time ($t_{ig}$) and location ($x_{ig}, y_{ig}$). This defines the ignition time. Ignition times are presented below as a function of the various parameters: (i) vortex spacing, (ii) equivalence ratio, (iii) temperature ratio and (iv) Lewis number. Whenever appropriate, results are compared to the classical result of Linan and Crespo [11] in which the reactants mix by diffusion only in the absence of any vortex and with that of a corresponding potential point vortex centered at the origin of the coordinate system having velocities

$$U = 0 \quad \text{and} \quad V = \frac{R}{r} \quad (2.6.28)$$
as discussed in [4].

2.6.1 Comparison of Ignition Times of a Single vs a Double Vortex

Figure 2.3 shows the nondimensional ignition time for the double vortex as a function of the vortex Reynolds number $R$ for $\phi = Le_j = Pr = 1$, $\beta_T = 0$ and for vortex centers at $d = 3$ (Δ) and $d = 4$ (□). The nondimensional ignition times corresponding to the vortex pair lay between that of no vortex (Linan and Crespo case) denoted by the solid line and that of the potential point vortex (⊙) described in [4]. That the ignition in the presence of a double vortex will proceed more slowly than in the presence of a single vortex when the vortex Reynolds number is the same in both cases is a somewhat unexpected result.

As was shown, the convective flow for the two cases is very different. The single vortex has streamline circles which are concentric and the angular velocity around a circle is constant. The interaction of the two vortices causes streamline circles which are eccentric with an angular velocity that varies around the circle. It is easily envisioned that the flow is faster between the vortices where the flow from the individual vortices is additive and likewise slower on the the outside ($x < -d$ and $x > d$) where the flows are opposing each other. Where as the single vortex tends to produce a maximum of the product $F_1F_2$ in the center of the vortex [4], the double vortex produces a maximum of the product $F_1F_2$ at an eccentric location.

For these cases where $\beta_T = 0$, the heat convection is not significant during the
early stage of the mixing. Also with $\beta_T = 0$, the diffusion of heat will proceed differently than the diffusion of $F_1$ and $F_2$ which are completely separated at the start of the analysis. The importance of temperature to the difference in single versus double ignition times will be presented shortly. Additionally, figures will show that the elevated temperature surfaces will wrap around the double vortices centers; whereas, for the single vortex the maximum of the product $F_1F_2$ and the high temperature point always occur at the center of the vortex. As will be shown, for low Reynolds numbers these two quantities are in an eccentric location and for higher values of $R$, the temperature maximum is in the center while the $F_1F_2$ high point is still eccentric. The fact that ignition takes place where the $F_1F_2$ product is low should be attributed to the exponential temperature dependence of the Arrhenius reaction rate. An interim case will exist with two hot spots; one at the high $F_1F_2$ point and one at the center of the vortex.

### 2.6.2 Effects of Vortex Spacing

Figure 2.3 shows that the difference in ignition times between the single and double vortex is less for $d = 4$ than for $d = 3$. To further investigate the influence of the vortex spacing on ignition, Figure 2.4 shows a plot of the nondimensional ignition time as a function of vortex spacing for $R = 20$. The limit $d = 0$ is the Linan and Crespo result since the counter-rotating vortices cancel as the spacing goes to zero. As the spacing increases, the nondimensional ignition time for the double vortex (□) approaches that of the potential point vortex since the velocity fields associated with each vortex of the vortex pair have a reduced effect on each other.
2.6.3 Effects of Vortex Reynolds Number

In Figure 2.3, it appears that as the Reynolds number increases from zero there are three distinct regions which is clearly different than in the single vortex case. When the Reynolds number is small, the interaction between the pair of vortices is slight and the vortex strength is small. This region could be referred to as vortex assisted diffusion. As the Reynolds number increases there is a stronger interaction between the pair. The interaction is sufficient to prevent ignition at the vortex center before an asymmetric ignition takes place. For even larger Reynolds numbers, the interaction between the vortices is still strong, but each vortex is strong enough to cause ignition at the center before an asymmetric ignition is possible. The shift of the ignition point as Reynolds number increases is apparent from Figure 2.5 which shows the isotherms of the temperature perturbation at the time of ignition for $R$ values 5, 10, 15 and 20. For $R = 5$ and $R = 10$, the ignition point is not at the center of the vortex, and the ignition point shows a slight counterclockwise movement for the larger Reynolds number. With $R = 15$, the ignition is still away from the vortex center, but a second hot spot is beginning to be established at the center of the vortex. The two temperature peaks are shown in Figure 2.6 which is the temperature surface for $R = 15$ and $d = 3$. In the last frame in Figure 2.5, the ignition is occurs at the center of the vortex for $R = 20$ which is the final region in Figure 2.4. This is dramatically illustrated in Figure 2.7 where the temperature hot spot is clearly established at the center of the vortex. Also of note is the elevated temperature along the diffusion front that spirals about the vortex center. Figure 2.8 shows the contours
of the mass fraction $F_t$ at ignition for the double vortex with $d = 3$, $\beta_T = 0$, and $\phi = Le_j = Pr = 1$. (The contours are enhanced to show the location of the $F_t \approx 0.5$ levels). For $R = 5$, the interface does not move far from the center of the vortex before ignition; for higher values of $R$, there is more of a wrap around effect.

2.6.4 Effect of Equivalence Ratio

Figure 2.9 is a plot of the nondimensional ignition times for the potential point vortex (□), for the double vortex (○) with centers $(\pm 4, 0)$, and for no vortex (△), as a function of the equivalence ratio $\phi$ with $R = 20$, $Le_j = Pr = 1$ and $\beta_T = 0$. In all three cases, the nondimensional ignition time is delayed significantly for fuel rich mixtures ($\phi > 1$), while the nondimensional ignition time is enhanced for fuel lean mixtures ($\phi < 1$). The double vortex ignition times lie between the single vortex and no vortex ignition times as previously explained.

2.6.5 Effect of Temperature Ratio

Figure 2.10 shows the nondimensional ignition time for the potential point vortex, for the double vortex with centers $(\pm 4, 0)$, and for no vortex, as a function of the temperature ratio $\beta_T$ with $R = 20$ and $\phi = Le_j = Pr = 1$. Recall that the nondimensional ignition times for the no vortex case are those obtained by Linan and Crespo [11]. In all three cases, the nondimensional ignition time is delayed significantly when the temperature of the oxidizer is less than that of the fuel ($\beta_T < 0$), while the nondimensional ignition time is enhanced when the temperature of the oxidizer is greater.
than that of the fuel ($\beta_T > 0$). As $\beta_T$ increases from zero, the nondimensional ignition times for all three cases become essentially indistinguishable. For a large $\beta_T$ the immediate result of the convective mixing is homogenizing the temperature in the center of the vortex. This reduces the central temperature and asymmetric ignitions take place as discussed in [4]

### 2.6.6 Effect of Lewis Number

To investigate the effect of the Lewis number on ignition, the nondimensional ignition time as a function of the Lewis number $Le_J = Le$ for $\beta_T = -2 (\bigcirc)$, $\beta_T = 0 (\square)$, and $\beta_T = 2 (\Delta)$ with $R = 0$ and $\phi = Pr = 1$ is shown in Figure 2.11. These results correspond to the case where no vortex is present and mixing is achieved by diffusion alone. Linan and Crespo [11] did not consider this non-unity Lewis number case in their analysis. The largest effect occurs for $\beta_T = -2$ since the nondimensional ignition time is delayed thereby allowing diffusion to play a more dominant role. The combined effect of equivalence ratio and Lewis number is determined by examining Figure 2.9 together with Figure 2.11. Since fuel rich mixtures delay ignition, diffusion becomes more important and thus the effects of non-unity Lewis numbers become noticeable. For fuel lean mixtures, the nondimensional ignition time is shortened, the reactants have not had much time to diffuse, and thus non-unity Lewis numbers do not significantly alter the nondimensional ignition time. These trends persist even when a potential point vortex or a double vortex is introduced at time $t = 0$ since the effect of convection is to only somewhat reduce the overall nondimensional ignition time.
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2.6.7 Effects of Convection

The ignition time along with the convective flow analysis allows insight into the mixing of the species. From Figure 2.3, the ignition time for $d = 3$ and $Re = 20$ is approximately 5.6. At $Re = 20$, a convective circle with center $(x_d, 0) = (4.65, 0)$, radius $r = 3.55$, and intersecting the $x$-axis at $x = 1.1$ has a period equal to the ignition time (see Figure 2.1). A fluid element starting at any point inside this circle has been recirculated at least once before ignition, conversely a fluid element starting outside this circle does not experience one cycle of circulation before ignition.

Figure 2.12 shows the effects of convection on equally spaced fluid elements starting at $y = 0$ and $0 < x < 3$ at $t = 0$ and the streamline circle defining the recirculation region, superimposed on the contours of $F_2$ at time of ignition. The vortex center is marked by a cross. It appears that the diffusion interface defined by $F_1 = 0.5$ follows the convection of the fluid elements closely if the original elements lay outside of the recirculation circle and on a convection circle with radius much greater than the recirculation circle. However, inside the recirculation circle there would be many layers of fuel and oxidizer in the absence of diffusion, each layer being thinner as the vortex center is approached. Diffusion will eliminate the interface between the layers near the vortex center, leaving behind an almost constant mixture of fuel and oxidizer. If the product $F_1 F_2$ is large enough at the vortex center, then ignition will take place there, as it does for $R = 20$. For the region $x >> d$, the convective flow is much slower and only slightly effects the diffusion interface.
2.7 Conclusion

Presented here is a study of the influence of the hydrodynamical and physiochemical parameters on the ignition time and flame structure assuming a one-step, irreversible Arrhenius reaction between initially unmixed species occupying adjacent half-planes which are then allowed to mix and react by convection and diffusion in the presence of a vortex pair. In particular, the nondimensional ignition time is enhanced when (i) the vortex Reynolds number is increased from zero, (ii) the mixture is fuel lean, or (iii) the oxidizer is initially hotter than the fuel. The ignition time approaches that of a potential point-vortex as the vortex spacing increases. The effect of non-unity Lewis numbers on ignition is greatest when the ignition times are delayed, since diffusion then plays a more dominant role. In all cases, the ignition time obtained for the double vortex is between the case when no vortex is present and the case when a potential point vortex is located at the origin.
Figure 2.1: Streamline circle periods for $R = 20, 15, 10$ and $5$ (left to right) vs $x$ intercept.
Figure 2.2: Eccentric streamline circles for $d=3$. 
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Figure 2.3: Nondimensional ignition times as a function of the vortex Reynolds number $R$ for $\beta_T = 0$, $\phi = \epsilon_j = Pr = 1$ and for vortex spacings $d = 3$ (△) and $d = 4$ (□).
Figure 2.4: Nondimensional ignition times as a function of vortex spacing \( d \) for

\[ R = 20, \beta_T = 0, \text{ and } \phi = Lc_j = Pr = 1. \]
Figure 2.5: Isotherms of the temperature perturbation at ignition for the double vortex with center at $d = 3$ and for vortex Reynolds numbers of $R=5$, $R=10$, $R=15$ and $R=20$, with $\beta_T = 0$, and $\phi = Le_j = Pr = 1$. 
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Figure 2.6: Temperature surface at ignition for $d=3$, $R=15$, $\beta_T = 0$, and $\phi = Le_j = Pr = 1$. 
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Figure 2.7: Temperature surface at ignition for $d=3$, $R=20$, $\beta_T = 0$, and $\phi = Le_j = Pr = 1$. 
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Figure 2.8: Contours of the fuel mass fraction $F_I^f$ at ignition for the double vortex with center at $d = 3, \beta_T = 0$, and $\phi = Le_j = Pr = 1$. 
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Figure 2.9: Nondimensional ignition times as a function of the equivalence ratio $\phi$

with $R = 20$, $\beta_T = 0$ and $Le_j = Pr = 1$. 
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Figure 2.10: Nondimensional ignition times for a single vortex, for a double vortex with $R=20$ and for no vortex ($R=0$) as a function of the temperature ratio $\beta_T$ with $R = 20$ and $\phi = Le_j = Pr = 1$. 
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Figure 2.11: Nondimensional ignition times as a function of the Lewis number $Le_j = Le$ for $\beta_T = -2 (\Diamond)$, $\beta_T = 0 (\Box)$ and $\beta_T = 2 (\triangle)$ with $R = 0$ and $\phi = Pr = 1$. 
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Figure 2.12: Ignition convection wavefront (●), $F_1^T$ contours and recirculation circle.
Chapter 3

IGNITION AND STRUCTURE

USING REDUCED

MECHANISM COMBUSTION

3.1 Introduction

The previous analysis of the ignition in the field of a double vortex used a reduced combustion system representing a single step irreversible process of the form:

\[ \text{FUEL} + \text{OXYGEN} \rightarrow \text{PRODUCT} + \text{HEAT}. \]  

This is the simplest representation of reduced chemical combustion involving more than one species. In this chapter, the ignition and the post-ignition structure of mixing layers involving more complex models of reduced chemical systems is considered. The
first system was proposed by Birkan and Law [1] as:

$$OXYGEN + Radical_1 \rightarrow 2Radical_2 + HEAT,$$  \hspace{1cm} (3.1.2)

$$FUEL + Radical_2 \rightarrow 2Radical_1 + HEAT$$  \hspace{1cm} (3.1.3)

and

$$Radical_1 + Radical_2 + M \rightarrow 2Product + M + HEAT.$$  \hspace{1cm} (3.1.4)

The second system, based on methane-air combustion (Peters [2]), is:

$$3H_2 + O_2 = 2H + 2H_2O$$  \hspace{1cm} (3.1.5)

and

$$2H + M = H_2 + M.$$  \hspace{1cm} (3.1.6)

The radicals represent additional elements or compounds necessary for the reaction scheme and $M$ represents the composite of all inert compounds in the mixing gases. Equation (3.1.5) and equation (3.1.6) are both exothermic to the right and endothermic to the left. These two reduction schemes are analyzed in the mixing layer model of Jackson and Grosch [7]. The system is assumed to be at steady state. All component gases are assumed to have the same molecular weight and heat capacity.

### 3.2 Mixing Layer Equations

The physical geometry used by [7] envisions several gases initially flowing parallel and separated by a splitter plate. At $x = 0$ the plate ends and the gases begin to mix by convection and diffusion. The steady state nondimensional equations governing
the mixing layer in this analysis are a subset of (1.6.7) through (1.6.11) along with
(1.6.12) and are given by:

\[
\frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = 0, \tag{3.2.7}
\]

\[
\rho (u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y}) = \frac{\partial}{\partial y} \left( \mu \frac{\partial u}{\partial y} \right), \tag{3.2.8}
\]

\[
\rho (u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y}) = Pr_{\infty}^{-1} \frac{\partial}{\partial y} \left( \lambda \frac{\partial T}{\partial y} \right) + (\gamma_{\infty} - 1) M_{\infty}^2 \mu \left( \frac{\partial u}{\partial y} \right)^2 + \Sigma \beta_i \Omega_i \tag{3.2.9}
\]

\[
\rho (u \frac{\partial F_j}{\partial x} + v \frac{\partial F_j}{\partial y}) = Sc_{\infty}^{-1} \frac{\partial}{\partial y} \left( \mu \frac{\partial F_j}{\partial y} \right) + \Sigma \nu^{ij} \Omega_i \tag{3.2.10}
\]

and

\[
\rho T = 1, \tag{3.2.11}
\]

where

\[
\Omega_i = \Sigma_j Da_{ij} F_i F_j \exp \left( - \frac{Ze_{ij}}{T} \right) \tag{3.2.12}
\]

and \( \nu^{ij} \) is the stoichiometric number for the \( j^{th} \) species in the \( i^{th} \) reaction. Following
the Howarth-Dorodnitsyn and similarity transformations, setting \( Pr_{\infty} = Sc_{\infty} = 1 \),
and using the Chapman form for the viscosity, \( \mu = T \), the governing equations become
(see (1.7.19) through (1.7.22)):

\[
f''' + 2ff'' = 0, \tag{3.2.13}
\]

\[
L(T) = (\gamma_{\infty} - 1) M_{\infty}^2 (f'')^2 + \frac{4x}{\rho} \Sigma \beta_i \Omega_i, \tag{3.2.14}
\]
and

$$L(F_j) = \frac{4x}{\rho} \sum_i \nu^i \Omega_i$$  \hspace{1cm} (3.2.15)$$

where

$$L(\ ) = 4x f' \frac{\partial(\ )}{\partial x} - (\ )'' - 2f(\ )',$$  \hspace{1cm} (3.2.16)$$

with

$$(\ )' = \frac{\partial(\ )}{\partial \eta}.$$

### 3.3 Birkan and Law Reduction System

With the nondimensionalization performed using the dimensional values at infinity and adopting the notation

$$F_1 = FUEL, \quad F_2 = OXYGEN,$$

$$F_{R_2} = Radical_2 \quad \text{and} \quad F_{R_1} = Radical_1,$$  \hspace{1cm} (3.3.17)$$

the initial and boundary conditions for the upper half-plane at the end of the splitter plate $x = 0$ and at $y \rightarrow \infty$ are

$$T = 1, \quad F_1 = 1, \quad F_2 = F_{R_2} = 0, \quad F_{R_1} = \beta_1 \quad \text{and} \quad u = 1.$$  \hspace{1cm} (3.3.18)$$

Similarly, the initial and boundary conditions for the lower half-plane at the end of the splitter plate $x = 0$ and at $y \rightarrow -\infty$ are

$$T = \beta_T, \quad F_1 = 0, \quad F_2 = \phi, \quad F_{R_2} = \beta_2, \quad F_{R_1} = 0 \quad \text{and} \quad u = \beta_u.$$  \hspace{1cm} (3.3.19)$$

The reaction mechanism is given by

$$I: \quad F_2 + R_1 \rightarrow 2R_2 + Heat.$$  \hspace{1cm} (3.3.20)$$
II : \[ F_1 + R_2 \rightarrow 2R_1 + \text{Heat} \] (3.3.21)

and

III : \[ R_1 + R_2 + M \rightarrow 2P + M + \text{Heat}. \] (3.3.22)

Following [1], the heat release parameters and the activation energies are set to

\[ \beta_I = \beta_{II} = \beta_{III} = 1, \quad Z_{eI} = Z_{eII} = Z_e \quad \text{and} \quad Z_{eIII} = 0. \] (3.3.23)

Under these assumptions, the reaction rates are

\[ \Omega_I = D_{aR_1}F_2R_1 \exp(-Z_e/T), \] (3.3.24)

\[ \Omega_{II} = D_{aR_1}F_2R_1 \exp(-Z_e/T) \] (3.3.25)

and

\[ \Omega_{III} = D_{aR_1}R_2R_1. \] (3.3.26)

The transformed equations take the form

\[ f'''' + 2ff'' = 0, \] (3.3.27)

\[ L(T) = (\gamma_\infty - 1)M_\infty^2(f'')^2 + \frac{4x}{\rho} \Sigma_l \Omega_l, \] (3.3.28)

\[ L(F_1) = \frac{4x}{\rho}(-\Omega_I), \] (3.3.29)

\[ L(F_2) = \frac{4x}{\rho}(-\Omega_{II}), \] (3.3.30)

\[ L(R_1) = \frac{4x}{\rho}(2\Omega_{II} - \Omega_I - \Omega_{III}) \] (3.3.31)

and

\[ L(R_2) = \frac{4x}{\rho}(2\Omega_I - \Omega_{II} - \Omega_{III}). \] (3.3.32)
To reduce the number of parameters, the Damkohler numbers are set as $Da_{F1R2} = Da_{F2R1} = Da_I$ and $Da_{R1R2}$ is chosen as

$$Da_{R1R2} = Da_{III} \exp(Ze).$$

(3.3.33)

### 3.3.1 Selection of Parameters

The following variables need to be selected for analysis of the above system:

$$\Phi, \quad \beta_1, \quad \beta_2, \quad Ze,$$

$$\beta_u, \quad \beta_T, \quad Da_I \quad \text{and} \quad Da_{III}. \quad (3.3.34)$$

Birkan and Law [1] solved their system at post-ignition equilibrium and did not require setting initial conditions of $R_1$ and $R_2$. Here, the ignition is to be studied, and these initial conditions are important. In this system, no initial reaction is possible unless at least one of $\beta_1$ or $\beta_2$ is non-zero. The parameter choice is simplified by setting $\beta_2 = 0$ and varying $\beta_1$. In all the analysis that follows, $Ze$ was chosen as 30 representing a moderate activation energy. Also set are the values $\beta_T = 1.0$ and $\beta_u = 0.5$

### 3.4 Methane-Air Reduction

The following system models combustion in a methane-air system as described by Peters [2]. The numerous reactions in the system are modeled by those representing the most heat production, the highest species concentration, and the slowest reaction rates. Eight reactions are chosen to be representative of the methane-air system:

$$\omega_1: \quad H + O_2 \rightarrow OH + O,$$

(3.4.35)
\[ \omega_2 : \quad O + H_2 = OH + H, \quad (3.4.36) \]
\[ \omega_3 : \quad H_2 + OH = H_2O + H, \quad (3.4.37) \]
\[ \omega_4 : \quad OH + OH = O + H_2O, \quad (3.4.38) \]
\[ \omega_5 : \quad H + O_2 + M \rightarrow HO_2 + M, \quad (3.4.39) \]
\[ \omega_6 : \quad H + HO_2 \rightarrow 2OH, \quad (3.4.40) \]
\[ \omega_7 : \quad H + HO_2 \rightarrow H_2 + O_2, \quad (3.4.41) \]

and

\[ \omega_8 : \quad OH + HO_2 \rightarrow H_2O + O_2. \quad (3.4.42) \]

The species conservation equations are

\[ L(H) = -\omega_1 + \omega_2 + \omega_3 - \omega_5 - \omega_6 - \omega_7, \quad (3.4.43) \]
\[ L(OH) = \omega_1 + \omega_2 - \omega_3 - 2\omega_4 + 2\omega_6 - \omega_8 = 0, \quad (3.4.44) \]
\[ L(O) = \omega_1 - \omega_2 + \omega_4 = 0, \quad (3.4.45) \]
\[ L(H_2) = -\omega_2 - \omega_3 + \omega_4, \quad (3.4.46) \]
\[ L(O_2) = -\omega_1 - \omega_5 + \omega_7 + \omega_8, \quad (3.4.47) \]
\[ L(H_2O) = \omega_3 + \omega_4 + \omega_8 \quad (3.4.48) \]

and

\[ L(HO_2) = \omega_5 - \omega_6 - \omega_7 - \omega_8 = 0. \quad (3.4.49) \]

An equilibrium assumption has been made for the reactants OH, O and HO_2 based on their faster reaction rates. The reaction rates are provided in [2] as the product
of the interacting species densities and the reaction $k$-factor given by

$$k_i = A_i T^{g_i} \exp \left( -\frac{E_i}{RT} \right).$$  \hspace{1cm} (3.4.50)

As an example, the first reaction rate in the forward direction is given by

$$\omega_{1f} = [H][O_2]k_{1f}.$$  \hspace{1cm} (3.4.51)

The equilibrium assumptions previously mentioned yield the equilibrium values

$$[HO_2]_{eq} = \frac{k_{3s}[H][O_2][M]}{(k_6 + k_T)[H] + k_6[OH]},$$  \hspace{1cm} (3.4.52)

$$[OH]_{eq} = \frac{k_{3h}[H_2O][H]}{k_{3f}[H_2]},$$  \hspace{1cm} (3.4.53)

and

$$[O]_{eq} = \frac{k_{4f}[OH][OH]}{k_{3f}[H_2]}.$$  \hspace{1cm} (3.4.54)

The species conservation equations are reduced to

$$L(H) = 2(\omega_1 + \omega_6) - 2\omega_5 - \omega_T,$$  \hspace{1cm} (3.4.55)

$$L(H_2) = -3(\omega_1 + \omega_6) + \omega_6,$$  \hspace{1cm} (3.4.56)

$$L(O_2) = -(\omega_1 + \omega_6),$$  \hspace{1cm} (3.4.57)

and

$$L(H_2O) = 2(\omega_3 + \omega_6).$$  \hspace{1cm} (3.4.58)

The chemical system equivalent to the above is

$$I : \hspace{0.5cm} 3H_2 + O_2 = 2H + 2H_2O$$  \hspace{1cm} (3.4.59)
and

$$II : \quad 2H + M \rightleftharpoons H_2 + M.$$  \hspace{1cm} (3.4.60)

The global reaction rates are given by

$$\omega_I = \omega_1 + \omega_6$$ \hspace{1cm} (3.4.61)

and

$$\omega_{II} = \omega_5.$$ \hspace{1cm} (3.4.62)

The remaining governing equations for this system are

$$f''' + 2ff'' = 0$$ \hspace{1cm} (3.4.63)

and

$$L(T) = (\gamma_\infty - 1)M_\infty^2(f'')^2 + \frac{4x}{\rho}(\beta_I\omega_I + \beta_{II}\omega_{II}).$$ \hspace{1cm} (3.4.64)

The values of $\beta_I$ and $\beta_{II}$ are calculated from reference tables of enthalpy (McBride [12]) based on formation of the compounds from the assigned reference elements.

### 3.4.1 Selection of Parameters

In the Birkan and Law system no initial reaction is possible if both $R_1$ and $R_2$ are not present for $x < 0$. A similar conclusion is found here by analyzing equations (3.4.35) through (3.4.42). If only $H_2$ and $O_2$ are present for the initial condition $x < 0$, then the reactions will not start. Here, the initial condition will provide for some loading of $H$ on the same side of the splitter plate as is $H_2$. The minimum value of $H$ to be expected is calculated by assuming equilibrium disassociation of $H_2$ according to

$$H_2 + M \rightleftharpoons 2H + M.$$ \hspace{1cm} (3.4.65)
This gives an initial $H$ concentration of $O(10^{-11})$. Calculations were made using this minimum value and several other values of initial $H$ loading.

### 3.5 Numerical Techniques

Equation (3.4.63) for the streamfunction $f$ is independent of the remaining equations and is solved using the boundary value problem solver COLSYS. The remaining equations are formed into an implicit nonlinear system of equations using the Crank-Nicholson finite-differencing scheme. The system is in the form

$$Ah(x) = \bar{b}(x) \quad (3.5.66)$$

and is marched in the $x$-direction from $x = 0$ past the ignition point to a post-ignition steady state. The matrix $A$ is inverted using the Thomas algorithm. The $x$ dependence of the inhomogenous term $\bar{b}(x)$ is handled by an iteration process for each $\Delta x$ step of the form:

$$Ah([x + \Delta x],_i) = \bar{b}(x) \quad (3.5.67)$$

and

$$Ah([x + \Delta x],_{i+1}) = \bar{b}([x + \Delta x],_i). \quad (3.5.68)$$

This iteration technique is more complicated for the methane-air system which requires calculation of equilibrium values for $O$, $OH$ and $HO_2$ at each iteration and each new value of $x$. 
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3.6 Results

3.6.1 Ignition Distances

The Birkan-Law reduction system and the reduced methane-air system are analyzed to determine the point of ignition $x_{ig}$ as a function of $\beta_1$ or $H_{initial}$. These parameters are varied over several orders of magnitude. The ignition point is defined as the point when the maximum temperature reaches 90% of its post-ignition flame temperature.

For the Birkan-Law system with $Da_1=Da_2=50$, $Da_3=1000$, $\beta_T = 1.0$ and $\phi = 0.5$ an almost linear relationship of the ignition distance as a function of the log($\beta_1$) is found (see Figure 3.1). For the methane-air system with $\beta_T = 1.0$ and $\phi = 0.5$, Figure 3.2 shows a similar near linear relationship of the ignition distance as a function of the log($H_{initial}$). A comparison of the ignition distances of Figure 3.1 to those of Figure 3.2 reveals a difference by a factor of 10 to 20. This can be attributed to the different reaction mechanisms, the heat release factors and the form of the Arrhenius reaction as determined by the respective Damkohler numbers and activation energies.

3.6.2 Component Densities at Ignition

Since the initial loading of the radicals effects the ignition distance, the values of the radical mass fraction at the ignition point should be of interest. Figure 3.3 shows the concentration of radicals $R_1$ and $R_2$ at the time of ignition for $\beta_1 = 10^{-5}$, $\beta_1 = 10^{-4}$ and $\beta_1 = 10^{-3}$. The difference in magnitude between $R_1$ and $R_2$ at the interface is due to the fuel-oxidizer difference represented by $\phi = 0.5$. Figure 3.4 shows the nondimensional concentration of $H_2O$ and $H$ for methane-air system with initial $H$
loading varying from $10^{-11}$ to $10^{-4}$. Although the initial loading varies over several orders of magnitude, the mass fraction profiles at ignition are nearly identical, thus it appears from Figures 3.3 and 3.4 that ignition is delayed (i.e. $x_{ig}$ varies) until the radical concentration at the interface reaches some required level.

### 3.6.3 Flame Temperature

The temperature of the post-ignition flame is independent of the initial radical loading. Figure 3.5 shows the maximum temperature as a function of $x$ for the methane-air reduction system for two different $H_{\text{initial}}$: $10^{-11}$ and $10^{-4}$. This Figure shows that ignition is delayed for $H_{\text{initial}} = 10^{-11}$, but the post-ignition flame temperature is the same in both cases.

### 3.6.4 Flame Structure

Figures 3.6 and 3.7 show the mass fraction of the component gases, the temperature and the regularity factor (see Chapter 5) of the post-ignition, steady flame as a function of $\eta$ for $H_{\text{initial}} = 10^{-11}$ and $\phi = 0.5$ and 1.0 respectively. With the larger concentration of $H_2$, the flame temperature is higher as are the concentrations of all of the intermediate reactants and products. Figure 3.8 shows the maximum value of temperature, $H_2O$ and $H$ for the methane-air system as a function of $x$ with $H_{\text{initial}} = 10^{-11}$ and $\phi = 0.5$. The build up of $H_2O$ and $H$ to ignition is evident as is the post-ignition approach to an equilibrium value.
3.7 Conclusion

Ignition and post-ignition of a non-premixed flame in a laminar mixing layer has been studied. Two reduced chemical reaction systems were used. Both reduction systems gave similar results as to the effects of the input parameters on the ignition distances and the ignition structure. In each case some initial loading of at least one of the radical components was required. The ignition distances varied inversely to the logarithm of the initial loading. The concentration of the radicals and the post-ignition flame temperature are relatively unaffected by the initial radical loading.
Figure 3.1: Nondimensional ignition distance as a function of $\beta_1$ loading using the Birkan-Law reduction with $Da_1=Da_2=50$, $Da_3=1000$, and $\phi = 0.5$. 
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Figure 3.2: Nondimensional ignition distance as a function of $H_{initial}$ loading using the methane-air reduction with $\phi = 0.5$. 

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 3.3: Nondimensional radical concentrations for different $H_{initial}$ loading using the Birkan-Law reduction.
Figure 3.4: Nondimensional $H$ and $H_2O$ concentrations for different $H_{initial}$ loading using the methane-air reduction.
Figure 3.5: Maximum temperature vs $x$ for methane-air reduction with $\phi = 0.5$ and

$H_{initial} = 10^{-11}$ and $H_{initial} = 10^{-4}$. 
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Figure 3.6: Post-ignition flame structure for methane-air reduction with $\phi = 0.5$ and $H_{initial} = 10^{-11}$. 
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Figure 3.7: Post-ignition flame structure for methane-air reduction with $\phi = 1.0$ and $H_{\text{initial}} = 10^{-11}$.
Figure 3.8: Maximum temperature, $H_2O$ and $H$ concentrations vs $x$ for methane-air reduction with $\phi = 0.5$ and $H_{initial} = 10^{-11}$. 
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Chapter 4

THE STRUCTURE OF A COMPRESSIBLE MIXING LAYER IN A BINARY GAS

4.1 Introduction

As previously mentioned and practiced in Chapters Two and Three, it is common in mixing layer studies to assign constant and nominal values to the parameters $\mu$, $\lambda$, $C_p$, $D_t$, $Pr$ and $Sc$ or to calculate values according to simplified models. Additionally, it is common to assign equal molecular weights to the gases considered, thus simplifying the problem further. Here, the mixing of two gases across a laminar mixing layer will be studied using values for the transport properties calculated from detailed models or tabulated data and using the real molecular weights. Thus, this is an accurate representation of a mixing layer using a combination of real gases. The geometry
is identical to the reduced chemistry combustion problem of the previous chapter. However, the gases will be assumed non-reacting. The mixing will be limited to two gases, but could of course be extended to include more. The gases included in this study are hydrogen ($H_2$), helium ($He$), neon ($Ne$), nitrogen ($N_2$), oxygen ($O_2$) and argon ($Ar$). This choice of gases was not arbitrary. Papamoschou and Roshko [13] and Hall, Dimotakis and Rosemann [14] used binary combinations of $He$, $N_2$ and $Ar$ in their experiments. In addition, hydrogen is the proposed fuel for scramjet engines.

4.2 Governing Equations

The nondimensional equations are given by

\begin{align}
(\rho \mu f''')' + 2ff'' &= 0, \\
(\rho T')' + 2Pr_{\infty}C_P fT' + (\gamma_{\infty} - 1)M_1^2 Pr_{\infty}\rho \mu f'' + Pr_{\infty}Sc_{\infty}^{-1}\rho^2 D_{12} T' \sum_{i}^2 C_{P,i} F_i' &= 0, \\
(\rho^2 D_{12} F_1')' + 2Sc_{\infty}f F_1' &= 0, \tag{4.2.2} \\
1 &= F_1 + F_2, \tag{4.2.3} \\
1 &= \rho T(WF_1 + F_2), \tag{4.2.4}
\end{align}

and

\[ C_P = \sum_{i}^2 C_{P,i} F_i. \tag{4.2.6} \]

The equations were nondimensionalized by the freestream quantities $\rho_{\infty}$, $T_{\infty}$, $u_{\infty}$, $P_{\infty} = \rho_{\infty}R^e T_{\infty}/W_2$, $\mu_{\infty}$, $\lambda_{\infty}$, $D_{12,\infty}$, $C_{P,\infty}$ for the density, temperature, velocities, pressure, viscosity, thermal conductivity, binary diffusion coefficient and specific heat,
respectively. Primes denote differentiation with respect to the similarity variable \( \eta \).

The constants appearing above are the Schmidt number \( Sc_\infty = \mu_\infty / \rho_\infty D_{12,\infty} \), the Prandtl number \( Pr_\infty = \mu_\infty C_{P,\infty} / \lambda_\infty \), the Mach number \( M_\infty = u_\infty / a_\infty \), the molecular weight \( W_i \) of species \( F_i \) with \( W = W_2 / W_1 \) being their ratio, and the ratio of specific heats \( \gamma_\infty \). The speed of sound is \( a_\infty^2 = (\gamma_\infty - 1)C_{P,\infty} T_\infty \). A fixed value of \( T_\infty = 300^\circ K \) is used for this study.

The appropriate boundary conditions are
\[
T = f' = F_2 = 1 \quad \text{and} \quad F_1 = 0 \quad \text{as} \quad \eta \to \infty, \quad (4.2.7)
\]
and
\[
T = \beta_T, \quad f' = \beta_U, \quad F_1 = 1 \quad \text{and} \quad F_2 = 0 \quad \text{as} \quad \eta \to -\infty, \quad (4.2.8)
\]
with \( \beta_U = \frac{U_{*,\infty}}{U_{*,\infty}} \in [0, 1] \) and \( \beta_T \frac{T_{*,\infty}}{T_{*,\infty}} > 0 \) being the velocity and the temperature ratios, respectively. For the momentum equation, the third boundary condition \( f(0) = 0 \) is imposed to fix the streamline along the streamwise axis. If \( \beta_T \) is less than one, the gas in the slow freestream is relatively cold compared with that in the fast freestream, and if \( \beta_T \) is greater than one it is relatively hot. There are two cases depending on the magnitude of \( W \):

- \( W > 1 \): heavier gas resides in the fast freestream at \( \eta = \infty \) and the lighter gas in the slow freestream at \( \eta = -\infty \); or

- \( W < 1 \): lighter gas resides in the fast freestream at \( \eta = \infty \) and the heavier gas in the slow freestream at \( \eta = -\infty \).

For the inert gases \( Ar \) and \( He \) (typical gases used in experiments), we see that \( W \) can vary between 0.1 for the \( Ar-He \) case, and 9.9 for the \( He-Ar \) case. The convention is
used that the first gas listed corresponds to $F_1$ which resides in the slow freestream at $\eta = -\infty$, while the second gas listed corresponds to $F_2$ which resides in the fast freestream at $\eta = \infty$; e.g., the case $Ar-He$ implies that the gas in the slow freestream is argon, while the gas in the fast freestream is helium. The ratio of molecular weights, $W$, for the different gases considered in this study is given in Table 1.

4.3 Calculation of Transport and Thermal Properties

The following transport and thermal properties are variables of the dynamic system and are thus dependent on the values of $T$ and $F$: thermal conductivity ($\lambda$), coefficient of viscosity ($\mu$), binary diffusion coefficient ($D_{12}$) and thermal heat capacity ($C_p$). The values of each must be calculated at each new value of $\eta$ as equations (4.2.1) to (4.2.6) are solved from $-\infty$ to $\infty$. The methods used to determine each follows.

4.3.1 Heat Capacity

The heat capacities of the individual gases as a function of temperature is obtained in tabulated form from reference tables (McBride [12]) and stored. Linear interpolation is used to obtain the specific heat at any temperature. All specific heat values are nondimensionalized by the specific heat of the individual gas at $\eta = \infty$ and $T^* = T_{\infty}^* = 300^\circ K$. The nondimensional mixture $C_p$ is calculated by:

$$C_p = F_1 C_{p1} + F_2 C_{p2}.$$  \hspace{1cm} (4.3.9)
4.3.2 Coefficient of Viscosity

Viscosities are calculated using cross section and collision integral theory ([Anderson [8] and Maitland [15]). The theory provides for calculation of the individual gas viscosity coefficients and the calculation of a mixture viscosity as a function of temperature and the concentrations, $F_1$ and $F_2$. This again calls for tabular storage and interpolation. The collision and integral theory provides forms for calculating viscosities for monatomic and polyatomic gases. The polyatomic form is not used because of its complexity. However, numerous spot checks were run comparing the individual and mixture viscosities calculated using the monatomic form against coefficients of viscosity found in Touloudian et al [16]. Satisfactory agreement was obtained in all cases for monatomic and polyatomic gases, so the monatomic form of the viscosity is used. The viscosity values are nondimensionalized by the value of the viscosity of the individual gas at $\eta = \infty$ and $T_* = T_{\infty} = 300^\circ$K.

4.3.3 Thermal Conductivity

An attempt was made to use the monatomic forms of the cross section and collision integral theory to calculate thermal conductivities for both monatomic and polyatomic gases. Thermal conductivities for polyatomic gases ($N_2$, $H_2$ and $N_2$) calculated this way compared poorly against reference tables (Touloudian et al [17]. This lead to using tabular data [17] to calculate the thermal conductivity for the individual gases. The mixture conductivity is calculated using the method of Mason and Saxena recommended by [17]. Since this theory provides one form for monatomic gases and one
for polyatomic gases, the polyatomic form is used if at least one of the two gases is polyatomic. The thermal conductivity values are nondimensionalized by the value of the thermal conductivity of the individual gas at $\eta = \infty$ and $T^* = T_\infty = 300^\circ$K.

### 4.3.4 Binary Diffusion Coefficient

The scattering cross section and collision integral theory is used to calculate $D_{12}$. The monatomic form was used for all cases. The use of the monatomic form to calculate $D_{12}$ for mixtures involving polyatomic gases is justified since satisfactory checks were made against the experimental data of Bzowski [18] and Hirschfelder [19]. Additionally, Hirschfelder [19] states that the agreement between experimental data and the monatomic theory predictions is generally quite satisfactory for both monatomic and polyatomic gases.

### 4.4 Numerical Techniques

The system of equations is solved by a "shooting" method. The system requires four shooting parameters related to the asymptotic values in the freestream.

#### 4.4.1 Asymptotic Analysis of Equations

In the limit as $\eta \to -\infty$ the transport properties can be consider constant and equations (1.7.19) take the form:

$$\mu \rho f''' + 2f f'' = 0,$$

(4.4.10)
\[ \rho^2 D_{12}\infty F_i'' + 2Sc_{\infty}f F_i' = 0 \] (4.4.11)

and

\[ \lambda\rho T'' + Pr_{\infty}M_{2\infty}^2(\gamma - 1)\rho\mu(f'')^2 + \frac{Pr_{\infty}}{Sc_{\infty}}\rho^2 D_{12}\infty (C_{P1} F_1' + C_{P2} F_2') T' + 2C_p Pr_{\infty} f T' = 0. \] (4.4.12)

The system is simplified by setting \( F = F_1 = 1 - F_2 \). From Kennedy and Gatski [20], the following approximations are made:

\[ f \approx d_1 + \beta_U \eta + \int_{-\infty}^{\eta} Q_U(\eta^*)d\eta^*, \] (4.4.13)

\[ f_\eta \approx \beta_U + Q_U(\eta), \quad f_{\eta\eta} \approx Q_U'(\eta), \] (4.4.14)

\[ F \approx 1 + Q_F(\eta), \quad F' \approx Q_F'(\eta), \] (4.4.15)

\[ T \approx \beta_T + Q_T(\eta) \quad \text{and} \quad T' \approx Q_T'(\eta). \] (4.4.16)

Upon substitution, the leading order equations take the form \((f' = U)\):

\[ Q''(\eta) + 2\alpha_U^2 \left( \frac{d_1}{\beta_U} + \eta \right) Q'(\eta) = 0, \] (4.4.17)

where \((\ )\) stands for \(U, T\) or \(F\). The \(\alpha\)'s are defined as

\[ \alpha_U = \left( \frac{\beta_U}{\beta_{\mu}\beta_{\rho}} \right)^{\frac{1}{2}}, \quad \alpha_F = \left( \frac{Sc_{\infty}\beta_U}{\beta_{\rho}^2\beta_D} \right)^{\frac{1}{2}} \quad \text{and} \quad \alpha_T = \left( \frac{\beta_{C_P} Pr_{\infty}\beta_U}{\beta_{\lambda}\beta_{\rho}} \right)^{\frac{1}{2}}, \] (4.4.18)

where

\[ \beta_{C_P} = \frac{C_{P_{\infty}}}{C_{P_{\infty}}}, \quad \beta_D = \frac{D_{12\infty}}{D_{12\infty}}, \quad \beta_{\rho} = \frac{\rho_{\infty}}{\rho_{\infty}} \quad \text{and} \quad \beta_{\lambda} = \frac{\lambda_{\infty}}{\lambda_{\infty}}. \] (4.4.19)

As \(\eta \to -\infty\), \(Q(\eta) \to 0\) for all three cases, and the solution of equation 4.4.17 is asymptotic to

\[ Q(\eta) = \frac{2\alpha_U}{c(\eta)} \exp(-\alpha_U^2 \left( \frac{d_1}{\beta_U} + \eta \right)^2) \] (4.4.20)

where \(c(\eta)\) is the remaining constant of integration.
4.4.2 Shooting Scheme

With the above asymptotic equations and the boundary conditions of the original system, values for \( f, f', f'', F, F', T \) and \( T' \) are known at \( \eta = -\infty \) in terms of the four unknown constants (i.e. the shooting parameters) \( d_1, c_U, c_T \) and \( c_F \). An iterative method involving a four step Runge-Kutta initial value problem solver is used to integrate the system from \( \eta = -\infty \) to \( \eta = \infty \). The shooting parameters are chosen to satisfy the appropriate conditions at the interface and at the upper freestream. The system is extremely stiff and requires a stepped convergence. The parameter \( d_1 \) is used to satisfy \( f(0) = 0, c_U \) and \( c_T \) are used to step \( U \) and \( T \) toward an interim boundary condition until the changes in each are less than some chosen tolerance. Holding the values of \( d_1, c_U \) and \( c_T \) constant, \( c_F \) is used to step \( F \) toward an interim boundary condition. This stepping of \( F \) may unbalance the system, causing many more cycles to be necessary to re-satisfy the conditions on \( f, f' \) and \( T \) before the next cycle on \( F \) is attempted. The iterations are continued until the total relative change in the shooting parameters with the full boundary conditions is less than a selected tolerance \((10^{-4})\).

4.5 Results

The system of equations (4.2.1) through (4.2.6) is solved for all 30 possible combinations of the six gases. The cases of a gas mixing with itself is not considered. The values of \( M_\infty = 0, \beta_T = 1.5 \) and \( \beta_U = 0.5 \) are maintained throughout. The structure of the mixing layer parameters are shown in Figures (4.1) through (4.6). These
Figures present the following nondimensional parameters as a function of $\eta$: Lewis number ($Le$), heat capacity ($C_v$), density ($\rho$), Prandtl number ($Pr$), flow velocity parallel to the $x$ axis ($u$), temperature and mass fractions ($F_1$ and $F_2$) for the two gases involved. Only a few of the thirty graphs showing the mixture structure are presented in this chapter, the rest are shown in Appendices A and B.

### 4.5.1 Effect on Lewis Number

The Lewis number is defined as $Sc/Pr$. As mentioned above it is common to assume a constant value for the Lewis number. Figure (4.1) is an $O_2$-$H_2$ mixture while Figure (4.2) is an $H_2$-$O_2$ mixture. The value of $W$ for these systems is respectively 0.063 and 15.873. In both figures the Lewis number has different values at $\pm \infty$ and varies through the mixing layer, thus indicating that it is not correct to assume a constant value of the Lewis number.

Figure (4.3) represents an $He$-$H_2$ mixture and Figure (4.4) is for the $Ar$-$Ne$ mixture. These two cases have $W$ values of 0.504 and 0.505. While the weight ratio is nearly the same, the Lewis number variation is much larger for the $Ar$-$Ne$ case. This shows that the weight ratio is not the sole factor effecting Lewis number. The Lewis number is determined by other thermal properties which differ between the $Ar$-$Ne$ case and the $He$-$H_2$ case. As an example, Figures (4.3) and (4.4) show the difference in the nondimensional heat capacity between the two cases.

For this study, the $W$ values closest to 1.0 are for $O_2$-$N_2$ and $N_2$-$O_2$ with $W$ values of 0.876 and 1.142. These mixing cases, shown in Figures (4.5) and (4.6), have a near constant value of Lewis number through the mixing layer.
4.5.2 Effect on Prandlt Number

The Prandlt number also varies through the mixing layer but in a different way than the Lewis number. In Figures (4.1) and (4.2), the Prandlt number at ±∞ are very nearly equal, while $Pr$ varies significantly through the mixing layer. For the near equal $W$ value cases, Figures (4.3) and (4.4) show a near constant value of $Pr$. For the $W$ nearest to 1.0 cases of Figures (4.5) and (4.6), the value of $Pr$ is nearly constant.

4.5.3 Effect on Density

The density $\rho$ should be expected to vary with $W$ since the density is given by:

$$\rho = (T[W F_1 + F_2])^{-1} \quad (4.5.21)$$

Clearly, mass fractions and temperature are dependent on the transport properties; therefore, in a secondary way, so is density. This is demonstrated most readily by Figures (4.2) through (4.6) which show cases of density being nearly constant to cases of density changing by a factor of two. In Figures (4.5) and (4.6), $W$ is nearly one, but the density profiles of the two cases are very different.

4.5.4 Effect of Heat Capacity

The heat capacity $H_2, N_2$ and $O_2$ are temperature dependent. The heat capacity of monatomic gases in this study ($He, Ne$ and $Ar$) does not depend on temperature. The mixture heat capacity is determined by

$$C_p = C_{p1} F_1 + C_{p2} F_2 \quad (4.5.22)$$
Figures (4.2) through (4.6) show the mixture heat capacities varying sharply through the mixing layer.

4.6 Conclusion

The characteristics of the mixing of two real gases in a laminar mixing layer were investigated using theoretical and tabulated data to calculate the values of thermal conductivity(\(\lambda\)), coefficient of viscosity(\(\mu\)), binary diffusion coefficient(\(D_{12}\)) and thermal heat capacity(\(C_p\)). The true molecular weights were used. The gases considered in the study were hydrogen (\(H_2\)), helium (\(He\)), neon (\(Ne\)), nitrogen (\(N_2\)), oxygen (\(O_2\)) and argon (\(Ar\)). Since the freestream velocity and temperature were different at \(-\infty\) and \(\infty\), and self mixing was not considered, 30 different mixing combinations are included in the study.

In general, \(Le\), \(Pr\) and \(C_p\) were not constants. The ratio of the gas molecular weights alone is not a gauge of the variation of these parameters. The combinations of \(N_2-O_2\) and \(O_2-N_2\) with the weight ratio nearest 1.0 did show a near constant Prandtl and Lewis numbers. However, the combinations of \(He-H_2\) and \(Ar-Ne\) with weight ratios of 0.504 and 0.505 respectively had very different profiles for the Prandtl and Lewis numbers in the mixing layer because of the different values of thermal parameters of the individual gases mixed. The Prandtl and Lewis numbers could vary across the mixing layer by factors of approximately 3 and 7, respectively.

Consequently, setting \(Pr\) and \(Le\) to constant values for the laminar problem is a poor approximation except in a few cases. Assuming equal molecular weights for the two
gases to be mixed will also provide a poor model for the mixing layer.
Table 4.1: The ratio of molecular weights $W$, defined as the molecular weight of the gas at $\eta = \infty$ divided by the molecular weight of the gas at $\eta = -\infty$, for the different gases considered in this study. The top row corresponds to the gases in the freestream at $\eta = \infty$, while the first column corresponds to the gases in the freestream at $\eta = -\infty$.

<table>
<thead>
<tr>
<th></th>
<th>$H_2$</th>
<th>$He$</th>
<th>$Ne$</th>
<th>$N_2$</th>
<th>$O_2$</th>
<th>$Ar$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$</td>
<td>1.000</td>
<td>1.986</td>
<td>10.011</td>
<td>13.897</td>
<td>15.873</td>
<td>19.813</td>
</tr>
<tr>
<td>$He$</td>
<td>0.504</td>
<td>1.000</td>
<td>5.042</td>
<td>6.999</td>
<td>7.994</td>
<td>9.979</td>
</tr>
<tr>
<td>$Ne$</td>
<td>0.100</td>
<td>0.198</td>
<td>1.000</td>
<td>1.388</td>
<td>1.585</td>
<td>1.979</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.072</td>
<td>0.143</td>
<td>0.720</td>
<td>1.000</td>
<td>1.142</td>
<td>1.426</td>
</tr>
<tr>
<td>$O_2$</td>
<td>0.063</td>
<td>0.125</td>
<td>0.631</td>
<td>0.876</td>
<td>1.000</td>
<td>1.248</td>
</tr>
<tr>
<td>$Ar$</td>
<td>0.050</td>
<td>0.100</td>
<td>0.505</td>
<td>0.701</td>
<td>0.801</td>
<td>1.000</td>
</tr>
</tbody>
</table>
Figure 4.1: Mixing layer structure for $O_2-H_2$. 
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Figure 4.2: Mixing layer structure for $H_2-O_2$. 
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Figure 4.3: Mixing layer structure for $He-H_2$. 
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Figure 4.4: Mixing layer structure for Ar-Ne.
Figure 4.5: Mixing layer structure for $O_2-N_2$. 
Figure 4.6: Mixing layer structure for $N_2\cdot O_2$. 
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Chapter 5

THE STABILITY OF A

COMPRESSIBLE MIXING

LAYER IN A BINARY GAS

5.1 Introduction

In investigating the stability of mixing layers, it is typical to assume that there exists a local parallel flow about which the governing equations are linearized with respect to spatially and temporally varying disturbances. From this linearization, it is straightforward to calculate either temporal growth rates (assuming fixed spatial wavenumbers) or to calculate spatial growth rates (assuming a fixed temporal frequency). If an instability exists, there is usually a band or bands of wavenumbers (or frequencies) for which there are positive growth rates. These bands are bounded by the neutral modes, whose existence and phase speeds can be determined through
the Lees and Lin regularity condition assuming that the phase speeds are subsonic. Another neutral mode can be found in the limit of the wavenumber going to zero. Additionally, the growth rates of the unstable modes with wave numbers between zero and the Lees/Lin mode can be determined.

The purpose of this chapter is to analyze how the stability characteristics of the mixing layer are affected by the more detailed determination of the mean flow conditions presented in the previous chapter. The mean flow and the stability conditions for two simple models will be determined to compare the results of the stability analysis.

5.2 Mean Flow

Three laminar mixing models will be studied here to determine the mean flow structure and then the stability characteristics. The mean flow of a system of two gases initially separated by a splitter plate then allowed to mix by diffusion and convection has the same geometry, governing equations, initial and boundary conditions presented in the last chapter. The models differ in how the transport properties, thermal conductivity ($\lambda$), coefficient of viscosity ($\mu$), binary diffusion coefficient ($D_{12}$) and thermal heat capacity ($C_p$), are determined. The models are described below:

• Model I: This model assumes Chapman's viscosity law, $\rho \mu = \rho^2 D_{12} = \rho \lambda = 1$, and allows for different but constant $C_{P,i}$. Owing to the nondimensionalization, $C_{P,2} = 1$ and $C_{P,1}$ is the ratio of the specific heat of the gas at $\eta = -\infty$ divided by the specific heat of the gas at $\eta = \infty$. The mean flow equations (4.2.1
through 4.2.6) are given by

\[ f''' + 2f'' = 0, \quad 1 = F_1 + F_2, \quad C_P = C_{P,1}F_1 + F_2, \quad (5.2.1) \]

\[ T''' + 2Pr_\infty C_P f'T' + (\gamma_\infty - 1)M^2_\infty Pr_\infty f'' + Pr_\infty Sc_\infty^{-1} [C_{P,1}F'_1 + F'_2] T' = 0 \quad (5.2.2) \]

and

\[ F'''_1 + 2Sc_\infty f F'_1 = 0. \quad (5.2.3) \]

The temperature and mass fraction equations are coupled. The values of \( Pr_\infty \) and \( Sc_\infty \) are determined by considering a particular binary system. In this model, the density does not appear explicitly in the mean flow, and its influence is only felt in the stability calculations.

- **Model II:** The second model assumes that the viscosity is given by the Sutherland viscosity law

\[ \mu = \frac{aT^{3/2}}{b + T}, \quad a = 1 + b \quad \text{and} \quad b = 110.4K/T^* . \]

\( T^* \) is some reference temperature. The value of \( a \) is chosen to be consistent with \( \mu_\infty = 1 \) at \( T_\infty = 1 \). Additional assumptions are \( \rho D_{12} = \lambda = \mu \) and \( C_{P,2} = 1 \). The values of \( Pr_\infty \), \( Sc_\infty \), and \( C_{P,1} \) are determined by considering a particular binary system. In this model, the density is determined from the gas law.

- **Model III:** The last model considered has been presented in the previous chapter. This model will be called the Exact Model.
5.3 Stability Formulation

As is standard in linear stability theory, the flow field is perturbed by introducing wave disturbances of the form $e^{i(\alpha x - \omega t)}$ in the velocity, pressure, temperature, density and mass fractions with amplitudes that are functions of $\eta$. Here, $\omega$ is the frequency and $\alpha$ is the streamwise wavenumber of the disturbance. For spatial theory, $\omega$ is required to be real and solutions are sought for which $\alpha$ is complex. For temporal theory, $\alpha$ is assumed to be real and solutions are sought for which $\omega$ is complex. The amplification rates of the disturbances are then $-\alpha_i$ or $\omega_i$, respectively. Substitution into the inviscid compressible equations for a binary gas and linearizing yields the compressible Rayleigh's equation for the normal velocity perturbation ($\phi$)

$$
\left( \frac{\phi'}{\xi} \right)' - \left[ \alpha^2 + \frac{1}{U - c} \left( \frac{U'}{\xi} \right) \right] \phi = 0,
$$

(5.3.4)

where

$$
\xi = \frac{1}{\rho^2} \left[ 1 - M_\infty^2 (U - c)^2 \frac{\gamma_\infty}{\gamma} \right],
$$

(5.3.5)

and

$$
\frac{\gamma - 1}{\gamma} \rho C_p T = \frac{\gamma_\infty - 1}{\gamma_\infty}.
$$

(5.3.6)

Here, $\gamma$ is the ratio of specific heats and $c$ is the complex phase speed $c = \omega/\alpha$. Primes indicate differentiation with respect to the similarity variable $\eta$. If the molecular weights are taken to be equal and the thermodynamic quantities are assumed constant ($\gamma = \gamma_\infty$, $\rho T = 1$), then equation (5.3.4) reduces to the classical Rayleigh equation for a single component gas. The boundary conditions for $\phi$ are obtained by considering
the limiting form as \( \eta \to \pm \infty \). The solutions are of the form

\[
\phi \to \exp(\pm \Omega \pm \eta), \tag{5.3.7}
\]

where

\[
\Omega_+^2 = \alpha^2 [1 - M_\infty^2 (1 - c)^2] \quad \text{and} \quad \Omega_-^2 = \frac{\alpha^2}{\beta_p^2} \left[1 - M_\infty^2 (\beta_U - c) \frac{\beta_p}{\beta_\gamma}\right]. \tag{5.3.8}
\]

\( \beta_p \) and \( \beta_\gamma \) are defined by

\[
\beta_p \beta_T W = 1 \quad \text{and} \quad \beta_\gamma = \frac{\gamma - \infty}{\gamma_\infty}.
\]

The values of the ratio \( \beta_\gamma \) for the different gases considered in this study are given in Table 5.1. Although, the case of a gas mixing with itself is not applicable to this study, it is interesting to observe that \( \beta_\gamma \) is not unity for those gases with a temperature dependent heat capacity (\( H_2 \), \( N_2 \) and \( O_2 \)). If \( \Omega_+^2 \) is positive, then the disturbances decay exponentially as \( \eta \to \infty \). If, on the other hand, \( \Omega_+^2 \) is negative, then the disturbance oscillates, indicating that acoustic waves are radiating away from the mixing layer. Similar statements can be made for \( \Omega_-^2 \). \( c_+ \) and \( c_- \) are defined as the values of the phase speed for which \( \Omega_+^2 \) and \( \Omega_-^2 \) vanish, respectively. Thus

\[
c_+ = 1 - \frac{1}{M_\infty} \quad \text{and} \quad c_- = \beta_U + \frac{1}{M_\infty \sqrt{\beta_p / \beta_\gamma}}. \tag{5.3.9}
\]

\( c_+ \) is the phase speed of a sonic disturbance in the fast stream and \( c_- \) is the phase speed of a sonic disturbance in the slow stream. At

\[
M_\infty = M_* \equiv \frac{1 + \sqrt{\beta_\gamma / \beta_p}}{1 - \beta_U}, \tag{5.3.10}
\]

\[87\]
A "convective" Mach number can now be defined for a two-dimensional binary gas as

\[ M_c = \frac{M_\infty}{M_*} = \frac{M_\infty(1 - \beta_v)}{1 + \sqrt{\beta_\gamma/\beta_p}}, \tag{5.3.11} \]

where \( M_* \) is the Mach number at which the sonic speeds of the two streams are equal. With this definition, all disturbances are supersonic for \( M_c > 1 \). This definition of the convective Mach number is based on the freestream Mach number at \( \eta = \infty \) in the laboratory frame and is independent of the speed of the large-scale structures and the speed of the most unstable wave. The values of \( M_* \) for the \( W \) values considered here are shown in Figure (5.1). Figure (5.1) also shows the expanded view for \( 0 < W < 2 \). The dashed line shows the value of \( M_* \) for a system with the \( W = 1 \) and \( \beta_\gamma = 1 \).

The nature of the disturbances can now be illustrated by Figure (5.2), which shows \( c_\pm \) versus \( M_c \) for the particular case of \( \text{Ar-He} \). Figure (5.3) is a similar plot for the \( \text{He-Ar} \) case. These curves divide the \( c_\gamma - M_c \) plane into four regions, where \( c_\gamma \) is the real part of \( c \). Also shown, as dashed lines, are the bounds for \( c_\gamma \); namely, \( c_\gamma \in [\beta_v, 1] \equiv [0.5, 1] \). If a disturbance exists with a \( M_c \) and \( c_\gamma \) in region 1, then \( \Omega^2_+ \) and \( \Omega^2_- \) are both positive and the disturbance is subsonic at both boundaries; it is classified as a subsonic mode. In region 3, both \( \Omega^2_+ \) and \( \Omega^2_- \) are negative and hence the disturbance is supersonic at both boundaries, and is classified as a supersonic-supersonic mode. In region 2, \( \Omega^2_+ \) is positive and \( \Omega^2_- \) is negative, and the disturbance which is subsonic at infinity and supersonic at negative infinity is classified as a fast supersonic mode. Finally, in region 4, \( \Omega^2_+ \) is negative and \( \Omega^2_- \) is positive so the disturbance is supersonic at infinity and subsonic at negative infinity, and is classified
as a slow supersonic mode.

To complete the stability problem, the appropriate boundary conditions of either spatial or temporal stability, for either damped or outgoing waves in the fast and slow freestreams are, respectively,

\[
\begin{align*}
\phi &\to e^{-\Omega+\eta} \text{ if } c_r > c_+, & \phi &\to e^{-i\eta\sqrt{-\Omega^2+}} \text{ if } c_r < c_+, \\
\phi &\to e^{\Omega-\eta} \text{ if } c_r < c_-, \quad \text{and} \quad \phi &\to e^{-i\eta\sqrt{-\Omega^2}} \text{ if } c_r > c_-.
\end{align*}
\]

### 5.4 Neutral Modes

To illustrate how a binary gas may alter the stability characteristics, the neutral phase speeds for various values of \( W \) are presented below.

#### 5.4.1 Lees-Lin Regularity Factor

The Lees-Lin regularity factor is obtained from equation (5.3.4). Assuming a real phase speed \( (c_r = 0) \), the denominator \((U - c)\) will reach zero at some value of \( \eta \) making equation (5.3.4) singular. Since this is nonphysical, it must be that

\[
(U - c) = 0. \quad (5.4.14)
\]

Evaluating equation (5.3.5) at \( U = c \) gives,

\[
[\xi]_{U=c} = \frac{1}{\rho^2}. \quad (5.4.15)
\]

The Lees-Lin regularity factor is reduced to

\[
S(\eta) = \left( \rho^2 U' \right)'. \quad (5.4.16)
\]
If a neutral mode exists in region 1 of Figures (5.2) or (5.3), then the neutral phase speed $c_N$ is given by $c_N = U(\eta_c)$ provided $\alpha \neq 0$. Here, $\eta_c$ is the zero of the Lees-Lin regularity factor

$$S(\eta) = \rho^2 \left[ U'' - 2 \left( \frac{T'}{T} + \frac{G''}{G} \right) \right] U', \quad \text{where} \quad G = W F_1 + F_2.$$  \hspace{1cm} (5.4.17)

That is, $S(\eta_c) = 0$ corresponds to the neutral subsonic phase speed $c_N = U(\eta_c)$. The corresponding neutral wavenumber and frequency must be determined numerically. These modes are called regular subsonic neutral modes. If, on the other hand, a neutral mode exists in regions 2, 3 or 4, the Lees-Lin regularity condition cannot be used and thus the phase speed of the neutral modes must, in general, be found numerically. These modes are called singular neutral modes.

Typical plots of $S(\eta)$ from the Exact Model are shown in Figure (5.4) for the argon-helium system and the nitrogen-hydrogen system. In each case, there is only one zero of $S$, although the location differs. The difference in location implies that the neutral phase speed $c_N$ must also be different. The locations, $\eta_c$, of the zero of $S$ for the different binary systems are given in Table (5.2), and the corresponding neutral phase speeds given in Table (5.3). In Figures (5.5) and (5.6), the neutral phase speeds are plotted as a function of the molecular weight ratio $W$. Figure (5.5) shows the results for Model I and the Exact Model. Figure (5.6) shows the Exact Model and Model II. Each figure includes an expanded view of $0 < W \leq 2$ for clarity. Model I under predicts for the higher values of $W$ when compared to the Exact Model and the difference gets larger for larger values of $W$. Model II is a better overall fit to the Exact Model for low values of $W$; at higher values it first over predicts then under
predicts.

The Exact Model indicates that the neutral phases speed $c_N$ essentially increases with the molecular weight ratio $W$, or, equivalently, decreases as $\beta_p$ increases. For Model I and Model II, the monotonic relationship holds for $W$ less than 5. Above $W = 5$, Model I and Model II show a decrease with increasing $W$. The exceptions to all trends are the near equal $W$ pairs. In Chapter 4, the different structures for the gas combinations of He-H$_2$ and Ar-Ne with $W$ values of 0.504 and 0.505 were examined. The difference for this pair, as well as others can be seen in Figures (5.5) and (5.6). All three models produce different phase speeds for the pair. This is to be expected since the mean flows are different.

5.4.2 Zero Wave Number Modes

In addition to the neutral modes with $\alpha_N \neq 0$ there may exist neutral modes having zero wavenumber. The phase speed of such modes do not satisfy the Lees-Lin regularity condition but can be found by an asymptotic analysis of equation (5.3.4) in the limit $\alpha \to 0$ (Grosch [6]). In this case, an expansion of the solution in powers of $\alpha$, along the lines previously used by Drazin and Howard [21] and Blumen, Drazin and Billings [22] in related studies, yields an eigenvalue relation which is analytically tractable. Described below is the extension of these results for binary gases.

The leading order term in an $\alpha$-expansion is independent of the detailed form of the mean profile, and only depends on the basic flow characteristics at infinity. This is to be expected from physical arguments because the wavelength of the instability in the limit $\alpha \to 0$ is much larger than the length scale over which the undisturbed flow
is non-uniform. For the supersonic-supersonic case, setting the leading-order term in
the expansion to zero yields an equation for $c_N$:

$$[M_\infty^2 (\beta_U - c_N)^2 \beta_p \beta^{-1} - 1](1 - c_N)^4 = \beta_p^2 [M_\infty^2 (1 - c_N)^2 - 1](\beta_U - c_N)^4. \quad (5.4.18)$$

If the molecular weights are taken to be equal and the thermodynamic quantities are
assumed constant ($\gamma = \gamma_\infty$ and $\rho T = 1$), then this equation reduces to (5.3a) of Miles
[23], if his result is expressed in the notation used here. In general, this sixth-order
polynomial must be solved numerically to determine $c_N$ as a function of $M$. For the
special case of $\beta_\gamma = 1$ (i.e., both gases are monatomic), the following can be found:

- A single real root of equation (5.4.18) exists for

$$M_\infty \geq M_* \equiv (1 + \beta_p^{-1/3})/(1 - \beta_U), \quad (5.4.19)$$

with phase speed

$$c_N = (\beta_U + \beta_p^{-1/3})/(1 + \beta_p^{-1/3}). \quad (5.4.20)$$

This is classified as a constant speed supersonic-supersonic neutral mode lying in
region 3 of the $c_r - M$ plane. It is independent of Mach number and corresponds
to the phase speed at which the sonic speeds in the two streams are equal.

- A double root first appears at

$$M_{CR} = (1 + \beta_p^{-1/3})^{3/2}/(1 - \beta_U), \quad (5.4.21)$$

with phase speed

$$c_N = (\beta_U + \beta_p^{-1/3})/(1 + \beta_p^{-1/3}). \quad (5.4.22)$$
There are three distinct real roots for $M_\infty > M_{CR}$. One of these is the phase speed of the constant speed supersonic-supersonic neutral mode while the other two roots must be found numerically from equation (5.4.18). For the special case of $\beta_s = 1$, these roots are given by

$$c_N = \frac{1 + \beta_U}{2} \pm \frac{1}{2M_\infty} [M_\infty^2(1 - \beta_U)^2 + 4 - 4(M_\infty^2(1 - \beta_U)^2 + 1)^{1/2}]^{1/2}. (5.4.23)$$

The root which corresponds to the $(+/−)$ sign is classified as a fast/slow supersonic-supersonic neutral mode. All three of these neutral modes lie in region 3.

### 5.5 Growth Rates

Equation (5.3.4) is solved numerically for the growth rates $\alpha_i < 0$ corresponding to a particular value of $\omega$. Tables (5.4) and (5.5) present the maximum growth rates for various gas combinations for Model I, Model II and the Exact Model for $W < 1$ and $W > 1$ respectively. All growth rates are for $M_\infty = 0$ except where otherwise indicated. The gas combinations are presented in order of increasing value of $W$. In general, the Exact Model yields a lower maximum growth rate than that predicted for Models I and II when $W < 1$. As the value of $W$ increases, the maximum growth rate decreases to the point where numerical error, due to the presence of the critical layer near the singular point at $U - c = 0$, is of the same order as the growth rates. Thus the numerical procedure can not be continued for the largest values of $W$.

Figures (5.7) and (5.8) show the growth rate curves for various combinations of gases for the Exact Model. In Figure (5.7), the two dashed lines are the near equal $W$
pair Ar-Ne and He-H2. The growth rate curves are different as would be expected from previous analysis which showed different mean flow structures. Figure (5.8) shows growth rates for the higher W value combinations listed in Tables (5.4) and (5.5), the general trend of the decrease in growth rate for higher W is evident. Figure (5.9) compares the growth rate curve of Model I and the Exact Model for the O2-H2 case. Not only is the maximum growth rate higher for the Exact Model but the range of ω is smaller. Figures (5.10) and (5.11) are the growth rate curves for the Ar-N2 and N2-Ar cases for convective Mach numbers Mc=0, 0.2, 0.4, 0.6, 0.8 and 1.0. These figures show a decrease of the growth rates as the convective Mach number increases, as well as a large decrease in the range of frequencies for which the flow is unstable.

5.6 Conclusion

From the figures and tables presented it is seen that differing molecular weights have a significant effect on the phase speeds and growth rates of the disturbances. Using more precise calculations of the transport properties yields stability characteristics of a laminar mixing layer that are different than those obtained with the simplified models. Thus, weight ratios and methods of calculating the transport properties should be taken into account when computing stability characteristics of compressible mixing layers in binary gases.
Table 5.1: The ratio $\beta_\eta$, defined as the ratio of specific heats at $\eta = -\infty$ divided by the ratio of specific heats at $\eta = \infty$, for the different gases considered in this study. The top row corresponds to the gases in the freestream at $\eta = \infty$, while the first column corresponds to the gases in the freestream at $\eta = -\infty$.

<table>
<thead>
<tr>
<th></th>
<th>$H_2$</th>
<th>$He$</th>
<th>$Ne$</th>
<th>$N_2$</th>
<th>$O_2$</th>
<th>$Ar$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$</td>
<td>0.995</td>
<td>0.839</td>
<td>0.839</td>
<td>0.999</td>
<td>1.002</td>
<td>0.839</td>
</tr>
<tr>
<td>$He$</td>
<td>1.186</td>
<td>1.000</td>
<td>1.000</td>
<td>1.191</td>
<td>1.195</td>
<td>1.000</td>
</tr>
<tr>
<td>$Ne$</td>
<td>1.186</td>
<td>1.000</td>
<td>1.000</td>
<td>1.191</td>
<td>1.195</td>
<td>1.000</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.992</td>
<td>0.836</td>
<td>0.836</td>
<td>0.996</td>
<td>1.000</td>
<td>0.836</td>
</tr>
<tr>
<td>$O_2$</td>
<td>0.977</td>
<td>0.824</td>
<td>0.824</td>
<td>0.981</td>
<td>0.985</td>
<td>0.824</td>
</tr>
<tr>
<td>$Ar$</td>
<td>1.186</td>
<td>1.000</td>
<td>1.000</td>
<td>1.191</td>
<td>1.195</td>
<td>1.000</td>
</tr>
</tbody>
</table>
Table 5.2: The location $S(\eta_c) = 0$ at $M_\infty = 0$, $\beta_U = 0.5$ and $\beta_T = 1.5$ for the different gases considered in this study. The top row corresponds to the gases in the freestream at $\eta = \infty$, while the first column corresponds to the gases in the freestream at $\eta = -\infty$. The notation $NA$ means not applicable for a binary gas.

<table>
<thead>
<tr>
<th></th>
<th>$H_2$</th>
<th>$He$</th>
<th>$Ne$</th>
<th>$N_2$</th>
<th>$O_2$</th>
<th>$Ar$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$</td>
<td>NA</td>
<td>0.096</td>
<td>0.124</td>
<td>0.228</td>
<td>0.208</td>
<td>0.186</td>
</tr>
<tr>
<td>$He$</td>
<td>0.219</td>
<td>NA</td>
<td>0.246</td>
<td>0.373</td>
<td>0.346</td>
<td>0.317</td>
</tr>
<tr>
<td>$Ne$</td>
<td>-0.313</td>
<td>-0.255</td>
<td>NA</td>
<td>0.379</td>
<td>0.364</td>
<td>0.368</td>
</tr>
<tr>
<td>$N_2$</td>
<td>-0.795</td>
<td>-0.583</td>
<td>-0.057</td>
<td>NA</td>
<td>0.168</td>
<td>0.178</td>
</tr>
<tr>
<td>$O_2$</td>
<td>-0.814</td>
<td>-0.617</td>
<td>-0.052</td>
<td>0.200</td>
<td>NA</td>
<td>0.200</td>
</tr>
<tr>
<td>$Ar$</td>
<td>-1.013</td>
<td>-0.769</td>
<td>-0.110</td>
<td>0.153</td>
<td>0.145</td>
<td>NA</td>
</tr>
</tbody>
</table>
Table 5.3: The neutral phase speeds $c_N$ at $M_\infty = 0$, $\beta_V = 0.5$ and $\beta_T = 1.5$ for the different gases considered in this study. The top row corresponds to the gases in the freestream at $\eta = \infty$, while the first column corresponds to the gases in the freestream at $\eta = -\infty$. The notation NA means not applicable for a binary gas.

<table>
<thead>
<tr>
<th></th>
<th>$H_2$</th>
<th>$He$</th>
<th>$Ne$</th>
<th>$N_2$</th>
<th>$O_2$</th>
<th>$Ar$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$</td>
<td>NA</td>
<td>0.829</td>
<td>0.896</td>
<td>0.922</td>
<td>0.924</td>
<td>0.926</td>
</tr>
<tr>
<td>$He$</td>
<td>0.780</td>
<td>NA</td>
<td>0.892</td>
<td>0.914</td>
<td>0.916</td>
<td>0.919</td>
</tr>
<tr>
<td>$Ne$</td>
<td>0.668</td>
<td>0.690</td>
<td>NA</td>
<td>0.851</td>
<td>0.856</td>
<td>0.868</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.628</td>
<td>0.649</td>
<td>0.757</td>
<td>NA</td>
<td>0.817</td>
<td>0.829</td>
</tr>
<tr>
<td>$O_2$</td>
<td>0.627</td>
<td>0.646</td>
<td>0.753</td>
<td>0.808</td>
<td>NA</td>
<td>0.826</td>
</tr>
<tr>
<td>$Ar$</td>
<td>0.614</td>
<td>0.631</td>
<td>0.735</td>
<td>0.789</td>
<td>0.794</td>
<td>NA</td>
</tr>
</tbody>
</table>
Table 5.4: The maximum spatial growth rates for various binary systems and for the three models used in the study. The gases are listed in order of increasing $W$ ($W < 1$).

<table>
<thead>
<tr>
<th>$F_1$</th>
<th>$F_2$</th>
<th>Model I</th>
<th>Model II</th>
<th>Model III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>H2</td>
<td>-0.2672</td>
<td>-0.0558</td>
<td>-0.0652</td>
</tr>
<tr>
<td>O2</td>
<td>H2</td>
<td>-0.2332</td>
<td>-0.0562</td>
<td>-0.0670</td>
</tr>
<tr>
<td>N2</td>
<td>H2</td>
<td>-0.2317</td>
<td>-0.0587</td>
<td>-0.0704</td>
</tr>
<tr>
<td>Ar</td>
<td>He</td>
<td>-0.2225</td>
<td>-0.0697</td>
<td>-0.0818</td>
</tr>
<tr>
<td>Ne</td>
<td>H2</td>
<td>-0.1448</td>
<td>-0.0593</td>
<td>-0.0619</td>
</tr>
<tr>
<td>O2</td>
<td>He</td>
<td>-0.1876</td>
<td>-0.0687</td>
<td>-0.0809</td>
</tr>
<tr>
<td>N2</td>
<td>He</td>
<td>-0.1799</td>
<td>-0.0697</td>
<td>-0.0846</td>
</tr>
<tr>
<td>Ne</td>
<td>He</td>
<td>-0.1229</td>
<td>-0.0676</td>
<td>-0.0700</td>
</tr>
<tr>
<td>He</td>
<td>H2</td>
<td>-0.0744</td>
<td>-0.0612</td>
<td>-0.0550</td>
</tr>
<tr>
<td>Ar</td>
<td>Ne</td>
<td>-0.0754</td>
<td>-0.0599</td>
<td>-0.0709</td>
</tr>
<tr>
<td>O2</td>
<td>Ne</td>
<td>-0.0626</td>
<td>-0.0540</td>
<td>-0.0647</td>
</tr>
<tr>
<td>Ar</td>
<td>N2</td>
<td>-0.0626</td>
<td>-0.0561</td>
<td>-0.0557</td>
</tr>
<tr>
<td>N2</td>
<td>Ne</td>
<td>-0.0578</td>
<td>-0.0519</td>
<td>-0.0652</td>
</tr>
<tr>
<td>Ar</td>
<td>O2</td>
<td>-0.0521</td>
<td>-0.0538</td>
<td>-0.0550</td>
</tr>
<tr>
<td>O2</td>
<td>N2</td>
<td>-0.0521</td>
<td>-0.0498</td>
<td>-0.0500</td>
</tr>
</tbody>
</table>
Table 5.5: The maximum spatial growth rates for various binary systems and for the three models used in the study. The gases are listed in order of increasing $W$ ($W > 1$). *NA* implies not available.

<table>
<thead>
<tr>
<th>$F_1$</th>
<th>$F_2$</th>
<th>Model I</th>
<th>Model II</th>
<th>Model III</th>
</tr>
</thead>
<tbody>
<tr>
<td>N2</td>
<td>O2</td>
<td>-0.0437</td>
<td>-0.0448</td>
<td>-0.0486</td>
</tr>
<tr>
<td>O2</td>
<td>Ar</td>
<td>-0.0390</td>
<td>-0.0409</td>
<td>-0.0437</td>
</tr>
<tr>
<td>Ne</td>
<td>N2</td>
<td>-0.0396</td>
<td>-0.0430</td>
<td>-0.0395</td>
</tr>
<tr>
<td>N2</td>
<td>Ar</td>
<td>-0.0355</td>
<td>-0.0385</td>
<td>-0.0430</td>
</tr>
<tr>
<td>Ne</td>
<td>O2</td>
<td>-0.0357</td>
<td>-0.0403</td>
<td>-0.0381</td>
</tr>
<tr>
<td>Ne</td>
<td>Ar</td>
<td>-0.0279</td>
<td>-0.0337</td>
<td>-0.0333</td>
</tr>
<tr>
<td>H2</td>
<td>He</td>
<td>-0.0274</td>
<td>-0.0321</td>
<td>-0.0434</td>
</tr>
<tr>
<td>He</td>
<td>Ne</td>
<td>-0.0100</td>
<td>-0.0173</td>
<td>-0.0238</td>
</tr>
<tr>
<td>He</td>
<td>N2</td>
<td>NA</td>
<td>-0.0140</td>
<td>-0.0178</td>
</tr>
</tbody>
</table>
Figure 5.1: Mach number $M_*$ vs $W$ for $\beta_V = 0.5$ and $\beta_T = 1.5$. dashed line indicates $M_*$ for $W = \beta_\gamma = 1$ and $\beta_\rho \beta_T = 1$. 
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Figure 5.2: Disturbance speed phase diagram $C_r$ vs $M_c$ for Ar-He.
Figure 5.3: Disturbance speed phase diagram $C_r$ vs $M_c$ for He-Ar.
Figure 5.4: Lees-Lin regularity factor $S$ vs $\eta$ for $Ar-He$, $He-Ar$, $O_2-N_2$ and $N_2-O_2$. 
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Figure 5.5: Phase speed $C_N$ vs $W$ for Model I (□) and the Exact Model (◇).
Figure 5.6: Phase speed $C_N$ vs $W$ for Model II (□) and the Exact Model (◇).
Figure 5.7: Growth rate curves, $-\alpha_i$ vs $\omega$, for lower $W$ values using the Exact Model.
Figure 5.8: Growth rate curves, $-\alpha_1$ vs $\omega$, for higher $W$ values using the Exact Model.
Figure 5.9: Growth rate curves, $-\alpha_i$ vs $\omega$, of the $O_2-H_2$ system using the Exact Model and Model II.
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Figure 5.10: Growth rate curves, \(-\alpha \) vs \(\omega\), of the \(Ar-N_2\) system for various convective Mach numbers, using the Exact Model.
Figure 5.11: Growth rate curves, $-\alpha_v$ vs $\omega$, of the $N_2$-$Ar$ system for various convective Mach numbers, using the Exact Model.
Chapter 6

SUMMARY

Three different laminar mixing problems have been studied and the results presented. Each study represents an expansion and more detailed look into research previously conducted. Comparison of the results from the work herein with previous work presents new insight into the physical systems modeled.

6.1 Double Vortex Ignition

The double vortex ignition analysis examined the ignition of a constant density fuel-oxidizer non-premixed system with mixing provided by diffusion and two counter-rotating point-vortices. A simplified chemical model was used, as were simplifying values of the transport properties. Results were compared to the classic results of Linan and Crespo [11] which assumed diffusion only and recent work (Macaraeg et al [4] with diffusion and convection provided by a single vortex.

If the fuel-oxidizer ratio is 1.0 and there is no initial temperature difference between
fuel and oxidizer, the ignition times for the double vortex are shorter than the diffusion only case but longer than the single vortex case. The time differences vary with both the vortex strength and the distance between the vortex centers. As the distance between the two vortices gets smaller, ignition times approach the no vortex ignition time, as the distance gets larger the double vortex ignition time approaches the single vortex time. Further comparisons show the different behavior of the ignition times as the relative initial temperature, fuel/oxidizer ratio and Lewis number are varied. The analysis provides a view of the convective effects on the entire convection-diffusion process.

6.2 Reduced Chemical Combustion in a Laminar Mixing Layer

The reduced combustion chemistry of Birkan-Law [1] and a methane-air reduced system of Peters [2] was studied in a laminar mixing layer configuration proposed by Grosch [6]. It was found that the model reduction system (Birkan-Law) and the methane-air reduction system (Peters) gave quantitatively similar results. Both systems needed an initial loading of a reactant besides the fuel and oxidizer. In each case the value of the initial load of this radical affected the ignition distance inversely. However, the levels of the radicals at the point of ignition were unaffected by the initial radical concentration and neither was the post ignition steady flame temperature.
6.3 Structure of a Laminar Mixing Layer in a Binary Gas

The structure and mean flow of two gases mixing in a laminar mixing layer as proposed by [6] was studied for 30 different combinations of six different gases. The thermal transport properties were dynamically calculated using theory and experimental values. The actual molecular weights were used.

The values of Lewis number, Prandtl number and other physical system values were shown to vary greatly from gas combination to gas combination. Different values of the molecular weight ratio produced different profiles. However, cases appeared with nearly identical weight ratios but very different profiles. Numerous supporting graphs were presented.

6.4 Stability of a Laminar Mixing Layer in a Binary Gas

The mean flow of the previous gas mixing system was analyzed for various stability conditions and compared with two simplified systems, each with a much simpler method of determining the transport properties.

In general, the system with the more precisely calculated transport properties had different stability characteristics than did the two simplified models. The variations involved more than just the weight ratio of the gases considered. Tables are provided for the spatially neutral phase speeds and and the maximum growth rates for the
model derived in this study. Growth rate curves are shown for various gas combinations for all three models. The study concludes that stability calculations with the more precise models of the transport properties is recommended when possible.
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Thirty different combinations of gas mixtures were studied. The structure of the mixing layer is presented here for those combinations not covered in Chapter 4 and with $w < 1$. 
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Figure A.1: Mixing layer structure for Ne-$H_2$. 
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Figure A.2: Mixing layer structure for $N_2-H_2$. 
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Figure A.3: Mixing layer structure for Ar-H$_2$. 
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Figure A.4: Mixing layer structure for Ne-He.
Figure A.5: Mixing layer structure for $N_2$-He.
Figure A.6: Mixing layer structure for $O_2$-$He$. 
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Figure A.7: Mixing layer structure for Ar-He.
Figure A.8: Mixing layer structure for $N_2$-$Ne$. 
Figure A.9: Mixing layer structure for $O_2$-Ne.
Figure A.10: Mixing layer structure for Ar-N₂.
Figure A.11: Mixing layer structure for Ar-O₂.
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Figure B.1: Mixing layer structure for $H_2$-$He$. 
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Figure B.2: Mixing layer structure for $H_2$-Ne.
Figure B.3: Mixing layer structure for He-Ne.
Figure B.4: Mixing layer structure for $H_2-N_2$. 

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure B.5: Mixing layer structure for $He-N_2$. 
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Figure B.6: Mixing layer structure for Ne-N₂.
Figure B.7: Mixing layer structure for $He-O_2$. 
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Figure B.8: Mixing layer structure for $Ne-O_2$. 
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Figure B.9: Mixing layer structure for $H_2$-$Ar$. 
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Figure B.10: Mixing layer structure for \textit{He}-\textit{Ar}.
Figure B.11: Mixing layer structure for Ne-Ar.
Figure B.12: Mixing layer structure for $N_2$-Ar.
Figure B.13: Mixing layer structure for $O_2$-Ar.
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