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last three dimensions, probably more. Within that space, if an expert is tasked with 

selecting a modeling technique he can approach it in a number of different ways. There 

are practical reasons why a technique may be chosen (it is supported by the practitioner 

because of familiarity, for example); there are operational reasons why a technique may 

be chosen (it is supported by the practitioner's organization either through policy or 

preference); or it may be up to the practitioner to select a method that may have the best 

job of delivering a model. In this case, the practitioner will want something that can help 

answer whatever question about the system has been asked, but by using the best model, 

can achieve the proper mix of expressive capability about the aspects of the system 

required to be considered for answering the question, and simplicity by abstracting away 

other distracting elements about the system that do not contribute to answering the 

question. In this case, having a formal method (such as that developed here) to highlight 

which elements of the system can, or cannot, be expressed by a modeling technique - and 

which among several candidate techniques performs that expression with the highest 

suitability for the question being asked of the system - is what the resulting method of 

this dissertation will deliver. 

6.3 FUTURE WORK 

There are two things notably missing from the OPR formal method that resulted 

out of this dissertation. The first is in depth research and identification of the nature and 

defining qualities of both object components and relation components (process 

components are explored in greater depth, because they were the original motivation for 

the dissertation study). There have been many studies of objects over the years, and 

some of relations, yet it remains for a future student to provide a rigorous study to 
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provide the identification of a classification of Attributes and Rules, as they are referred 

to in this dissertation. 

The second thing would be the development of the OPR formal method into its 

own modeling technique. Such a technique might prove to be too rigorous and formal for 

most model users, as a model is to abstract away the details of a system, but retain the 

ability to express what the system does and how it behaves. This is abstraction, and is 

rendered not useful to the modeler if made excessively rigorous and formal. This is why 

formal mathematics is not used to describe our modeled systems - it is not abstract 

enough to provide a common and easy to use language for domain practitioners, even 

though it provides specificity and rigor that most modeling languages lack. The purpose 

for having OPR turned into a modeling language on its own would be for formal cases -

for further studies into modeling and what can be done with modeling. 

Without developing OPR into a formal method, however, future work will most 

likely be accomplished by using the method to evaluate, and express in the neutral terms 

it can deliver, explorations of any number of modeling techniques, and presenting these 

in the literature. In addition, with the application of specificity to the defining qualities of 

the components of the formal method, it should also be possible to use it to evaluate not 

only conceptual modeling techniques, but also specific conceptual models themselves. 

The implications and potential uses of such an application await future exploration. 
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APPENDIX I 

ADDITIONAL CONSIDERED TECHNIQUES 

There are, of course, a wide variety of different conceptual modeling techniques. 

Many were evaluated in the course of analyzing the state of the art, through the literature, 

and further in deriving the formal method of the dissertation. Some of those that were 

not included in the list of reported on techniques that make up the survey in the 

dissertation are listed here, with a brief explanation of why they were not included in the 

survey. This information, which may prove useful to the reader, is presented here, in the 

appendix format, because it is not a formally structured, referenced, or formally derived 

as the main part of the dissertation - it is a collection of observations and reasoned 

decisions. 

• Bayesian Belief Network - A hierarchical model, formally a directed acyclic 

graph, where the edges (representing transitions between states) have a 

probability associated with them, representing the chance of THAT particular 

edge from out of one state will be the next one to occur when the overall system is 

in that state. Describing these probability markers can be done following Bayes' 

theorem, and partial information about the state of a system described by a 

Bayesian Belief Network (or Bayesian Model, although this term while more 

popular is less precise) can be relied on, through application of Bayes' Theorem, 

to determine the associated weights of other information within the system being 

a true representation of what actually happened. In terms of what the model 

provides, from an OPR perspective, it is very similar to a state machine 

representation, yet with the difference of having the probabilities associated with 
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the transitions from one state to another. Because of this, it was rejected for 

analysis, although the decision to reject was difficult because of usefulness of the 

technique, and the amount of literature associated with it. 

• BOM - The Base Object Model standard is a method for specifying models of 

HLA objects from the Simulation Interoperability Standards Organization. This 

technique calls for a conceptual model for the object that each application is 

modeling, and it calls for the conceptual model to cover the object and techniques 

that would make up the patterns of activity described by the BOM, however the 

techniques for doing that conceptual model are not present (rely on UML?). 

There is a new version, BOM2, of which OPR might make a nice way to evaluate 

what the standard DOES say about conceptual modeling. 

• Business Process Model and Notation - very similar to an activity diagram, as 

shown by Stephen A. White, "Process Modeling Notations and Workflow 

Patterns", IBM technical report. Because of the similarity, and that activity 

diagrams have been included, BPMN was not considered in addition to activity 

diagrams. 

• Conceptual Graph - A conceptual graph is a diagrammatic version of First Order 

Logic. Proper conceptual graphs are proper graphs (following the definition from 

graph theory). There are other variations that are not as rigorously defined; those 

are typically diagrams, rather than graphs. This was originally considered 

because it is a good candidate for modeling the relationships among concepts, 

however as with all first order logic based models, the ability to represent truth 

over time is not possible (which negates its usefulness for a dynamic modeling 
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system). For insight into why this is so, consider Charles Peirce, "Time has 

usually been considered by logicians to be what is called 'extralogical' matter. I 

have never shared this opinion. But I have thought that logic had not yet reached 

the state of development at which the introduction of temporal modifications of its 

forms would not result in great confusion; and I am much of that way of thinking 

yet." - as quoted in Moshe Y. Vardi (2008). "From Church and Prior to PSL". In 

Orna Grumberg, Helmut Veith. 25 years of model checking; History, 

achievements, perspectives. Springer. 

• DODAF - This is the U.S. Department of Defense Architectural Framework. The 

technique is very similar to the U.K. MODAF (Ministry of Defense Architectural 

Framework). Not considered due to concurrency of Ph.D. research within the 

MSVE department at ODU, from Ted Schuman - although this would be a good 

candidate to have the various views subjected to the OPR treatment to evaluate 

their completeness and similarity of capability to other methods. DODAF is 

based, somewhat, on the diagrammatic techniques of UML, so some coverage 

does exist here, in tone, if not in specifics. 

• Event driven process chain - very similar to a flow chart, so not considered in 

addition. 

• FEDEP - The Federation Development and Engineering Process, presented with 

the Standard for the High Level Architecture. This is a specific process model 

intended to be used in the development and implementation of simulation 

federations. As such it was not deemed to be a general candidate for conceptual 

modeling. 
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• GBKR - Graph Based Knowledge Representation - a form of Conceptual Graph, 

not considered for the same reasons that Conceptual Graphs were not considered. 

• KAMA - The conceptual modeling technique developed by the Middle Eastern 

Technical University, in conjunction with the Turkish Armed Forces (maintained 

at the ModSimmer Center of the Middle Eastern Technical University, at Ankara 

h ttp: //www. mod si m m er. m etu. edu. tr en-). It is a conceptual modeling tool 

designed, originally, to model military (especially c2) systems and activities. It is 

based very strongly on the Meta Object Facility (MOF) from the Object 

Management Group, and several of the elements from UML. KAMA diagrams 

are expressed using elements from a UML class diagram, and a few add-ins from 

other UML techniques (such as borrowing the user representation from use-case 

diagrams). Because of that, and because it does not express dynamic activity 

directly (but rather shows relations among objects and classes within the modeled 

system) it was rejected for analysis, but may prove to be a useful tool to subject to 

OPR based description and analysis later on. 

• Markov Chains - Equally as popular, and also as attractive as a candidate for 

study, as the Bayesian Belief Network. Markov Chains have a number of very 

interesting and attractive features (the memory-less nature of the transition 

functions is one such) that might suggest them as a modeling technique for some 

problems, however form the OPR perspective, there is little to differentiate it from 

other FSM modeling methods, with the exception of the Process described 

transition function having its Characteristics based only on defining qualities of 

the Object(s) and Process(es) associated with the current state. In way, this 
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suggests that following OPR, each Markov Chain state and it associated 

transitions (Objects, Processes, and associating Relations) are each a Sub-Model. 

This remains as an observation and not a defining quality for Markov Chains, 

however it appeared close enough to FSMs that analysis of the technique was 

rejected for the dissertation work, however future analysis of the variations of 

Markov Chain modeling would be an attractive source of study to employ OPR. 

• Predicate Calculus - the symbolic language for representing predicate logic 

statements. Attractive, especially from a formal study of methods, because of its 

limited and clear number of elements, however finally rejected because it is not 

clear that any in the literature regard it as a conceptual modeling language. 

• Process Calculus - intended for showing concurrent activity in an electrical 

system - such as parallel processing in a computer. As such, not suitable for a 

general conceptual modeling language, and not typically (by the literature 

consulted) used in that manner. For this reason it was not considered for analysis. 

• Process Ontology - The term ontology is a bit overloaded in the more recent 

literature, meaning on one hand an "ontological representation" for systems 

science. In this sense it is an artifact that attempts to capture the meaning of the 

objects and activities of the system. When such a representation is being applied 

to a "process" - some sequence of activity that a system does - it may be called a 

process ontology. The second meaning for ontology is the more typical, and 

older, use of the term from philosophy that refers to an encapsulation of an 

individual's world view - how that individual perceives the ordering and makeup 

of the universe around them. In that sense, a process ontology is used much in the 



230 

sense as was presented in the dissertation from Grenon and Smith (2004), where a 

four dimensional view of the universe (everything is in flux, all matter only takes 

"form" as a temporary characteristic, and processes are changing those 

characteristics all the time) explains the ontological commitment to understanding 

reality. In both cases, systems science, and philosophy, the process ontology is 

not considered to be a conceptual modeling tool, so was not considered for 

analysis - but as can be seen in the literature of Chapter 2, it did help to inform 

and provide input into the resulting analysis leading to the OPR formal method. 

• Workflow Diagrams - capture the sequencing of work activities. Different 

activities are represented, and the temporal flow from one to the next is 

represented, with capacity for concurrency, requirements satisfaction, bifurcation 

of flow, and so on. It is not considered to be a conceptual modeling technique, 

although it certainly could be in the realm of representing activities or extended 

processes. It was rejected for analysis because the technique does not capture any 

more information than is available in certain UML and SysML techniques, most 

notably the sequence diagram. 



231 

APPENDIX II 

SUMMARY OF FORMAL METHOD 

Presented here, all together, are the statements, corollaries and definitions that 

together make up the OPR Formal Method. These are gathered together in one spot, 

because they appear in the dissertation spread over a number of sections in Chapter 4. 

Collecting them all together provides a service for the reader to locate any statement, 

corollary or definition quickly. Axioms are presented in the formal method statements, 

and are highlighted for ease of location. 

DEFINITIONAL STATEMENTS 

1. A Model is a representation of a system (see Definition 1). 

a. A Model has content describing the behavior of the represented system. 

b. A Model's content describes the transformation of some Input into some 

Output as the operation of the represented system. 

Let Z be a system. 

Let M be a Model. 

Let Z(M) be the Model of System Z. 

Let C> be the contents of the Model. 

Let Mbe the modeling relationship, showing that Model's contents are related to 

a System that the Model Represents. 

Axiom 1: There exists for every Model, some content that is related to the system 

it represents. 

VM, M(ct>(M),Z(M)) (eq. 1) 
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c. A simulator may exist that implements the model. 

d. A simulation is an instantiation of the simulator, accepting specific input, 

and then producing specific output (see Definition 2). 

Let a be the Input to a Model, as it is implemented by the simulator. 

Let to be the Output of a Model, as it is implemented by the simulator. 

Let S be a simulator based on a model. SM is a particular simulator based on the 

particular model, M. 

Let § be a function representing simulation; being the simulation of the 

simulator S, accepting Input to a model, and Contents of a model, and producing Output 

of a model. 

Axiom 2: For every Model, there exists a simulation such that the content of the 

Model describes how the Input to a simulator based on thatmodel would transform into 

the Output that such a simulator would produce. 

VM3SM, 5S(a,<D(M)) =co (eq. 2) 

2. A Model's content is comprised of components, (see Definition 3) 

a. There exist three types of components; Objects, Processes and Relations. 

Let O be the set of all possible Objects, 0{ol, o2, o3, ...} 

Let P be the set of all possible Processes, P{pl, p2, p3, ...} 

Let R be the set of all possible Relations, R{rl, r2, r3, ...} 

Let fi be the set of all component sets, Q{0, P, R} 

Let Qm be a subset of Q 

Let the operation —» indicate that the pre-term is composed of the post-term. 
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Axiom 3: The content of each Model is comprised of some (non-empty) subset of 

all these possible components - Objects, Processes and Relations. 

VM (<P(M)->Qm(M)) (eq. 3) 

b. Each component is a non-empty set of some Defining Qualities. 

Let 0 be the relationship between a component and its Defining Qualities. 

i. Objects are sets of Attributes, (see Definition 4) 

1. Attributes may have associated qualitative or quantitative 

Values. 

2. An Attribute may appear in any number of Objects. 

3. Each particular Object-Attribute pairing has a unique 

identity. 

4. The Attributes and/or Attribute-Values of an Object will 

not change, unless acted on by an outside component. 

5. An Object describes a thing in the model that can be 

considered in isolation from all else in the Model. 

Let A be the set of all possible Attributes, A{al, a2, a3, ...} 

Let Ao be a subset of A 

Axiom 4: Every Object O is defined by some set of Attributes. 

VO 3Ao0(O, Ao) (Eq. 4) 

ii. Processes are sets of Characteristics, (see Definition 5) 

1. Characteristics may have associated qualitative or 

quantitative Values. 

2. A Characteristic may appear in any number of Processes. 
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3. Each particular Process-Characteristic pairing has a unique 

identity. 

4. A Process describes a change to a component in the model. 

Let C be the set of all possible Characteristics, C{cl, c2, c3, ...} 

Let Cp be a subset of C 

Axiom 5: Every Process P is defined by some set of Characteristics, 

VP 3Cp0(P, CP) (Eq. 5) 

9. For every Process component of model M, there may be an Initialization 

Characteristic, known as Cj 

c. Ci is defined as either an objective time point, or a subjective condition. 

i. An objective time point has some identified value on some Time 

Sub-model's "time Object" 

ii. A subjective condition is defined as some set of Defining Qualities 

of model M that have some specific values. 

1. The subjective condition would be associated by a Relation 

between the Process and the components that contain the 

Defining Qualities to be evaluated 

2. The associating Relation (definitional statement 2.b.iii) 

would have a subjective Rule (Corollary 6) that would 

define the requisite terms of the subjective condition. 

d. The Process will occur each time the objective time point occurs or 

subjective conditions are satisfied during a simulation implementation of 

the model, M. 
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i. This allows for an objective point or subjective conditions to be 

defined in such a way that they are a set of points or conditions 

ii. In the case of an objective point, if the Time Sub-Model has its 

"time Object" repeat the same point more than once, each time 

would satisfy the conditions of the objective point Initialization 

definition. 

10. For every Process component of Model M, there may be one or more Effect 

Characteristics, known as Ce-

a. The Effect of a Process defines what the change the Process describes in 

the Model 

i. The Effect is some change to one or more Defining Qualities 

1. The change can be creation, as in creating a new Defining 

Quality 

a. When a new Defining Quality is created, it may or 

may not have a Value paired with it 

b. All Defining Qualities must be paired with a 

component 

2. The change can be destruction, as in removing an existing 

Defining Quality 

3. The change can be alteration, as in altering the Value of an 

existing Defining Quality 
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ii. If the Process has more than one Effect Characteristic, and the 

Effects are to more than one Defining Quality, they need not all be 

of the same component 

b. For each Effect to take place, there will be a Relation associating it with 

the affected Defining Qualities 

c. Effects only alter Defining Qualities 

i. The Effect can create, destroy, or change all of the Defining 

Qualities of a component 

ii. If the Identity Quality of a component is destroyed, the component 

itself is destroyed (Definitional Statement 2.b.iv.4) 

iii. If a new Identity Quality is created by an Effect, then the new 

component it is paired with is correspondingly created 

11. For every Process component of Model M, there may be one or more Behavior 

Characteristics, known as CB-

a. The Behavior Characteristic, for an Extant Process, determines how the 

Effect takes place over Tint 

b. If there is more than one Defining Quality that is changed as an Effect of 

the Process, then a Behavior may be defined for each 

12. For every Process component of Model M, there may be a Halting Characteristic, 

known as CH. 

a. Ch is defined as either an objective time point, or a subjective condition, 

i. An objective time point has some identified value on some Time 

Sub-model's "time Object" 
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ii. A subjective condition is defined as some set of Defining Qualities 

of model M that have some specific values. 

1. The subjective condition would be associated by a Relation 

between the Process and the components that contain the 

Defining Qualities to be evaluated 

2. The associating Relation (Definitional Statement 2.b.iii of 

Chapter 4) would then have a subjective Rule (Corollary 6) 

that would define the requisite terms of the subjective 

condition. 

b. The first time that the Halting Characteristic, either subjective or 

objective, occurs when the Process has already been initialized, is when 

the Process Halts. 

c. If the Halting Characteristic is equal to the Initialization Characteristic, 

then the Process is Instant, rather than Extant. 

iii. Relations have Rules, (see Definition 6) 

1. Rules may have associated qualitative or quantitative 

Values. 

2. A Rule may appear in any number of Relations. 

3. Each particular Relation-Rule pairing has a unique identity. 

4. A Relation describes the association of two or more 

components and/or Defining Qualities. 

Let fbe the set of all possible Rules, r{yl, y2, y3, ...} 
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Let Tr be a subset of T 

Axiom 6: Every Relation R is defined by some set of Rules. 

VR 3rR0(R, Tr) (eq. 6) 

iv. There is a set of Defining Qualities for a model (see Definition 7) 

1. Each unique pairing of a component and a Defining Quality 

for a Model M is a member of the set QM-

2. This is the set of all Defining Qualities (A, C, or T) that are 

associated with a particular member (0,P, or R) of set Qm-

(see eq. 3) 

3. Each Value that is associated with a member of Qm exists 

in the set VM-

4. The first Defining Quality for each component is the 

Identity Quality that has as a Value, the identity of the 

component. 

3. Input to and Output from the Model are sets of Defining Qualities 

a. The collected Defining Qualities of all of the components in the Model (as 

well as any Values that may be associated with those Defining Qualities) 

at the beginning of a simulation are together termed the Input to that 

simulation based on that Model. 

i. Not all Defining Qualities have paired Values. 

ii. For the Defining Qualities that do have paired Values, and that are 

represented in a simulator based on that model at the initialization 
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of a simulation, then all of those Defining Quality/Value pairings 

would represent the Input to the simulation. 

b. The Output from the simulator is some subset of all of the Defining 

Qualities of all the components in the model (as well as any Values that 

may be associated with those Defining Qualities) at the time the Output is 

produced by the simulator, during the particular simulation resulting from 

a particular Input. 

c. Output can be produced once the simulation halts, or at any point during 

the instantiated implementation of the simulation. 

d. Both Input and Output may be empty sets. 

COROLLARY STATEMENTS 

Corollary 1: The simplest Model is one consisting of a single Object. 

3Msjmpie (^Msimple ~~ On) (eC|. 7) 

Corollary 2: The simplest dynamic Model is one consisting of three components 

- an Object, a Process, and a Relation. 

3MsjmDyn (^MsimDyn — {Ol> Pi? F|}) (^Q- 8) 

Corollary 3: A Sub-model does not have any definitional Relations for any of its 

components to other components outside of the Sub-model. 

Let sM be a Sub-model of Model M 

The contents of M are Qm (as per eq. 3) 
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The contents of sM are a subset of QM, or QsM 

The contents of M that are not contents of sM are 0~sm 

Corollary 4: If there is a Relation, rl that exists between some component of QsM 

a n d  s o m e  c o m p o n e n t  o f  Q ~ s m  t h e n  r l  c a n  o n l y  b e  d e f i n i t i o n a l  f r o m  f 2 S M — T h e  

Relation rl cannot be definitional from Q-sm—>Osm. 

Let Rjype be a relation between 2 or more members of the set Qm 

Let the relation Riype distinguish the type component to the instance 

component(s). 

Corollary 5: The existence of types and instances of components are so indicated 

by the Rjype relation. 

Corollary 6: There are subjective Rules, a subset of r, that describe a subjective 

truth condition for the Relation they are paired with to be in effect. 

Corollary 7: Given the same Simulator Sn and the same Input an, there will 

always be the same Output con, when the Simulator is a Turing compliant construct. A 

Simulator of this type can be considered a formal Simulator. 

Corollary 8: A Process that does not have an initialization Characteristic as part 

of its defining qualities will never occur unless an initialization Characteristic is created 

during a simulation of the Model by a Process. 
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Corollary 9: While the defining qualities of a Process describe its behavior, as 

they are all associated with other components or defining qualities in the model by 

Relations, the Characteristics of the Process can be given control through Relation and 

Rule definitions. 

Corollary 10: Without a defined Halting Characteristic, a Process is considered to 

be in existence and operating until the simulation based on the Model halts. 

Corollary 11: A Process may have multiple Effects, each with their own 

Behavior. Each of these is a separate Defining Quality and therefore may all be the 

object of other Process Effects separately. 

Corollary 12: Although temporal Characteristics of Processes are considered to 

be objective when they are described in reference to time components of the Model, they 

are actually subjective, and the time components behave in the defined manner as all 

other components. 

Corollary 13: A model has Processes whose Characteristics are subjectively 

related to a time sub-model, yet the model is not restricted to having only one time sub­

model. 
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Corollary 14: A Process whose Initialization and Halting Characteristics are 

equivalent is an instant Process, and one whose Initialization and Halting Characteristics 

are separated by some measureable distance in a time sub-model, is an extant Process. 

Corollary 15: A modal interruption to a Process will leave an extant Process's 

Effect Characteristic as only having introduced the change described by the Behavior 

Characteristic to have occurred prior to the interruption. 

DEFINITIONS 

Definition 1 -.Modeling is the purposeful process of abstracting and theorizing 

about a system, and capturing the resulting concepts and relations in a conceptual 

model. 

Definition I'.Simulation is the process of specifying, implementing and executing 

a model. 

Definition 3: A model component is an identifiable part of the model that 

represents some part of the knowledge that makes up the whole model, but which can be 

considered individually as well. 

Definition 4: An Object component is a model component that has continued 

existence. 
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Definition 5: A Process component is a model component that is responsible for 

describing change or transformation. 

Definition 6: A Relation component is a model component that is responsible for 

associating other components. 

Definition 7: Attributes are defining qualities for Objects, and grant them 

qualitative and quantitative distinction from other objects. 

Definition 8: Characteristics are defining qualities for Processes, and they 

describe the behavior of the Process as well as providing qualitative and quantitative 

distinction from other Processes. 

Definition 9: Rules are the defining qualities for Relations, they serve to identify 

the nature of association the Relation is making, and to provide qualitative and 

quantitative identity to the Relation. 

Definition 10: Defining Qualities are the means for expressing the meaning of 

what a Component represents within the model. A Defining Quality may have an 

associated Value with it, when appropriate, providing parameterization for that aspect of 

the Component's meaning. 
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