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ABSTRACT

A FRAMEWORK AND SYSTEM FOR A MULTI-MODEL DECISION AID FOR SUSTAINABLE FARMING PRACTICES

Kasi Bharath Vegesana
Old Dominion University, 2015
Director: Frederic McKenzie

Decision support systems (DSS) for farmers address the need for modeling multiple processes and scenarios that affect farmer decision making. Existing DSS have various drawbacks that stop them from being deployed as decision support tools. This research proposes a multi-model simulation framework that can be used to analyze farm management practices at the crop level, individual farm level and at the community level to show the impact and alternatives for smallholder farming practices. A generic crop growth model is proposed, based on existing equations. We run sensitivity analysis on the model to identify important variables. The outputs from the crop model are utilized in a series of linear programming models to estimate the optimal scheduling of crops. In addition to these models we build a rule-based fuzzy system to replicate existing trends among farmers. Predicting these trends help us in identifying the decision patterns of farmers and help us in conducting scenario analysis to gauge the farmers reactions to external stimuli. The various limitations and assumptions of the models are described, and we conclude with suggestions for improving these models.
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CHAPTER 1
INTRODUCTION

The definition of sustainability in agriculture has been subject to multiple revisions. Various [1] interpretations and objectives have been prescribed to define sustainability. The defining objective of sustainability ranges from food sufficiency and proper allocation and management of resources to economic profitability and land productivity [1]. Since, the conditions dictating agricultural activities vary between different regions, varying evaluation criteria are required to judge sustainability. As such, it is hard to find one universal definition of sustainability that can be applied to all agricultural regions of the world [2].

These definitions of sustainable agriculture have progressed from a purely economic objective to now include ecological and social considerations [3]. Sustainable agriculture is now considered as, methods or practices that facilitate the development of social, economic and environmental objectives by finding a common ground between the various conflicting options that these objectives present. For example, Rigby et al [2], have developed indicators that measure sustainability as increase in a farmers' quality of life and self-reliance while minimizing off-farm inputs and the promotion of environmental quality.

An advance in seed production technology, fertilizers and availability of electricity has enabled farmers to increase their yield per unit area during the past few decades. The downside to all this growth has been the marked increase in soil erosion, soil leaching,

---

1 IEEE Transactions and Journals style is used in this thesis for formatting figures, tables, and references.
water contamination due to fertilizers and pesticides [4]. This has created a situation where, the decisions made for temporary economic gains are affecting the long-term sustainability of farms [5]. It is necessary for policy makers and farmers to understand the decisions being made at farm level, and their consequences on the immediate environment, in order to create long-term plans for sustainable agriculture. Existing literature ([6], [7]) has shown the demand for systems that can incorporate scientific knowledge into tools that can act as decision aides for farmers. Various authors like Allen et al., [8] and Lowrance et al., [1] have proposed hierarchical approaches that can model farm management practices at field level, farm level, regional and national level using different models and constraints. This approach serves to show the farmers the impact of their decisions and the alternatives available to them to achieve different and sometimes conflicting objectives.

1.1 Motivation

This need for modeling various scenarios and decisions at various levels, and analyzing their impact, has resulted in the demand for expert systems that can aid farmers and decision makers in making decisions that meet the objective of sustainability [9]. Such a system would need to combine the various aspects of farm level procedures from crop growth dynamics to community based decision models [10]. It would require quantifying various decision alternatives and scenarios through data analysis and a review of previous work. The designers of such a system would also need to identify those areas of farm processes that have a significant impact on the farm level decision process, and eliminate excessive complexity in the system [11]. In order to give decision makers access to all these various aspects of decision making, we first need to understand the various
socioeconomic and environmental issues faced by farmers, and derive the criteria to measure sustainability.

Typically farmers are profit maximizers [12]. Their primary objective is to maximize their profits for each cropping season. Social and environmental welfare are generally treated as secondary objectives that are contingent upon the completion of the primary objective [13]. Not surprisingly, the actions taken during the pursuit of the primary objective can cause a significant impact on the secondary objectives. The farmers often face various issues in achieving their primary objective. These issues include, but are not limited to:

- Planting of high reward, high risk crops to balance farm expenditure.
- Prioritizing cash crops over subsistence crops for family and community use.
- Lack of educational and technical assistance, especially for smallholder farms.
- Lack of an economic buffer discourages adoption of new technologies.
- Lack of responsibility towards natural resources.
- Pollution of immediate environment due to irresponsible use of pesticides, herbicides, and artificial fertilizers.
- Decrease in biodiversity due to clearance of forest land for farming purposes.
- Soil erosion due to improper farming methods.
- Adverse effects on water sources due to improper irrigation, and chemical usage.
Using the various challenges faced by farmers as a base, organizations like the World Bank [14] use a list of indicators to help monitor socioeconomic and environmental sustainability of Agricultural and Rural development programs. Table 1 shows a subset of the indicators, the assessment methods and tools.

Table 1 Indicators, assessment methods, and tools to evaluate sustainability

<table>
<thead>
<tr>
<th>Impact indicator</th>
<th>Assessment</th>
<th>Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stability of productivity and returns</td>
<td>Farm level cost benefit analysis</td>
<td>Sample surveys</td>
</tr>
<tr>
<td>Maintenance of soil fertility and vegetative cover</td>
<td>Soil analysis</td>
<td>Case studies and expert interviews</td>
</tr>
<tr>
<td>Loss or maintenance of habitats</td>
<td>No. of new settlements in forest area</td>
<td>Participatory environmental modeling</td>
</tr>
<tr>
<td>Extent of eutrophication of water courses</td>
<td>Agrochemicals used per area</td>
<td>Agrochemical statistics</td>
</tr>
<tr>
<td>Changes to the way of life of the indigenous people</td>
<td>Practice of traditional livelihood sources</td>
<td>Case studies</td>
</tr>
<tr>
<td>Socioeconomic situation of resettled groups or communities in terms of livelihoods, health, and education</td>
<td>In comparison to previous Situation</td>
<td>Sample surveys</td>
</tr>
<tr>
<td>Dissemination of indigenous or traditional practices that promote sustainable resource use</td>
<td>Uptake of traditional practices</td>
<td>Case studies</td>
</tr>
</tbody>
</table>

Our research effort stems from this need to educate farmers about the various aspects of sustainable farming. There is a clear need for an expert system that can present the farmers with the impacts of their decisions on the sustainability of their farming practices. The proposed system should be a gateway for the farmers to evaluate their decisions from multiple points of view. Such a system should aim to aid the farmers’ decision process to achieve sustainability. It should be noted that the proposed system aims
to be an aid to decision making, and not a predictive tool to suggest the best possible decisions.

1.2 Problem

The main problem associated with creating expert systems, which present multiple points of view of the problem, is the multi-disciplinary nature of those views. These systems need to incorporate knowledge of bio physical processes, farm management practices, resource utilization strategies and knowledge of farmer decision patterns. A detailed review of existing expert systems was conducted by [15]. The authors highlight the complexity involved in incorporating these multiple disciplines in one expert system. A tool that is aimed at helping farmers make decisions needs to be able to present the problem to the user from multiple perspectives and provide solutions for each of those perspectives. It should also be able to help the decision makers compare the results of the different perspectives, and provide a measure for computing the best decision or sequence of decisions.

Decision support systems for farmers, fall under this category of expert systems. Due to the multiple methods of formulation of a farming problem, no single modeling methodology can answer all the questions a decision maker might ask. The various decision modeling methods can only address specific sets of scenarios. For example, the authors in [16]–[18] treat farming problems as resource and policy optimization problems. They do not address the motivations behind decision making processes explicitly.

On the other hand, the researchers in [19] address farming problems as purely theoretical decision making problems. This causes the models to stress the importance of
marginal variables, like technical know-how, and assign them a weightage that is equal to prominent variables like market price of a product.

Additional problems arise when most models do not integrate crop growth models into their decision support systems. This problem stems from research groups that concentrate on specific problems of specific areas. Though this gives the research groups the flexibility to use historic yield data while formulating their problem, it becomes hard to apply their conclusions to other regions and crops. There exist a handful of systems like Farm Systems Simulator (FSSIM) \cite{10} from the European Union (EU) that have successfully used crop growth models as a part of their systems. The problem with a system like this is the sheer complexity of the input data required, and the region specific constraints required. This effectively makes the tool very complicated to use, save for people who are well versed in intricate governmental policies and have extensive knowledge of crop specific phenology.

Thus the main problem can be summarized as, the unavailability of a decision support system that:

1. Integrates multiple modeling methodologies with a crop growth mode into a single system.

2. Does not require unrealistic amount of inputs from users who have a limited knowledge of the various methodologies.

3. Can address the same problem from economic, environmental and social perspectives and produce meaningful results.

These problems associated with existing decision support system for farmers are by no means exhaustive. However, they can serve as a template to answer specific
questions related to the design of a successful decision support system for farmers. These questions can be summarized as follows:

- What are the necessary processes and variables required for implementing a crop growth model to simulate the yields of a wide variety of crops?
- How can these yields, and other relevant outputs from the crop growth model, be used to make recommendations to the farmer for optimizing their economic and environmental gains?
- How can existing decision patterns of farmers be incorporated into the decision support system to provide a contrast between the status quo and optimal decisions?

The discussion of the background and the proposed research questions associated with the various solutions has provided us with the context for formulating the thesis statement for this research.

**Thesis Statement:** A multi-model simulation framework can be used to analyze farm management practices at the crop level, individual farm level and at the community level to show the impact and alternatives for smallholder farming practices. Such a multi-model approach can be used as a decision making aide for farmers to educate themselves on sustainable farming practices, and support the decisions that result in improved economic and environmental conditions. An improvement in these conditions may also lead to better social situations and status for the farmers.
1.3 Proposed System

In this section the proposed system and its components will be presented. The design requirements are listed and broken down into sub-requirements. These requirements have been derived from the various problems identified in the previous section. The design requirements for the final system can be listed as follows:

1. **Identify and implement a crop growth model that can initially model a specific set of crops.**
   
   A mathematical model necessary for simulating crop growth needs to be described and implemented. The necessary parameters that identify the different crop types and the data associated with those parameters will be collected. Sensitivity analysis should be conducted to identify the parameters that have a direct impact on plant growth. We also need to investigate other possible outputs that a crop growth model can provide in addition to the crop yields.

2. **Identify and implement a mathematical programming (MP)/Linear programming (LP) model for studying crop rotations and resource optimization.**
   
   We need to identify the variables necessary to formulate an MP/LP problem that utilizes crop yields from the crop growth program to select the best possible rotation of crops. We will have to develop objective functions to model different objectives for the farmers, i.e. optimizing yields vs optimizing revenue vs minimizing environmental impact.

3. **Identify and implement a decision making methodology to simulate the farmer decision process.**
A mathematical model to simulate the decision making processes of farmers needs to be developed. We have to identify the constraints and factors affecting the various decision making processes. Utility functions relating to the economic, environmental, and social objectives of farmers needs to be developed. The developed model needs to be evaluated using some real world data. Various scenarios for implementing these models need to be created.

4. **Create an input method for the users to evaluate the model.**

The system should contain flexible input requirements. Users with limited technical knowledge of the system should not be challenged while using it. Users with more knowledge of the system should be able to customize their model to a higher degree.

![Fig. 1. Mapping system requirements to the problem.](image)

This list of design requirements in Fig. 1 should be able to help us develop a system that can model the farmer decision making process from various perspectives. Using these requirements as a basic structure for the system, Fig. 2 can be considered as a conceptual model of the system. The various layers of the model are:
1. **Crop Growth model**: This model is the base component of the architecture. It consists of the necessary equations to model the growth of crops. Users can interact with this layer by specifying the type of crop they would like to plant, the season of planting, soil attributes and weather conditions. The crop growth model is capable of giving the yield and also the height of the crop. The output of this layer is used in both the optimizer and the individual decision model.
2. **Optimizer**: The optimizer is the second model of the architecture. Its purpose is to compute the optimum crop/combination of crops that the farmer can plant in order to maximize his profits, while maintaining a certain level of environmental friendliness. We can also generate the utilities associated with producing the optimal crops. These utilities can then be compared to the utilities from the previous layer.

3. **The individual decision model**: This is the third model of the system. It represents the decisions available to each individual farmer, based on the resources available to him. The model then computes the utility of the decisions made by the farmer.

4. **The community decision model**: This is the highest level of the model. It deals with the decisions that a community can make as a whole, in order to increase the standard of their agricultural practices through higher profits and environment friendly policies.

1.3.1 Proposed Contributions

From this research effort, there are a few contributions that I hope to make to the study of decision support systems for farmers.

1. An integrated framework of multiple models that can act as a decision aide for farmers.

2. Identifying and evaluating the important variables of a generic crop growth program that can be used in a decision support system and the development of the generic model.

3. Creating a model that can represent farmer decision processes.

4. Develop a combined model that can compare the decisions of a farming community and the economic impact to that of an optimal set of decisions.
In the next chapter we will take a look at the various decision support systems available in existing literature. The important features of these systems will be discussed along with the relevant background concepts.
Chapter 2

BACKGROUND AND PREVIOUS WORK

The general body of literature surrounding the use of simulation in decision making aides for farmers, can be split into four broad groups:

1. Using crop growth programs to simulate actual crop yield for various crops and soil regions. Additionally soil erosion, water run-off and nitrogen leeching are also estimated ([20], [21]).

2. Using optimization techniques or mathematical programming techniques to achieve the most profitable cropping sequences, farm policies, or resource management objectives ([16], [22]).

3. Using decision making methodologies like influence diagrams (ID), fuzzy logic systems, and agent based modeling (ABM), to simulate the various farm level and community level decisions that farmers might have to make ([19], [23]).

4. Applying game based methods and participatory simulations to teach farmers the importance of co-operative decision making ([24], [25]).

These groups of research present unique perspectives to the role of simulation in farmer decision making processes. These unique perspectives allow for research groups to apply a variety of methodologies to the same problem. It also gives birth to various research questions that forces research groups to analyze the problem in a variety of contexts. In order to understand the full capabilities of these various methodologies, we will need to take a closer look at the existing literature for these methods.
2.1 Crop Growth programs

The proposed system has a crop growth program as the starting layer of the simulator. In this section we will summarize various crop growth models that are widely used. Understanding these models can help us during the design and implementation of a generic crop growth model for our purposes. Crop growth programs are used to simulate crop yields, bio mass, plant height, CO2 emissions, nitrogen content and soil carbon dynamics. Though, the chemical equations governing various crop physiological processes have been formulated for some time, it is only in the past few decades that robust mathematical model of crop growth have become prominent.

Crop growth programs are mostly implemented as a system of differential equations. Differential equations are used to simulate the dynamic behavior of complex systems. Systems are often represented as a collection of individual components. These components contain state variables and processes, and are described using mathematical equations. The structure of these components and the communication between them drives the behavior of the system as a whole.

Crop growth programs use these concepts to simulate the various physiological processes that aid in crop growth. The crop system is described using various state variables. These state variables change based on mathematical representations of the physiological processes that affect them. In software implementations of the crop growth programs, these processes are called either sequentially or are based on a discrete time based flow chart.

The general flow of physiological processes between different crop species is assumed to be similar. All species of plants need to perform Photosynthesis to convert
solar radiation into useful carbohydrates. The rate of photosynthesis varies between crops. It is based on crop specific coefficients, the available radiation, carbon dioxide levels, and available water [26]. The chemical equation of photosynthesis is written as:

\[ 6CO_2 + 12H_2O \rightarrow (CH_2O)_6 + 6O_2 + 6H_2O \quad (1) \]

where, \((CH_2O)_6\) is the carbohydrate that has been produced from CO\(_2\) and water through the use of light. Some of these carbohydrates are partitioned to the various organs of the crop, while the remaining is used for daily maintenance. The partitioning rates for the different organs are a crop specific parameter. The mathematical model for generic crop growth and the various variables involved will be explained in the next chapter.

The literature review for crop growth models a number of successful research efforts that have used the models as decision support systems. The research group in [27] have developed CropSyst, which is one of the most accepted tools for simulating crop growth. It uses existing mathematical models of crop growth to create a process oriented approach with attention to detail on software design to enhance interoperability. This has led to the adoption of CropSyst in many large scale simulations using high performance computing.

CropSyst has been used by various research groups to study multiple cropping phenomena. The availability of auxiliary tools like ClimeGen by [27], which simulates climate data, has increased the popularity of this tool. Researchers [20] have used this program as a decision support system to create an irrigation schedule in a pear orchard with a high yield prediction accuracy. Research groups [28] have also successfully applied this method to predict water use in Japanese plum trees. These simulations configure the
CropSyst program to the local conditions by combining it with field and experimental data. Fig. 3 shows a high-level diagram of the CropSyst model.

The main drawback of this tool has been the huge amount of data required, to get any meaningful results. The program requires detailed quantification of soil types, cropping procedures, and crop phenology. In the design of generic decision support systems, this data requirement can provide a significant roadblock.

The research team in [21] have developed another widely accepted crop growth model called Agricultural Production Systems simulator (APSIM), that can simulate the physiological process in farming systems. The following diagram shows an overview of the APSIM simulation framework.
Researchers in [26] have used this model to simulate the crop growth of German winter wheat, maize and field-pea varieties. They have modified existing formula to account for canopy conditions, and used it to study mono-cropping and intercropping effects of these crops. Additionally, the authors in [29] have used APSIM to model crop improvement strategies by combining it with genetic and breeding information. This has resulted in identifying interesting traits and genes that can increase crop yield.

Though, the APSIM model is useful in studying crop management, water balance, cropping systems, and inter-species interaction, its drawback lies in the limited number of crops available for simulation, and similar to CropSyst, has significant data requirements.

The authors in [30] provide an exhaustive study of the ecological and geochemical factors that affect plant growth. They provide a set of the most relevant equations necessary to model crop biomass growth. The main strength of the model lies in the fact that the authors have used the model in real time by conducting experiments in various parts of China and the United States. This model provides the basic science necessary to understand crop growth. In keeping with the trend of the previous crop growth models, the unrealistic data requirements have limited its use in generic decision support systems.

In addition to these multi-crop growth models, there exist crop and environment specific models, which are used to predict yield of certain crops. The authors in [31] have used a complex crop growth model, coupled with geographic information system land use maps, digital elevation models, soil texture, and radar data, to model rice growth on a large scale in the North China Plain.

Similarly, the authors in [32] have developed a crop growth model call PIXGRO to simulate the carbon dioxide exchange in the environment and its impact on the growth of
spring barley. It combines plant physiology, remote sensing, and crop growth modeling to simulate yield and carbon levels at the landscape, regional, and continental levels.

Though the crop growth models available in the literature have unique characteristics and methods of implementations, they are primarily based on a common structure. We will be using this structure while selecting the equations for our generic model, as described in Chapter 3.

2.2 Linear programming methods

The second layer of our proposed architecture is an optimizer. As such it is responsible for providing the correct selection of crops and their respective rotations for a given set of objectives. This leads us to consider optimization techniques for implementing this layer. Mathematical/Linear programming (MP, LP) models have a rich history of usage in modeling farming practices. Empirical models have been used to study the relationships between farming practices and related economic and environmental impacts by utilizing historical data. Regression models have been constructed based on this data and have been used to analyze the co-relation between existing farming procedures and the economic gains that they produce.

LP models first came to prominence in the book Mathematical Method of Production Management and Planning [33], detailing LP models and their solutions. It was followed by F.L.Hitchcocks original paper [34] on transportation which also used LP models. The late 1940s and 50s saw a growth in these models due to the introduction of the Simplex method for solving LP problems.

Mathematically, an LP problem can be written as:
Maximize $z = \sum_j c_j x_j$ \hspace{1cm} (2)

Subject to $\sum_j a_{ij} x_j \leq b_i \ (i = 1, 2, \ldots, m)$ \hspace{1cm} (3)

$x_j \geq 0 \ (j = 1, 2, \ldots, n)$ \hspace{1cm} (4)

In the problem statement above, we seek a set of values for the continuous variables $x_1, x_2, x_3, \ldots, x_n$ to maximize a linear objective function $z$, and satisfy a set of linear constraints. An Integer Linear Programming (ILP) problem is one where at least one of the variables takes only integer values. A Mixed Integer Programming problem (MIP), is an LP where some, or all of the variables in the problem have an integer restriction. Mathematically, a MIP can be written as:

Maximize $z = \sum_j c_j x_j + \sum_k d_k y_k$ \hspace{1cm} (5)

Subject to $\sum_j a_{ij} x_j + \sum_k g_{ik} y_k \leq b_i \ (i = 1, 2, \ldots, m)$ \hspace{1cm} (6)

$x_j \geq 0 \ (j = 1, 2, \ldots, n)$ \hspace{1cm} (7)

$y_k \in \{0, 1, 2, \ldots\} \ (k = 1, 2, \ldots, p)$

Fig. 4. A simple classification of the various LP problems.
Fig. 4 shows a simple classification of the different MP/LP models. These models are then used to predict future economic gains by extrapolating the results for the time-series data. The major drawback of this method is the model rigidity, which does not allow for the inclusion of new farming practices into the model, and can hinder the model from producing relevant and accurate results. The main contributions of these regression models are the help that they provide to researchers in identifying the necessary indicators that have a direct impact on the economic and environmental gains.

The analysis of regression models is able to produce the coefficients and weights required while formulating linear programming models. These coefficients and attribute weights can then be used to draw inferences on the constraints, and objective functions that make up an LP problem. Depending on the nature of the problem being studied, the usage of LP models can be divided into two sub-groups:

1. Studying the effects of government policy on the socio-economic and environmental gains for farmers and farms.

2. Analyzing various configurations of farm resource utilizations in order to maximize expected economic or environmental utility. It can also be extended to study the application of new farming technologies, by introducing them as constraints to the problem, or by eliminating existing constraints.

2.2.1 Linear Programming and Government Policy

The literature shows a widespread acceptance of the use of LP models to study the impact of governmental policies, on farm level activities. The authors in [22] have used
this approach to model the impact of European Union (EU) common agricultural policy (CAP) reforms on farm level economics, through the use of linear programming. The authors simulated various agricultural, technological and market scenarios for, rice, fruit and vegetable farming systems. The authors were able to show a correlation between water pricing and economic impact on farms. This economic impact was then used to show a correlation to negative environmental impact on the surrounding farming areas.

Research groups [16] have conducted a study of the EU water policy, water framework directive (WFD), on its impact on irrigated farming in the EU. WFD aimed to use the pricing of water as a tool to regulate water use, and water pollution. The authors created various scenarios for multiple agricultural scenarios, to describe the application of these governmental policies. The LP models for these scenarios showed conflicting results for different agricultural systems. For example, in the cereal system, WFD was shown to have caused a drop in farm income and an increase in unemployment, while promoting a positive impact on the environment. On the other hand, fruit based agricultural systems showed a lot of resistance to the impact of WFD on farm incomes with negligible improvement of the environmental indicators.

The authors in [17] has extended the study of the impact of governmental policies on farms, to include dairy farms in the Dutch region. The authors selected two governmental policies, namely, Mineral Accounting System (MINAS), and Manure Transfer Agreement System (MTAS), which compel dairy farmers to reduce nitrogen and phosphate loss to ground water. The author found that, strict adherence to the government environment policies caused a decrease in surplus for the farmers. It was also found that, in high intensity farms, the cost of complying with the environment policies was much
greater than the penalty that the farms would have to pay for breaching the said policies. [35] extended the research on MINAS and MTAS to study the environmental impacts of such policies in dairy farms. The authors found that the enforcement of the environmental policies caused a significant positive impact on the various environmental indicators.

Government policies regarding pesticide and fertilizer taxation were studied by [36]. The authors aimed to develop economic incentives for farmers who had reduced pesticide application levels. Linear programming models were created to simulate a base scenario for farm level activities that followed governmental policies. The authors then introduced additional constraints on the pesticide usage by providing economic incentives to farmers for reduced pesticide use. Using an environmental based objective function, the authors were able to optimize various scenarios that produced a maximum environmental utility. The authors then extended this approach to include a trade-off between environmental and economic objectives. This was useful to suggest environmental policies that could potentially be beneficial to both the farmers, and the environment.

The authors in [37] applied a similar research procedure to study the impact of government taxation policy for fertilizers on NO3 pollution in water. The authors were able to conclude that a combination of the various policies, rather than implementing each policy individually, would be able to decrease the overall pollution by 20%.

2.2.2 Linear Programming and Resource Utilization

One of the reasons for employing LP models at farm level is the ease with which various farm activities can be represented as resources. Crop rotation, fertilizer and pesticide usage, water usage, labor requirements, and available capital can all be modeled
as resources in a LP model. The access to various optimized LP tools on the market and the increased processing power of computers has enabled researchers to build more complex problems without worrying about processing constraints. A quick literature review on this topic shows us the use and acceptance for LP in farmer resource utilization.

The authors in [18] use LP to formulate a crop rotation scheme with no explicit, pre-determined rotations. The coefficients and weights were generated using regression analysis of historic cropping data records. The main drawback of the paper is that it does consider the validity of the rotations that are obtained as outputs. The crop rotations that are suggested by the model might be financially rewarding options, but they are not necessarily feasible. This could be due to the soil exhaustion from planting the same set of crops over and over again, financial constraints, or weather constraints. The absence of these factors, gives us outputs that are mathematically accurate but practically inaccurate. Though the model has a few drawbacks, it does provide a basic framework to create more complex crop rotation mechanisms by introducing more constraints and factors to the model.

The researchers in [38] also follow a similar approach where not all possible crop rotation schemes are enumerated. This creates a more efficient method for evaluating crop rotation schemes by solving only a subset of the possible crop rotations. This rotation model provides an in-depth approach into crop rotation by considering factors like money spent on each crop in both the pre and post cropping stages. It also provides a measure of judging the effects of the crops on each other.

The main drawbacks of such an approach can be classified into two parts. First, this procedure advocates eliminating the crop which has the least value for the maximizing
function. The authors do not mention the role of the dropped crop on the overall effectiveness of the soil quality and its effect in the yield of the remaining crops. Due to the absence of a variable that considers the effects of the chosen crops on the soil, the crop rotations that are yielded by this model might give a less than satisfactory result if applied practically. Second, the authors do not note the effects of the market on the crop production. Since these crops are planted in cycles over a period of time, it is possible that a change in the market value of the crops would change the values of the maximizing functions, thus affecting the crop rotations.

Similar research methodologies are applied by various research groups like [39], [40]. In these LP models, the objective is the effective utilization of external resources like warehouses, labor, and forest resources. The main contribution of these research groups is in the identification of external resources which can have a direct or in-direct impact on farming policies. This contribution can also be considered as a drawback for these models since; the excessive importance given to these external objectives might produce results that do not simulate real world results meaningfully.

From the literature review we can see that there are multiple ways of using linear programming methods to define farming problems. These various uses are mostly based upon the research question defined by a research group. This leads to the possibility of having a large number of problem formulations to cover every possible farm specific scenario. Since it is not possible to cover this exhaustive list of scenarios in our model, we will use a simple, yet flexible, set of formulations that can be expanded or simplified as necessary.
2.3 Decision Making Methodologies

The top two layers of our system are an individual and a community decision model respectively. We will be using these models to simulate the farmer decision process at an individual and a community level. This process requires the selection of a decision simulating methodology. In this section we will review popular methodologies used to simulate decision making and understand their strengths and drawbacks.

Decision theory is the study of decision making processes, where the ultimate goal is to derive the best decision that can maximize the expected utility of the decision maker’s final objective. This decision is made with either full or partial information regarding a certain scenario. Though, the general approach of LP and decision theory appear to be similar, i.e. maximization of expected utility, they have fundamental differences in their use. LP and mathematical programming is used when various scenarios can be expressed as functions of variables. Decision theory is used when the effects, and frequencies, of various decisions and corresponding constraints can be quantified.

Since decision theory is used to model the actual decision making processes, it is a prime candidate to use in farmer decision making processes. Some important decision making processes are: Bayesian trees and influence diagrams (ID), decision trees, fuzzy set theory, and Agent based systems (ABS). Decision theory is especially useful when modeling farmer decision making under uncertainty and risk averse conditions.
2.3.1 Influence Diagrams

Influence diagrams, also called relevance diagrams, are acyclic directed graphs representing decision problems. The goal of influence diagram modeling is choosing such a decision alternative that will lead to the highest expected gain (utility).

Similar to Bayesian networks, influence diagrams are very useful in showing the structure of the domain, i.e., the structure of the decision problem. Influence diagrams contain four types of nodes (Decision, Chance, Deterministic, and Value) and two types of arcs (influences and informational arcs).

![Influence Diagram Example](image)

Fig. 5. Example of an Influence diagram.

In Fig. 5 the ovals represent the chance nodes. These nodes represent uncertainty in the system. The uncertainty associated with each chance node in the system is represented by a conditional probability potential:

$$P(C|\Pi_C) : sp \left( \{C\} \cup \Pi_C \right) \rightarrow [0; 1] \quad (8)$$

where, $\Pi_C$ denotes the parents of $C$ in the influence diagram. The rectangles represent the decision nodes. They contain the list of decisions available in the system at that point. The
hexagons represent the utility nodes. These nodes are used to quantify the impact of the decisions for a given set of chance nodes.

The purpose of the influence diagrams is to calculate the decision alternative, or the set of decision alternatives, that maximizes the expected utility of the system. For a set of chance variables $C$, utility variables $V$, and decision variables $D$, the optimal sequence of decisions that maximize the expected utility is given by:

$$\delta_{D_n}(C_0, D_1, \ldots, D_{n-1}, C_{n-1})$$

$$= \arg \max_{D_n} \sum_{C_n} P(C_n|C_0, D_1, \ldots, D_{n-1}, C_{n-1}, D_n) \sum_V \varphi_V$$

where, $\delta_{D_n}$ is the optimal policy for the decision variable $D_n$ and $\varphi_V$ is the set of utility values for the utility node $V$.

The authors in [41] have demonstrated the use of IDs to study the motivation for farmer decisions related to farming methods and organic farming and the differences between conventional and organic farmers. Using this model he was able to classify organic farmers into 4 different categories. He was also able to identify the constraints that prevent conventional farmers to adopt organic farming techniques. This analysis has helped the author to suggest effective government policies to encourage organic farming. These include policies to encourage positive attitude towards organic farming, policies to promote research, and policies regarding economic incentives for organic farmers.

Influence diagrams have also been used to model farmer decision making process to stem the losses to biodiversity. The researchers in [23] have used this method to study the fencing practices of land holders in Australia. They were able to identify and understand the impact of causal relationships of the different variables like farm income, long term vision government support, and landholders' knowledge.
Bayesian networks have also been used to evaluate resource utilization by farmers. The authors of [42] have used Bayesian/Influence diagrams to model farmer decision process in the use of ground water management. The authors were able to use existing data to create an Influence diagram that analyzes the tradeoff between different objectives, and propose management options that can balance contradictory objectives. Fig. 6 shows the Influence diagram employed by the authors to evaluate the groundwater management.

2.3.2 Fuzzy Logic

Type-1 fuzzy set (T1 FS) theory was first introduced by Zadeh in 1965 and has been successfully applied in many areas, including modeling and control, data mining time-series prediction etc. A fuzzy set $F$ is defined as a pair $(F, \mu_F)$. For every element $x \in F$,
the value $\mu_F(x) \in [0,1]$ is called the membership of $x$ in $(F, \mu_F)$, and $\mu_F$ is called a fuzzy membership function.

![FLS Diagram](image)

**Fig. 7. Type 1 FLS**

Though fuzzy sets have a wide range of applications, their relation to rule based fuzzy logic systems have made them a popular tool in the engineering community. A rule based fuzzy logic system (FLS) is shown in Fig. 7. It consists of a fuzzifier that maps the incoming crisp input values onto the relevant fuzzy sets. A rule base that contains the rules describing a FLS that is described completely in terms of type-1 fuzzy sets is called a type-1 FLS.

Fuzzy membership functions are often represented using simple functions. They are useful in graphically representing a fuzzy set. Piece-wise functions can also be used to represent membership functions, but most applications use mathematical functions. Fig. 8, Fig. 9 show a triangular and a Gaussian membership function.
When a data point is given as an input to an FLS, the inputs are mapped to fuzzy values based on the membership functions. These fuzzy values are then used as an input to an IF-THEN rule base to calculate the outputs. These rules are designed based on either existing data or expert knowledge.
The research group in [19] has used fuzzy methodology to study the motivations of farmers to diversify their farms in terms of cropping practices, crops used, and other technological improvements. Using linguistic variables based on rural farmer knowledge, the authors were able to build a relatively complex system that was able to model individual motives of farmers, rather than simple utility maximization. Though the use of this model for individual farms can be argued, it can help in creating a hierarchical model for groups of farms to study and implement government policy changes.

Fuzzy systems have also been used to study the environmental impact of farming systems. The authors of [43] have used existing data to create an FLS to propose strategies to increase the positive environmental impact of sugarcane farms in Iran. The authors were able to validate their proposed solutions through interviews with experts, and existing scientific knowledge.

Other researchers [44] have used a similar methodology to evaluate the risk to environmental biodiversity due to farming practices. The authors used biodiversity indicators to successfully identify farming practices that are suitable to maintain biodiversity. Organic farming practices like organic fertilization and reduced tillage were evaluated and were found to have positive effects on the environment while maintaining acceptable profitability levels for farmers.

2.3.3 Agent Based Systems

Agent based systems/models (ABS/ABMs) are helpful in simulating the behavior of individual and group entities/agents in the context of their environment. The flexibility to express the behavior of the agents in relation to the changes in their environment makes
ABS a powerful tool to simulate farmer decision processes. It can be used at both the individual farm level, and also a large community level.

Agent based models are simulations of groups of agents, who interact based on predetermined rules, set in a virtual environment. The agents are represented by attributes that describe their motivations or characteristics. The interactions between agents need to be explicitly defined. These interactions lead to emergent behaviors and changes in the environment that are later analyzed. The rules of interaction are often simple IF-THEN-ELSE rules that are developed by the modelers or domain experts.

Various research efforts have successfully used ABMS as a modelling tool to predict, and analyze, the impact of the farmer behavior at the farm, county, and country level. A review of the use of ABMs in farmer decision modeling was performed by [45]. The author found that ABMs were fast becoming the preferred tools for simulating farmer-environmental interactions.

An ABS has been used by [46] to model the impact of farmer behavior in relation to water and resource usage. It employs a simulated hydrological system and social dynamics to analyze the outcomes of various scenarios. The authors combined the model with biophysical models to simulate the hydrological system. They were able to extend the model to study the response of farmers to unforeseen disasters, and the impacts that they might have on farmer income.

A similar land use change model was built by [47] to simulate the cropping patterns of farmers in northeastern Thailand. The authors were able to incorporate both economic dynamics and social interactions between the farmers while building the system. Through this data the authors evaluated the effects of climate change on the change in land use. This
model was applied on multiple villages and the authors have identified the long term
response of each village to the negative effects of climate change.

ABS has also been used as a training tool [48] by combining it with a participatory
role playing game. This approach uses an ABS as a bridge between researchers and farmers
by letting the researchers help the farmers in understanding and analyzing the results and
limitations of the system. ABS can also be used for making policy recommendations using
livelihood indicators as demonstrated by [49]. This approach shows the effectiveness of
policy recommendations based on the use of ABS, despite data limitations.

This section on decision making methodologies has provided us with a large
amount of information on the various decision making methodologies used to address
agricultural problems and the context of their usage. Influence diagrams are effective tools
to capture the structure and causality of the problem while attaching appropriate utility
values to decisions. This is very useful during problem formulation as it helps us to identify
the various factors and the relations between them. However, the definition of point
probabilities for the various chance nodes requires large amounts of data or reliable input
from subject matter experts. Increasing the variables also increases the number of
probabilities to be calculated exponentially.

Fuzzy logic systems seem appropriate and flexible for addressing farmer problems.
They allow the user to translate the uncertainty of the decision process through the use of
fuzzy rules and membership functions. Defining these rules and membership functions can
be considered a drawback of this method as a large chunk of the decision process is quite
subjective and qualitative. Agent based methods can be considered to be a perfect fit for
simulating decision process on a large scale. However, similar to the fuzzy systems
defining the necessary rules for the agents to act upon is not always accurate. This can lead to simulation models that might not be a close enough representation of the problem being addressed. In the decision model for the proposed architecture we will use these various decision making methodologies and address the problems associated with their use.

2.4 Participatory and Game Based Learning

In the previous sections we covered the various methodologies associated with the different layers of the proposed architecture. In this section we will take a brief look at decision support systems that have been developed to act as teaching tools for uneducated/technologically illiterate farmers. This review can be useful in making recommendations for implementing the proposed models for a target audience of this type.

Farmer decision support systems, which started out as purely mathematical and quantitative exercises, have recently started incorporating qualitative learning aspects into their methods. The previous decade has seen an emergence of game based technologies and participatory methods to educate farmers about the different options available to them w.r.t. new and improved farming practices. These research efforts aim to target the farmers thought process by presenting problems to them from multiple points of view. Game based approaches have tried to inspire farmers to adopt sustainable practices by presenting visual consequences of their decisions. These game based and participatory efforts are usually targeted towards smallholder and undereducated farmers who tend to resist new farming practices because of societal restrictions and risk averse behavior.

FARMSCAPE, developed by [24] is a participatory research targeted towards farmers in northeast Australia. It involved a 10 year study to evaluate the benefits of
simulation and modeling in educating farmers and their advisors. This research stemmed from a need to connect researcher and farmers in order to develop appropriate technologies for helping resource poor farmers. The authors provide performance indicators of different farming practices evaluated to create a learning experience. This co-operative learning experience for both the farmers and researchers has led to the creation of better farming practices by the researchers and an improvement in the analytical ability of the farmers.

The researchers in [25] have used a participatory research methodology to study the social and ecological effects on land use change. They further developed this model test alternative scenarios and farming practices. From their discussions and model simulations, the researchers were able to observe a decrease in soil fertility due to the overuse of fertilizers and hybrid crop varieties. They were also able to conclude that adoption of alternative, and more responsible cropping methodologies, would not be able to counter the degradation of soil fertility. Fig. 10 shows a causal diagram of the participatory sessions used to collect data on farmer behavior.
Participatory simulation has also been used to identify solutions to water resource issues in watersheds. The research group in [50] applied a participatory approach to address phosphorous control options in St. Albans Watershed, Vermont. Through the discussions with various stakeholders, they were able to collect data and evaluate scenarios to reduce phosphorous load on the watershed. They were also able to provide a neutral ground for the various parties involved, to discuss the environmental effects of their actions on the watershed.

A similar approach was used by [51], to bring together farmers, lakefront property owners and city residents to discuss the environmental effects of eutrophication, nutrient runoff, water quality, and water management issues. It resulted in educating the stakeholders in alternative solutions to the water pollution problems. Data collected in this process was useful in building quantitative models for application in local decision making. It was instrumental in creating a dialogue between the various conflicting stakeholders to
achieve a common ground in terms of sustainable practices. The authors were also able to
develop politically feasible solutions that could be implemented by lawmakers.

Participatory approaches are often combined with role playing games (RPGs) in
multi actor systems to arrive at acceptable compromise solutions. These approaches are
often in the form of board games or use computer interfaces. These games provide a sense
of legitimacy to the alternative approaches proposed by researchers, since the farmers get
a chance to visually perceive the changes to the environment, and their livelihood, based
on the outcomes of these games.

The authors in [52] have used an RPG to educate farmers about effective actions
to combat agricultural runoff. The actors included farmers, mayors, and advisors. They
were tasked with finding a solution to disastrous runoff scenarios in the watershed by
utilizing a game. The stakeholders were able to arrive at effective solutions to reduce the
runoff by 50% after engaging in discussions about intercropping periods, and storage tanks.

Similarly, the researchers in [53] have used RPGs to study the decision making
abilities of farmers when placed in a virtual environment with simulated scenarios to tackle
problems of resource sharing. Their goal was to observe if farmers adhered to the game
rules and if they were able to use the knowledge gained from their farming experiences to
make decisions in the game. A similar approach was used by [54] to study how genetically
modified crops and conventional crops could coexist in oilseed and maize farming. The
RPG sessions were useful to understand the decision making processes of farmers and grain
merchants. They were also able to evaluate the amount of co-operation between the actors
and their response to advice from technical advisers.
2.5 Conclusions

In this chapter, the existing literature for decision support systems, and their respective concepts have been reviewed. We were able to look at the broad spectrum of research methodologies being used to address the problems faced by the farmers. Some of the approaches were quantitative, while others were purely qualitative. The selection of appropriate methodologies for modeling the various problems is a research problem in itself. It is also important to note that while some quantitative models were built and analyzed efficiently, the results are not intuitively understandable to farmers. Qualitative models can also suffer the same problem by not providing a realistic context to the farmers while simulating various scenarios.

A decision support system aimed at farmers should be able to provide results in understandable and contextually relevant ways. The review of the various methodologies was helpful in identifying possible directions for our research and the potential pitfalls of certain methods. In the following sections we will take a detailed look at the various methods used in implementing the different layers of the proposed architecture.
CHAPTER 3
CROP GROWTH MODEL

The mathematical model necessary for crop growth has been developed from existing resources. Several mathematical models are available to simulate the growth pattern of various crops [55], [56]. The drawback of these models is that they are crop specific. Since our project did not need the complexity of the various crop specific models, we have attempted to use a generic crop growth model to simulate the crop biomass yields and plant height. In this section, we will look at a form of the crop biomass equation. The individual variables in the equation will be explored to see how we have arrived at the final form of the equation.

3.1 Generic Crop Growth Equation

A generic equation for plant biomass growth [56] can be written as:

\[
\frac{dW}{dt_i} = \varepsilon \times 0.5 Q_0 [1 - e^{(-k_{LAI_{i-1}})}] \times 0.0001
\]  

(10)

where, \( \frac{dW}{dt_i} \) is the daily increment in biomass weight for the crops, in tonnes/hectare (ta/ha). Q_0 is the daily solar radiation in MJ m\(^{-2}\) d\(^{-1}\). \( \varepsilon \) is the radiation use efficiency that converts the daily radiation into photosynthetically active radiation that is used by the plants. This coefficient is crop specific. \( k \) is the extinction coefficient. It is generally assumed to have a value of 0.65 for all crops.

\( LAI_{i-1} \) is the Leaf Area Index for the previous day. \( LAI \) is a dimensional quantity that represents the one sided green leaf area per unit ground surface. In order to evaluate LAI, we need to calculate heat units, heat unit index, and heat unit factor for each day. A
crop starts growing once the daily average temperature exceeds the base temperature for
the crop. Daily heat unit is the difference between the daily average temperature and the
base temperature required for germination. Heat unit (HU) is given by [57] as:

\[
HU = T_{Avg} - T_{base}
\]  

(11)

Each day, if the value of the heat unit is greater than zero, it is accumulated as part
of the total heat units \(H_{Utot}\). These accumulated heat units are divided by the potential heat
units for a crop to arrive at the heat unit index (\(HUI\)).

\[
H_{Utot} = H_{Utot} + HU \text{ for } HU > 0
\]  

(12)

\[
HUI = \frac{H_{Utot}}{H_{Upot}}
\]  

(13)

The potential heat units for a crop are calculated by multiplying the difference
between the optimal and base temperatures, \(T_{opt}\) and \(T_{base}\), for a crop with the total
number of growing days.

\[
H_{Upot} = \text{Planting duration} \times (T_{opt} - T_{base})
\]  

(14)

The heat unit index, \(HUI\), is a value between 0 and 1 that is used to measure the
progress of a crop's growth as a function of the daily temperature. It is also used to calculate
the heat unit factor (\(HUF\)), which indicates the fraction of the maximum leaf area index
for the current heat unit index.

\[
HUF_i = \frac{HUI}{HUI + \exp(ah_1 - ah_2 \times HUI)}
\]  

(15)

\[
ah_2 = \frac{\ln\left(\frac{frp_1}{frl_1} - frp_1\right) - \ln\left(\frac{frp_2}{frl_2} - frp_2\right)}{frp_2 - frp_1}
\]  

(16)
\[ ah_1 = \ln\left(\frac{frp_1}{frl_1} - frp_1\right) + ah_2 \cdot frp_1 \]

where, \( frp_1, frl_1, frp_2, frl_2 \) are crop specific parameters that provide the fraction of the maximum leaf area index reached for a specific period in the growing stages. These values are regression coefficients that researchers have determined experimentally to fit the leaf development curve.

Finally, the leaf area index for each day is given by [58] as:

\[
LAI_i = \begin{cases} 
LAI_{i-1} + dHF_i \cdot LAI_{\text{max}} \cdot (1 - \exp(5 \cdot (LAI_{i-1} - LAI_{\text{max}}))), & i < \text{decline period} \\
LAI_{i-1} \cdot \frac{1 - HUI}{1 - HUI_{\text{sen}}}, & i \geq \text{decline period}
\end{cases}
\]  \hspace{1cm} (18)

\[ dH_{F,i} = HUF_i - HUF_{i-1} \]  \hspace{1cm} (19)

where, \( HUI_{\text{sen}} \) is the heat unit index when the crop enters its decline stage. During the growth stages the LAI is an exponential function of the LAI from the previous day and the maximum leaf area index \( LAI_{\text{max}} \). Once the crop starts declining, the leaf area also starts declining as a function of the heat unit index.

### 3.2 Evapotranspiration

Evapotranspiration is the combined process of plant transpiration and soil evaporation. Plants lose almost 99% of the water they take up due to evaporation. This process is called transpiration. Simultaneously, the soil surface also undergoes evaporation and loses water to the atmosphere.

Evapotranspiration is used as a means to calculate the water requirement of a crop for each day during its life cycle. Evapotranspiration is heavily influenced by the climate conditions. It is high in hot and dry conditions, and low in cloudy and cool areas. Crop
evapotranspiration for each day is calculated by first calculating the potential evapotranspiration. Potential evapotranspiration is defined as the evapotranspiration that would occur from a large area uniformly covered with green vegetation with an unconstrained access to water.

Various methods have been developed to calculate the potential evapotranspiration on any given day. The Penman model, the Penman-Monteith model, the Priestly-Taylor model, and the Hargreaves model have all been successfully used to calculate daily evapotranspiration. The current crop growth model implements the Penman model to calculate the evapotranspiration.

The Penman model calculates the evapotranspiration for a short green crop, like grass, that uniformly covers the surface of the land and has unconstrained water supply. The equation for the penman model is given by [57] as:

$$ E_o = \frac{\Delta * R_N + \text{psychro} * R_C * VPD}{H_v * (\Delta + \text{psychro})} $$

(20)

where, $E_o$ is the potential evapotranspiration for any given day, measured in mm/day. $\Delta$ is the slope of the saturation vapor pressure curve in kPa/°C. Vapor pressure is the amount of pressure exerted by vapor in a closed container. It is an indication of the rate of evaporation of water from the soil surface. The slope of the vapor pressure curve indicates the speed with which the surface water content of the soil is evaporating. It is an exponential function of the daily average temperature in °C, given by the formula:

$$ \Delta = 25029.4 * \exp \left( \frac{T_{Avg} * 17.269}{T_{Avg} + 237.3} \right) $$

(21)

$R_C$ is the aerodynamic conductance of air in mm/kPa*day and a function of the wind speed $W_s$ in m/s. It is calculated using the formula:
$$R_C = 2.7 + 1.63 \times W_S$$ (22)

VPD is the vapor pressure deficit in kPa. It is used to measure the difference in the actual water vapor pressure $E_a$, and the vapor pressure at saturation $E_s$, for the daily average temperature $T_{Avg}$ and relative humidity $R_h$ expressed as a fraction.

$$VPD = E_s - E_a$$ (23)

$$E_s = 6.1078 \times \exp \left( \frac{T_{Avg} \times 17.269}{T_{Avg} + 237.3} \right)$$ (24)

$$E_a = E_s \times R_h$$ (25)

The psychrometric constant is given by the variable $\text{psychro}$. It is useful in relating pressure $P_B$, in kPa/°C, of water in air to a specific temperature. It is given by the formula:

$$\text{psychro} = P_B \times 7.2063 \times 10^{-4}$$ (26)

The latent heat of vaporization of water, $H_v$, is defined at the daily average temperature $T_{Avg}$ using the equation:

$$H_v = 2.501 - 0.0022 \times T_{Avg}$$ (27)

The potential evapotranspiration calculated in the previous step is for a reference crop like grass or alfalfa. To scale this value to a specific crop, and to calculate its daily water use, we need to multiply the potential evapotranspiration, $E_0$, value with the crop coefficient $K_c$.

$$E_s = E_0 \times K_c$$ (28)

The crop coefficient $K_c$ depends upon the crop type, the growth stages of the crop and the climate. The general crop coefficient encompasses the evaporation from both the crop and the soil. General values of the coefficient are available, and can be used to
calculate the daily water requirement. If we need to calculate the daily crop coefficient by taking the soil type into account, we will need to split the coefficient into the crop specific coefficient and the soil coefficient. The crop coefficient $K_C$ is given by [59] as:

$$K_C = K_s \cdot K_{cb} + K_e$$

(29)

where, $K_{cb}$ is the basal crop coefficient. For every crop, this value is defined for the different crop growth stages: initial, development, middle, and decline. It is important to know the duration of each of these stages for each crop and its respective coefficient. Table 2 shows a sample of the basal crop coefficient for different crops from [57] and [59], at the different growth stages.

**Table 2 Crop coefficients and duration of stages**

<table>
<thead>
<tr>
<th>Crop</th>
<th>Kcini</th>
<th>Kcmid</th>
<th>Kelate</th>
<th>Initial duration</th>
<th>Development duration</th>
<th>Mid-stage duration</th>
<th>Decline duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broccoli</td>
<td>0.15</td>
<td>0.95</td>
<td>0.85</td>
<td>135</td>
<td>35</td>
<td>45</td>
<td>40</td>
</tr>
<tr>
<td>Lettuce</td>
<td>0.15</td>
<td>0.9</td>
<td>0.9</td>
<td>140</td>
<td>25</td>
<td>30</td>
<td>65</td>
</tr>
<tr>
<td>Onions</td>
<td>0.15</td>
<td>0.95</td>
<td>0.65</td>
<td>150</td>
<td>30</td>
<td>40</td>
<td>60</td>
</tr>
</tbody>
</table>

The soil coefficient $K_e$ is calculated using the formula:

$$K_e = K_r \times (1.21 - K_{cb})$$

(30)

The values $K_r$, $K_s$ are evaporation reduction coefficients that are dependent on the depth of the water depleted from the top soil for the crops. These coefficients are given by the following formulae [59]:

$$K_r = \begin{cases} \frac{TEW - D_{e,i-1}}{TEW -REW}, & D_{e,i-1} > REW \\ 1, & D_{e,i-1} < REW \end{cases}$$

(31)
\[ K_e = \begin{cases} \frac{TAW - D_{e,i-1}}{TAW - RAW}, & D_{e,i-1} > RAW \\ 1, & D_{e,i-1} < RAW \end{cases} \] (32)

The values \( T_{EW} \) and \( R_{EW} \) are the total and readily evaporable water levels respectively, in mm, for different soils. \( T_{AW} \) and \( R_{AW} \) are total and readily available water levels each day, in mm, for a given crop-soil combination. \( T_{EW} \) and \( R_{EW} \) values are readily available for major soil types. \( T_{AW} \), and \( R_{AW} \) are given by:

\[ T_{AW} = 1000(\theta_{FC} - 0.5 * \theta_{WP}) * Z_r \] (33)

\[ R_{AW} = p * T_{AW} \] (34)

The parameters \( \theta_{FC} \), and \( \theta_{WP} \) are the water content of each soil at field capacity and wilting point respectively. These values are constants for each soil. \( Z_r \) is the root depth of the crop at each day. \( p \) is a crop specific constant that is used to calculate \( R_{AW} \) from \( T_{AW} \). Table 3 lists \( \theta_{FC} \) and \( \theta_{WP} \) values for all the major soil types.

<table>
<thead>
<tr>
<th>Soil type</th>
<th>( \theta_{FC} )</th>
<th>( \theta_{WP} )</th>
<th>( R_{EW} )</th>
<th>( T_{EW} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>0.12</td>
<td>0.04</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Loamy sand</td>
<td>0.16</td>
<td>0.06</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>Sandy loam</td>
<td>0.24</td>
<td>0.11</td>
<td>8</td>
<td>18.5</td>
</tr>
<tr>
<td>Loam</td>
<td>0.26</td>
<td>0.12</td>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>Silt loam</td>
<td>0.3</td>
<td>0.14</td>
<td>10</td>
<td>23</td>
</tr>
<tr>
<td>Silt</td>
<td>0.33</td>
<td>0.17</td>
<td>10</td>
<td>24.5</td>
</tr>
<tr>
<td>Silt clayloam</td>
<td>0.32</td>
<td>0.2</td>
<td>10</td>
<td>22</td>
</tr>
<tr>
<td>Silty clay</td>
<td>0.37</td>
<td>0.23</td>
<td>11</td>
<td>25.5</td>
</tr>
<tr>
<td>Clay</td>
<td>0.37</td>
<td>0.22</td>
<td>11</td>
<td>26</td>
</tr>
</tbody>
</table>
3.3 Nutrient Requirements

Crops require nitrogen and phosphorus for proper growth. The model calculates the potential nitrogen and phosphorus content of the crop for each day. The nutrient demand is then calculated by subtracting the actual content from the potential content. This nutrient demand is the amount of fertilizer required for a stress-free growth. The potential content for each day is given by the formula [57]:

\[ N_{pot} = W_i \cdot (bn_1 + bn_2 \cdot \exp(-bn_3 \cdot HUI)) \] (35)

\[ P_{pot} = W_i \cdot (bp_1 + bp_2 \cdot \exp(-bp_3 \cdot HUI)) \] (36)

The parameters \( N_{pot} \) and \( P_{pot} \) are the potential content for a given day. \( bn_1, bn_2, bn_3, bp_1, bp_2 \) and \( bp_3 \) are crop-specific parameters that express the optimal N and P concentrations as a function of the heat unit index.

3.4 Stress Factors

Under ideal conditions, the crop growth is stress-free and the crop is able to achieve its maximum possible growth for each day. However, actual crop growth suffers from multiple forms of stress. Lack of sufficient water, sub-optimal temperature, and a lack of nutrients inhibit daily crop growth. This is modeled in the equations by multiplying the daily biomass with a stress factor. The new daily biomass is given by

\[ \frac{dW}{dt_i} = \text{Stress} \cdot \frac{dW}{dt_i} \] (37)
Stress is a value between 0 and 1 that scales down the daily biomass to actual values. There are various kinds of stress acting on the crop. These are water stress, temperature stress, nitrogen stress and phosphorous stress. Stress is given by:

$$ \text{Stress} = \min(\text{water, temperature, nitrogen, phosphorous stress}) \quad (38) $$

Water stress is the ratio of the available water content to the actual water necessary. It is given by:

$$ \text{Water Stress} = \frac{\text{RAW}}{\text{Required water content}} \quad (39) $$

Temperature stress is a sinusoidal function of the daily average temperature, optimal temperature and the base temperature of the crop [58].

$$ \text{Temperature Stress} = \sin(1.5707 \times \frac{\left( T_{\text{Avg}} - T_{\text{base}} \right)}{\left( T_{\text{Opt}} - T_{\text{base}} \right)}) \quad (40) $$

Nutrient stress for both phosphorous and nitrogen is expressed as a function of the ratio of the actual nutrient content to the optimal nutrient content.

$$ \text{Nitrogen stress} = 200 \times \frac{\text{Actual nitrogen content}}{\text{Optimal Nitrogen content}} \quad (41) $$

$$ \text{Phosphorous stress} = 200 \times \frac{\text{Actual phosphorous content}}{\text{Optimal phosphorous content}} \quad (42) $$
3.5 Program Flow and Input Files

The computer model requires 3 input files to run the simulation. The first file is the crop parameter file. This file contains tab separated values that describe the unique values associated with a crop. Table 4 lists all the parameters in the crop input file.

Table 4 Crop parameter file description

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crop Name</td>
<td>This parameter is used to id the crops</td>
</tr>
<tr>
<td>kcini</td>
<td>Initial value of the crop parameter. This value is used crop the beginning of the crop cycle till the beginning of the development cycle. Dimensionless quantity.</td>
</tr>
<tr>
<td>kcmd</td>
<td>The crop parameter during the middle part of crop cycle. It is also used, along with the kcini value, to estimate the crop parameter for the development stage</td>
</tr>
<tr>
<td>kclate</td>
<td>The crop parameter during the crop decline stage.</td>
</tr>
<tr>
<td>root</td>
<td>Maximum root depth of the crop in meters.</td>
</tr>
<tr>
<td>ht</td>
<td>Maximum crop height in meters.</td>
</tr>
<tr>
<td>p</td>
<td>Depletion fraction. A dimensionless quantity used to calculate the readily available water content.</td>
</tr>
<tr>
<td>rue</td>
<td>Radiation use efficiency. This is the potential unstressed growth rate per unit of intercepted photosynthetically active radiation. (kg ha$^{-1}$ MJ m$^{-2}$)</td>
</tr>
<tr>
<td>hi</td>
<td>Harvest index. A dimensionless quantity that represents the fraction of the total biomass that is considered as yield.</td>
</tr>
<tr>
<td>top</td>
<td>Optimal temperature for crop growth in °C</td>
</tr>
<tr>
<td>tbs</td>
<td>Minimum temperature for crop growth in °C</td>
</tr>
<tr>
<td>dmla</td>
<td>Maximum leaf area index is a dimensionless quantity.</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>frp1</td>
<td>First known point on the leaf area curve for a crop. This parameter signifies the % of the growing season at which the fraction of LAI is known.</td>
</tr>
<tr>
<td>frl1</td>
<td>The fraction of the maximum LAI associated with frp1.</td>
</tr>
<tr>
<td>Frp2</td>
<td>Second known point of the leaf area curve.</td>
</tr>
<tr>
<td>frl2</td>
<td>The fraction of the maximum LAI associated with frp2.</td>
</tr>
<tr>
<td>Bn1, bn2, bn3</td>
<td>Nitrogen uptake parameters at emergence, 0.5 maturity and complete maturity, respectively</td>
</tr>
<tr>
<td>bp1, bp2, bp3</td>
<td>Phosphorous uptake parameters at emergence, 0.5 maturity and complete maturity, respectively</td>
</tr>
<tr>
<td>tday</td>
<td>Total number of planting days for a crop. Used to calculate the potential heat unit index.</td>
</tr>
<tr>
<td>ini</td>
<td>Number of days for emergence of the crop.</td>
</tr>
<tr>
<td>dev</td>
<td>Duration of development stage of the crop. This period coincides with the exponential growth of biomass.</td>
</tr>
<tr>
<td>med</td>
<td>Duration of the middle stage of the growth cycle</td>
</tr>
<tr>
<td>late</td>
<td>Duration of crop decline</td>
</tr>
</tbody>
</table>

The second input file is the soil parameter file. This file contains the parameters to describe 9 different types of soils. In reality soil profiles are more detailed and require extra parameters to describe them. However, these parameters are area specific and their values are usually determined by on-field experiments. Table 5 lists these parameters along with their descriptions.
Table 5 Soil parameter file description

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil Name</td>
<td>This parameter ids the soil type</td>
</tr>
<tr>
<td>$\theta_{FC}$</td>
<td>This parameter signifies the water content of the field at field capacity. It has units of $\text{m}^3 \text{m}^{-3}$</td>
</tr>
<tr>
<td>$\theta_{WP}$</td>
<td>This parameter is the soil water content at wilting point. It has units of $\text{m}^3 \text{m}^{-3}$</td>
</tr>
<tr>
<td>TEW</td>
<td>Total evaporable water content. It is the maximum depth of water that can be evaporated from the soil when the topsoil has been initially completely wetted. It has units of mm. This parameter can also be calculated using the formula $1000(\theta_{FC} - 0.5 \times \theta_{WP}) \times 0.10$. The value 0.10 signifies a depth of 10 cm. The units of this parameter are in mm.</td>
</tr>
<tr>
<td>REW</td>
<td>Readily evaporable water content. It is the maximum depth of water that can be evaporated from the topsoil layer without restriction. The units are in mm</td>
</tr>
</tbody>
</table>

The final input file that is required to run the simulation is the weather file. This file contains daily values required to calculate the potential and actual evapotranspiration for the crop. Field specific models incorporate extra attributes like stochastic models and the height of measuring instruments in the weather files. However, for the generic model the following 6 parameters have been found to be sufficient.
Table 6 Weather file description

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Temp</td>
<td>Daily maximum temperature in °C</td>
</tr>
<tr>
<td>Min Temp</td>
<td>Daily minimum temperature in °C</td>
</tr>
<tr>
<td>Precipitation</td>
<td>Daily precipitation levels in mm/day</td>
</tr>
<tr>
<td>Wind</td>
<td>Daily wind speed in m/s</td>
</tr>
<tr>
<td>Relative humidity</td>
<td>A fraction that signifies the amount of water vapor in the air.</td>
</tr>
<tr>
<td>Solar</td>
<td>Daily solar radiation in MJ/m²</td>
</tr>
</tbody>
</table>

Once the parameter files have been prepared, the model reads them and prepares the simulation. The following flowchart in Fig. 11 provides an overview of the steps performed by the model after specific crop, soil, and weather options have been prepared by the user.
Fig. 11: Flowchart of Crop Growth program.
3.6 Model Applications

The crop growth model was implemented in MATLAB. Parameters for 25 crops are available for simulation. Weather files in the proper format can be downloaded from http://globalweather.tamu.edu/. This allows us to simulate crop growth for different climatic regions. In this section we will look at the various applications of the model.

3.6.1 Simulating Crop Yields

The main application of the crop growth program is to simulate the yields of crops for various weather conditions. In addition to the yield at the end of the growing period, the model also tabulates the biomass growth at the end of each day. This allows us to see the progression of the crop biomass accumulation. Fig. 12 shows the biomass accumulation of various crops over a similar growing period.
The model can also be used to observe the biomass growth over multiple growing periods. For a given weather file for 2 years, Fig. 13 displays the biomass accumulation over 4 growing periods for Broccoli. Each period is equal to the total number of growing days for the crop. Period 1 is Jan-May, period 2 is May-Sept, period 3 Sept-Jan and period 4 is Jan-May.
Fig. 13. Biomass growth for Broccoli over 4 different periods of growth.

Similarly, we can observe the total yield for a crop for different planting dates. Over 2 periods the model was used to simulate the total yield for all the possible planting dates. Each day is treated as the beginning of a new cropping period and the total yield at the end of the cycle was calculated. Fig. 14 shows the yield progression of corn for all the possible planting dates.
Fig. 14. Yield progression for Corn over all possible planting dates.

In addition to different planting dates the model can also be used to evaluate the variation in biomass for all the different soil types in the model. Fig. 15, Fig. 16 show the biomass growth for broccoli for different soil types.
Fig. 15. Biomass over 3 different soil types.

Fig. 16. Biomass over 3 different soil types.
Combining the previous two approaches, the model can be evaluated to observe the change in final yields of broccoli for a combination of all the possible planting dates, and all the available soils in Fig. 17, Fig. 18.

![Graph showing yield progression over various soil types.](image)

Fig. 17. Yield progression over various soil types.
The two graphs above represent simulated yields in a tropical climate without water stress. From the graphs we can observe that in stress free conditions the differences between the various soils are not significant.

3.6.2 Calculating Water and Nutrient Requirements

The model can be used to calculate the daily irrigation requirements for different crops. The daily water requirement is the volume of water necessary per hectare to keep the water stress value to 1. The evapotranspiration model calculates the amount of water lost by the crop each day. Fig. 19 shows the potential and actual evapotranspiration for the model over a 5 month period in a tropical climate generated by the model. Daily
precipitation is responsible for making up for this lost water. In the absence of precipitation there needs to be water supplied through irrigation to make up for this water deficit. The model calculates the amount of water required each day, in liters, to make sure there is a stress free growth.

Fig. 19. Potential and Actual Evapotranspiration over a 3 month period in mm/day.

Fig. 20 shows the amount of water required for different amounts of rainfall. The model calculates the water required to make sure that there is no water stress. The graph shows that the water required decreases as the amount of rainfall increases. A similar analysis is done to show the water requirements for different soil types under the same weather conditions in Fig. 21.
Similar to water use, the model also calculates the required fertilizer, in tonnes, to make sure that there is no nitrogen and phosphorous stress on the crops. Fertilizers are
defined by their rating, which is the percentage of nitrogen and phosphorous content in the
given fertilizer. For example, a fertilizer with a 35-40 rating contains 35% of nitrogen and
40% of P₂O₅. For a 100 pound bag, this would mean a nitrogen content of 35 pounds, and
40 pounds of P₂O₅. To calculate the amount of fertilizer required, we simply have to divide
the amount of nitrogen, or phosphorous required by the percentage rating. If a crop requires
10 pounds of phosphorous per day, the farmer would need to apply 10/0.4 = 25 pounds of
fertilizer. However, fertilizers are not applied to crops daily. There are usually 3-4
applications of fertilizers over a growing period. This frequency can be adjusted in the
model. Fig. 22 shows the fertilizer required for broccoli for, in kg/ha, for the various
planting start dates.

Fig. 22. Fertilizer required in Kg/hectare for various planting dates.
3.7 Sensitivity Analysis

The crop growth model has various crop specific coefficients and values. These values are unique to the crops. However, due to the variety of strains for each crop, there is variability in the values of these coefficients. In this section we will conduct a sensitivity analysis on the different crop and soil parameters. We will vary these values in increments and observe their effect on the crop yield or evapotranspiration values. If the end user decides to use a different value for the crop related coefficients, this analysis will give us a good estimate of expected variability in the output. The following variables have been used for the sensitivity analysis:

1. **Radiation Use Efficiency**: Radiation use efficiency in this model is assumed to be a constant for each different crop. In reality the value of radiation use efficiency can change due to tillage and irrigation practices. Researchers have conducted experiments on various crops using varying irrigation and tillage practices to collect empirical evidence of this variability. The following figures show the change in the yield for different changes in RUE. Fig 23, Fig. 24 shows the change in the output over the complete growth period. The second graph shoes the percentage change in the final crop yield.
Fig 23. Sensitivity of biomass to Radiation Use Efficiency.

Fig. 24. Sensitivity of yield to Radiation Use Efficiency.
2. **Crop optimal temperature**: All crops have an optimal temperature at which there is no temperature stress acting on the crop. This optimal temperature is used to calculate the potential heat units that determine the heat unit index for each day. In cold climates, if the optimal temperature of a crop is low, the temperature stress on the yield is lower. Most crop growth programs use an optimal temperature for a crop within 2°C of each other. For a tropical weather data set, the optimal temperature was varied within 3°C of the base value. The average yield for the growing season was observed to vary by 3-6% as shown in Fig. 25, Fig 26. When the weather data is from a colder climate, the fluctuation in the yield was found to be higher.

![Diagram showing crop growth in t/ha for different temperatures](image)

**Fig. 25. Sensitivity of biomass to Optimal Temperature.**
3. **Maximum Leaf Area Index**: Leaf width or Leaf Area Index (LAI), signifies the amount of one sided area of photosynthetic tissue per unit ground surface. This index is an indication of the growth and quality of vegetation. It demonstrates the importance of the role of leaves in vegetation dynamics through photosynthesis, transpiration, rain interception, and respiration [60]. The maximum LAI usually varies by 10% between different models. In our analysis, the max LAI was varied by 5-10%, and the change in yield was observed. Lower values of LAI resulted in a decrease of 1.5-3.5% of the yield. Higher values of max LAI saw an increase of 2-5% in the yield.

Fig 26. Sensitivity of yield to Optimal Temperature.
Fig. 27 Sensitivity of biomass to Max LAI.

Fig. 28. Sensitivity of yield to Max LAI.
3.8 Limitations and Conclusions

The proposed crop growth model is a generic approach to simulate crop growth. Due to advances in crop sciences there exist various strains and hybrids of crops that are suitable for growth under different circumstances. Since our model simulates the yield of common varieties of a crop, yield comparisons to various varieties might not always be accurate.

When crop models are applied to predict real world scenarios, researchers generally measure, and calibrate crop specific parameters. Soil parameters are also more extensive and calibrated accordingly. Crop rotations, tillage methods, and irrigation types also produce a lot of variation in the yields. These variations are not available in our crop growth model.

In addition to these limitations, the proposed model also has some differences in methodology when compared to established crop growth models like CropSyst [27]. In the proposed model evapotranspiration is calculated using the Penman equation as it requires fewer parameters. CropSyst uses a version of the Penman equation, called the Penman Monteith equation, to calculate evapotranspiration. In addition to this equation, the Priestly-Taylor model is also a popular equation. Since the data required for this equation is easier to obtain than the data for the Penman-Monteith equation, the CropSyst model uses the Priestly-Taylor equation whenever there is insufficient data.

Soil water evaporation and transpiration from plant organs are two ways in which water content is lost by the crops. Additionally, surface water runoff is another method by which the water content available to plants can be depleted. It is caused by the inability of
the soil to retain the water. The CropSyst model addresses this type of water loss by expressing the daily runoff as a function of the difference between, the daily water availability, and the surface retention factor. The surface retention factor is a dynamic parameter that is updated after every time step by calculating the water retained by the plant on the previous time step. The proposed model assumes that the crops are being grown on flat lands. The water loss due to runoff is a significant phenomenon only if the land has a sufficiently high slope. Hence, in this model the water loss due to surface runoff has been assumed to be zero.

In our proposed model the rooting depth is calculated using the Monte Carlo integration. The rooting depth for each day is calculated as the product of the root depth on the previous day, a constant elongation rate, and the time step used for integration. This time step is usually one day. This method continues until the root depth reaches its maximum value or until the simulation is stopped; whichever happens first. It is also assumed that there is no root death. The CropSyst model calculates root death as a function of the maximum root depth, the maximum LAI, and the root depth of the previous day. The model performs this calculation until the root depth reaches its maximum value, or until the simulation is stopped; whichever happens first.

The equations used in the prediction of plant biomass have already been discussed in the beginning of this section. The plant biomass was expressed as a function of solar radiation, leaf area index and the plant biomass. In the CropSyst model, the biomass growth is broken down into two stages; radiation dependent growth and water dependent growth. The radiation dependent growth is similar in methodology to the equations described by us in the previous section. The water dependent growth is expressed as a function of the actual
transpiration and the biomass transpiration coefficient. This coefficient signifies the amount of biomass produced per meter of transpiration.

The crop model was used to simulate the generic yield of various popular crops. However, we do not present a validation analysis for the yields of these different crops. The main reason for this is that in real world scenarios crops come in different varieties. They are usually genetically optimized to perform efficiently in a specific environment. In addition to this, there are a large number of enhancements available to the farmers in terms of fertilizers and irrigation. All these factors have made the average yield of crops a significantly large interval [61]. This makes yield validity tests seem meaningless since every simulated output in our model tends to lie somewhere in this rather large interval. A more accurate validity analysis would involve a concentrated study in a specific agricultural region where the variance in the average yield is small.

The proposed crop growth model was developed to understand the change in crop yields for various weather and soil conditions. It allows the user to calculate potential water and fertilizer requirements for different crops under various weather conditions. The model should not be used to validate crop yields since it does not include all the variables required for an accurate estimate of yield. Future versions of this model can be modified to estimate the effects on yield from crop rotations, companion planting, irrigation schedules, and tillage practices.
CHAPTER 4
CROP SELECTION AND SCHEDULING

In the previous chapter we developed a crop growth model that is able to produce yields, water requirements, and nutrient requirements for selected crops. In this chapter we will combine the crop growth model with a mathematical programming model to select the optimal crops and their schedules to maximize various objectives. We will start by simulating the schedule that selects the best performing crops. Two sets of crop rotations will be used; one with crop rotation and another without crop rotation. The second objective will be to maximize economic output of the crops. Real world data from the United States Department of Agriculture [62] will be used to calculate the best schedule. The third objective will be minimizing the environmental impact of the crops. The water and fertilizer requirements of the crops will be used as indicators. Finally a multi objective model will be used to maximize economic output while decreasing environmental impact.

4.1 Crop Scheduling for Maximizing Performance

The objective of this model is to select the list of crops and their planting dates to maximize the performance. Since each crop has a yield on a different scale, we will need to use a more normalized measure to measure the yield. For example, a yield of 10 tonnes/ha might be a poor return for a potato crop, while a yield of 5 tonnes/ha might be very good for an eggplant crop. This problem can be overcome by first simulating the crop yields for all the possible planting dates. The yield at each planting date is then divided by
the maximum yield for that crop. This serves to provide an accurate measure of performance for the crop by showing its proximity to the maximum potential yield.

The only constraint on the model is to ensure that at any given time more than one crop cannot be planted. The model is also set up to ensure that there is a 1 month fallow period after planting each crop. There is no crop rotation constraint, and the same crop can be planted in succession. The model is written as a binary integer program, where each decision variable can only take the values 0 or 1. The yields have been calculated for the beginning of each month during a 4 year simulation cycle. The list of variables is as follows:

- $Y_{tj}$: Normalized yield of crop $j$ when planted on planting date $i$.
- $x_{tj}$: Decision variable for crop $j$ on planting date $i$.
- $j$ is the total number of crops
- $t$ is the total time in months
- totaltime: Length of the simulation in months.
- numcrops: Total number of crops available for simulation.
- $cropduration_j$: Duration of crop cycle for crop $j$

\[
\text{maximize: } \sum_{j=1}^{\text{numcrops}} \sum_{t=1}^{\text{totaltime}} Y_{tj}x_{tj}
\]  

\[\text{Constraint: } \sum_{t=1}^{\text{total time}} \sum_{j=1}^{\text{number of crops}} \left( x_{tj} + \sum_{k=1}^{\text{numcrops}} \sum_{l=0}^{\text{cropduration}_j} x_{(t+l+1)k} \right) \leq 1 \]  

The model was simulated for 48 months using weather data from [63]. The weather data was for a selected tropical region with average temperatures of around 25°C, and an
average rainfall of 13cm. The model was solved using the bintprog solver form MATLAB. The model can currently optimize 28 crops. To visualize the results of the simulation, we will use a Gantt chart. A Gantt chart is a form of bar graph that is used to visualize project schedules. This chart is useful to display the start date and the duration of the crops. An initial run for all the 28 crops was made to determine the most optimal sequence of crops. Fig. 29 displays the results from this simulation. The figure shows that broccoli, potatoes, barley, oats and millet produced the most optimal yield.

In practical applications farmers tend to select between a limited set of crops rather than all the possible crops that can be planted. to demonstrate the model behavior the simulation is executed again, by selecting sets of three crops, to observe the best sequence of plantings. The first set of crops is sugar beets, lettuce and carrots. The second set is peas, sweet peppers and eggplant. Fig. 30 and Fig. 31 display the yields of the respective sets for a period of 48 months.
Fig. 29. Crop Scheduling with now rotation for full set of crops.

Fig. 30. Yield/hectare of first set of crops.
The two sets of crops are used in the simulation to calculate the schedule for their cropping. Fig. 32, Fig. 33 show the results. For the first set of crops the crops schedule is a mix of all three crops even though there is no crop rotation in enabled. For the second set of crops the schedule is a mix of peas and sweet peppers while eggplant is never selected. This is due to the extremely low yield of eggplant.
Fig. 32. Crop scheduling for set of crops without crop rotation.

Fig. 33. Crop scheduling for second set of crops without crop rotation.
This model can now be extended to account for crop rotation. Crop rotation is implemented by specifying that the same crop not be re-planted for a minimum of three months. If the other crops do not fit the solution, the same crop can be planted again after waiting for 3 months. The rotation period of 3 months has been used for demonstration purposes and the actual length can be varied. The model does not take into account the economic/environmental benefit of leaving the land fallow between crop plantings. A new variable called rotation is added to the model. This variable specifies the duration for which a crop cannot be reused on the same field. This value can take a value between 1-3 months. Using the same notation as above, the model can be written as:

\[
\text{maximize: } \sum_{j=1}^{\text{number of crops}} \sum_{t=1}^{\text{total time}} Y_{tj}x_{tj}
\]

\[
\text{Constraint: } \sum_{t=1}^{\text{total time}} \sum_{j=1}^{\text{number of crops}} \left( \sum_{m=t}^{(t+\text{crop duration})+\text{rotation}} x_{mj} + \sum_{k=1}^{\text{num crops}} \sum_{i=0}^{\text{crop duration}} x_{(t+i)k} \right) \leq 1
\]

The model is simulated using the same conditions and time period as before. From the Fig. 34 we can see that the best sequence is to plant mostly lettuce and one iteration each of sugar beet and carrot. Fig. 35 shows the simulation for peas, sweet peppers and eggplant. The model suggests that planting peas most of the time with one planting of sweet peppers has the highest yield. The reason for the selection of peas is the relatively low crop growth duration of 3 months. The remaining two crops have a 5 month growing period.
4.2 Crop Scheduling for Maximizing Economic Profit

We will now extend the existing models to include the market prices of the crops. The objective function is now a profit maximizing function. The 48 month data for the
different vegetable prices has been obtained from the USDA website [62]. Fig. 36, Fig. 37 provide the price/pound trends for the vegetables we will use in our examples.

Fig. 36. Price($)/pound for first set of crops obtained from USDA.

Fig. 37. Price($)/pound for first set of crops obtained from USDA.
To develop the necessary model, we only need to change the objective functions by including the market prices, $C_{tj}$, of the crop $j$ for every month $t$. The constraints remain the same as before. The objective function for models without rotation and with rotation is the same. The objective function is given by equation:

$$\text{maximize: } \sum_{j=1}^{\text{number of crops}} \sum_{t=1}^{\text{total time}} C_{tj} X_{tj} X_{tj}$$

(47)

Fig. 38, Fig. 39 show us the results of the model when there is no rotation. We observe that only sugar beet and sweet pepper have been planted. From the price/pound graphs we know that these two crops had the highest price.

Fig. 38. Crop schedule when maximizing economic objective and no rotation for first set of crops.
Fig. 39. Crop schedule when maximizing economic objective and no rotation for second set of crops.

The simulation is repeated with explicit crop rotations. A crop cannot be planted for 3 months after it has been planted once. The results of this simulation for two different sets of crops are available in Fig. 40, Fig. 41. For the first set of crops, we can observe that only sugar beets and carrots have been selected. The price/pound graph for this set of crops shows us that the price of lettuce is quite low when compared to the other two crops. The model result also follows the same trend. In the second set of crops we observe that the model solution suggests sweet peppers for all the cycles. Peas and eggplant are never selected despite eggplant having a high price/pound value. The reason for this is that the yield price product of sweet peppers is higher than that of the other two crops.
Fig. 40. Maximizing economic objective with explicit crop rotation for first set of crops.

Fig. 41. Maximizing economic objective with explicit crop rotation for second set of crops.
4.3 Crop Scheduling for Minimizing Environment Impact

In this section we will evaluate different models to study crop scheduling by minimizing the environmental impact of the crops being planted. The crop growth model discussed in the previous chapter is capable of producing the amount of water required by a crop to undergo stress free growth. We will use these values to determine the proper crop scheduling to plant crops that use the least amount of water. The water usage in liters for two sets of crops, for different planting dates, is given in Fig. 42, Fig. 43.

![Graph showing water usage for different crops and planting dates](image)

Fig. 42. Water usage in liters for the first set of crops for the different planting dates.
The models for minimizing environmental impact have the same constraints as the previous models. The objective functions are changed to include the water usage, $W_{ij}$, of each crop for different planting dates. The values for the water usage were obtained from the output of the Crop Growth Model discussed in the previous chapter. The objective function required for the model is given below:

$$\text{minimize } \sum_{\tau=1}^{\text{total time}} W_{ij} x_{\tau j} \quad \forall j = 1, 2, \ldots, \text{number of crops}$$

(48)

The model is first evaluated to determine the crop scheduling when there is no explicit crop rotation. The results for this are in the figure below. For the first set of crops, we observe that lettuce has been selected the most number of times and in the second set of crops only eggplant has been selected. From the water use graphs we know that these crops had the lowest water consumptions in their respective sets and the model results follow a similar trend.
It is also interesting to note that both these crops were among the least selected when the objective was increasing potential yield or economic impact.

Fig. 44. Minimizing environmental impact with no crop rotation for first set of crops.

Fig. 45. Minimizing environmental impact with no crop rotation for second set of crops.
The model is re-evaluated to include crop rotation constrains. From the results for the two sets of crops we can see that lettuce and eggplant are still the preferred choice for planting as seen in Fig. 46, Fig. 47. It is important to note that the economic output of these selections is significantly low and would not be a helpful suggestion to the farmer.

![Crop Schedule](image)

Fig. 46. Minimizing environmental impact with explicit crop rotation for first set of crops.
The second method of assessing environmental impact is through the use of fertilizer. The crop growth model has been used to calculate the fertilizer requirement for the two sets of crops. Fig. 48, Fig. 49 display the fertilizer in kg/hectare required for the complete duration of the growing period. These values will be used to select the crop schedule that minimizes the environment impact. For the first set of crops carrot has the least fertilizer requirements for the given conditions. Eggplant has the least fertilizer requirement for the second set of crops. These two crops also had the least water requirements.
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Fig. 48. Fertilizer requirements for the first set of crops.
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Fig. 49. Fertilizer requirements for the second set of crops.

The model has been run to minimize the environmental impact objective. A crop rotation period of 3 months has been used in the simulation. Fig. 50, Fig. 51 show the schedule for the two sets of crops. Carrots and eggplants have the least amount of fertilizer
use and these crops have been picked the most in the schedule. Similar to the water use objective these schedules produce significantly low yield and economic outputs.

Fig. 50. Crop schedule for reducing fertilizer use for first set of crops.

Fig. 51. Crop schedule for reducing fertilizer use for second of crops.
4.4 Crop Scheduling for Multiple Objectives

In the previous models we solved the problem for a single objective for a given set of constrains. In this section we will select two objectives that need to be satisfied while using the same constraints as before. The objective for this model is to schedule the crops that increase the economic yield, while reducing the amount of water consumed.

There are several methods to solve multiple objective problems. Evolutionary algorithms are widely used to solve multi objective problems by finding Pareto optimal solutions [64]. Scalarization techniques also exist where all the objective functions are combined into one objective function and weights are assigned to the different objective functions [65].

In our current model the two objectives are minimizing water usage and maximizing economic yield. This multi objective problem can be turned into a single objective problem by combining the two objective functions. This can be done by multiplying the potential water usage with a tentative water cost. Water costs for irrigation in USA range anywhere between $0.0005-0.001 per liter. The objective functions can now be combined to maximize the economic yield while reducing the water costs. The two objective functions that we use in the model are:

\[
\text{maximize: } \sum_{j=1}^{\text{number of crops}} \sum_{t=1}^{\text{total time}} (C_{tj} Y_{tj} x_{tj} - P_t W_{tj} x_{tj})
\]

\[\begin{align*}
C_{tj}, t_{ij} \text{ and } W_{tj} \text{ are the cost, yield and water usage of crop } j \text{ when planted in month } t \text{ respectively. } P_t \text{ is the price of water for the month } t. \text{ The values for the water price are uniformly distributed between } $0.0005-0.001 \text{ per liter. The constraints for this model are the same as the previous models. Fig. 52, Fig. 53 show the scheduling for the two sets of}
\end{align*}\]
crops when there is no explicit crop rotation. In both the figures we can observe that the scheduling is a mix of multiple crops. However there is still not enough variety in the schedule.

Fig. 52. Maximizing crop rotations for multiple objectives for first set of crops.

Fig. 53. Maximizing crop rotations for multiple objectives for second set of crops.
The model is evaluated again with the second set of constraints where crop rotation is enforced. The results for both sets of crops show that the selections are a mix of all the three crops, compared to the single crop selections that the model produced when the objective functions were exclusively economic or environmental benefit as seen in Fig. 54, Fig. 55. Surprisingly, eggplant still finds preference in the schedule despite its low yield. This can be attributed to its equally low environmental impact.

Fig. 54. Maximizing multiple objectives with rotation for first set of crops.
Fig. 55. Maximizing multiple objectives with explicit crop rotation for second set of crops.

4.5 Limitations and Conclusions

In this chapter we have studied the behavior of various mathematical programming models for selecting and scheduling the planting of crops to fulfill various objectives. These objectives cover issues like performance, economic viability, and environmental impact but are not exhaustive. The decision variables in the developed model only simulate crop selection and scheduling. Decisions like resource utilization, borrowing money, farming practices and abandonment of farms need to be implemented to simulate real world situations.

The economic viability objective needs to include real world features like risk, market fluctuations and resource contentions. Similarly, the environmental impact objective only considers water usage. Future iterations of these models should also model impact of fertilizers, condition of soil and contamination of immediate environment.
The models used in this chapter are binary integer programming models. This makes the model very time consuming to run. When we modeled the performance objective using all the crops, the model ran for over five hours to produce a solution. This issue can be addressed by turning the problem into a quadratic objective programming, or using alternative algorithms to find a solution. We can also use linear programming models to implement mixed cropping schemes.

The results of this model follow directly from the results of the crop growth program discussed in the previous chapter. Hence, the validity of the models are tied directly to the validity of the crop growth model. This limitation hinders us from conducting a validation study of the different optimizers used by us, since we would have to first validate the crop model for a target region before using those results in the crop scheduling model. If the requirements to validate the crop growth model are too high, the optimizer can still be validated by using the historic yield data for a given region. We could then run the optimizer model using this historic data and compare the results to existing scenarios to validate the optimizer.

The multi objective model that was developed needs to include other objectives like social factors and farmer satisfaction. Proper weights need to be applied to the different objectives to get the more feasible results. Evolutionary algorithms also need to be studied to implement multi objective optimization. If extensive real world data is available, the use of Influence diagrams is recommended to find the best sequence of decisions.
CHAPTER 5
DECISION MODULES

The previous chapters dealt with deterministic models for evaluating crop yields and selecting optimal crops for planting. In an ideal scenario farmers would follow an optimal strategy of selecting crops and performing farm related activities. However, in reality farmers do not always make the most optimal choices. This could be the result of external factors like social, environmental or economic pressures. A simulator aimed at improving farmer decision processes first needs to understand the decision making patterns of the farmer and the factors affecting those patterns. The decision modules in the proposed simulator serve this purpose. We will study the methodology to develop an individual decision model from real world data. The various steps involved will be discussed in detail with examples. This individual model will then be extended to develop the community model. We will conduct multiple simulations and analyze the results. Finally, the results from the community model will be compared to the results from the combined crop-growth and crop selection models discussed in chapters 3 and 4.

5.1 Selecting a Modeling Methodology

In Chapter 2 we studied existing decision making methodologies used in current literature. Each methodology had its strengths and weaknesses. Influence diagrams act as great tools to express model structure, but calculating and updating point probabilities is a tough task requiring large amounts of data. Fuzzy logic can capture the uncertain nature of a decision making problem, but accurately deriving the rules to build an inference system
is not straightforward. Agent based modeling is useful in simulating the dynamic behavior of large groups of agents, but similar to fuzzy logic the rules governing agent behavior are not easy to derive. The study of the different modeling methodologies prompted us to develop a methodology to represent the farmer decision process that would incorporate the unique features of the different methods.

The first step in developing the methodology was to find a way to represent the structure of the decision process. The different decisions available to the farmers and the external factors affecting these decisions should be represented to show the causality of the decision process. An influence diagram is a valuable tool to show this process. The chance nodes can be used to depict the external factors. The decision nodes are used to show the available decisions and the utility nodes are used to the utility of the various decisions for the given factors. Fig. 56 is a representation of a sample decision process for a farmer. The expected crop, choice of fertilizer and required irrigation are all important factors that are affected by external factors like capital, soil condition and the availability of water. The decision nodes represent the different crops available to the farmer, the types of fertilizer and the choice of irrigation.
The second step in the modeling methodology is to calculate the impact of the factors. We need to use the data available to create a mathematical model that can output the impact of the factors for different input conditions. Influence diagrams use point based probabilities to represent this impact. The drawback to this method is that all the impacts are represented as probabilities [66]. Data constraints usually prevent us from calculating all the relevant probabilities. For example, two chance nodes with three states each would require nine probability values to be calculated. To overcome this problem we will use a fuzzy logic system to calculate the impact of the factors. Fuzzy logic uses a linguistic rule based inference system to calculate the outputs for a given set of inputs. This allows us to combat the effects of a large state space by only using rules that are pertinent to the training data set. Fuzzy rules are often derived by subject matter experts who have experience in the area of study being modeled. In this chapter we will demonstrate a quantitative method of deriving linguistic rules from the available data set.
In order to demonstrate the proposed modeling process we will use real world data that is publicly available. The data for this model was based on two sources: the Farm Accountancy and Data Network (FADN) [67], and EUROSTAT Database [68]. FADN is a European system of surveys that collects economic and land uses data for farms across Europe. It presents regional data on income and agricultural land use for all participating members of the European Union. Eurostat is the statistical office of the European Union situated in Luxembourg. Its task is to provide the European Union with statistics at European level that enable comparisons between countries and regions.

The main source of data for the presented model is from the FADN. The data was downloaded in the form of a csv and read into MATLAB. The various fields of the data are:

1. Year
2. Farm Size
3. Economic Size Units (ESU)
4. Number of farms of this particular size
5. Total utilized agricultural area
6. Area utilized and economic output for production of Cereals
7. Area utilized and economic output for production of potatoes.
8. Area utilized and economic output for production of vegetables
9. Area utilized and economic output for production of fruits
10. Area utilized and economic output for production of wine
11. Area utilized and economic output for production of forage crops:
The data was downloaded for the Piedmonte region in Italy. Piedmonte is one of the 20 regions of Italy with Turin as its capital. It is an extremely fertile agricultural region that grows a wide variety of crops. It is one of the largest producers of cereal (rice, maize, etc.) in the country. It is also famous for its vineyards and other fruits. The data was selected for a time period of 20 years, between 1989 and 2009. This data was used to infer the rules required to build the fuzzy logic system.

The use of the fuzzy logic system is twofold. First, we would like to determine the amount of money a farmer might spend on crops for a particular year. Once we obtain this value, we will then use other fuzzy logic systems that determine the amount of capital the farmer might allocate to each crop/hectare. The outputs of these fuzzy systems will then be used to calculate the area allocated to each crop, using an integer programming model.

From an initial analysis of the data, and a study of other research efforts like [69], we were able to select certain input factors that might have an effect on the output. For the initial investment, we selected Economic size, Area, Financial output from the previous year, and return on investment. The scatter plot for the relation between economic size and the initial capital, and the relation between area and initial capital are shown in Fig. 57, Fig. 58.
Table 7 shows the correlation factors for the various inputs. Using a similar approach, we calculated the correlation coefficients to measure the relationships between the various input factors, and the amount of capital spent on each crop/hectare. Based on
these values, we were able to select input factors that we felt had a strong enough effect on the capital/hectare for each crop. Table 8 lists these factors and the associated correlation values.

**Table 7 Correlation factors for input capital**

<table>
<thead>
<tr>
<th>Factors</th>
<th>Initial Investment on Crops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic Size</td>
<td>0.9712</td>
</tr>
<tr>
<td>Area</td>
<td>0.9562</td>
</tr>
<tr>
<td>Output from previous year</td>
<td>0.9367</td>
</tr>
<tr>
<td>Return of investment</td>
<td>0.4258</td>
</tr>
</tbody>
</table>

**Table 8 Correlation factors for the different crops**

<table>
<thead>
<tr>
<th>Factors</th>
<th>Cereals</th>
<th>Potatoes/Sugar beets</th>
<th>Vegetables</th>
<th>Fruits</th>
<th>Wine</th>
<th>Forage Crops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic Size</td>
<td>0.6106</td>
<td>0.4508</td>
<td>-0.2029</td>
<td>0.6560</td>
<td>0.3480</td>
<td>0.5850</td>
</tr>
<tr>
<td>Area</td>
<td>0.6678</td>
<td>0.4058</td>
<td>-0.1647</td>
<td>0.6734</td>
<td>0.3137</td>
<td>0.6487</td>
</tr>
<tr>
<td>Market value</td>
<td>0.6183</td>
<td>0.3734</td>
<td>0.4923</td>
<td>0.6506</td>
<td>0.3699</td>
<td>0.7751</td>
</tr>
<tr>
<td>Production Cost</td>
<td>0.6017</td>
<td>0.4099</td>
<td>0.4671</td>
<td>0.6138</td>
<td>0.2775</td>
<td>0.7376</td>
</tr>
<tr>
<td>Return of Investment</td>
<td>0.3776</td>
<td>0.2039</td>
<td>-0.3657</td>
<td>0.4082</td>
<td>0.2425</td>
<td>0.3717</td>
</tr>
</tbody>
</table>

**5.2 Building the Individual Model**

Based on our discussion about the various input factors and the outputs being simulated, Fig. 59 is the desired structure of the individual model. The ovals at the top represent the various input factors. These ovals are represented in the fuzzy logic system using appropriate membership functions. The ovals at the bottom are the outputs that are also represented using appropriate fuzzy membership functions. The output capital/hectare
is represented for each of our 6 types of crops. The arrows represent the rules that explain the relation between the input and the output. The two outputs, capital/hectare, and initial capital then act as an input to an integer programming model. This model solves for the amount of area allocated to each crop by maximizing the farmers’ potential income.

![Graphical representation of the model.](image)

Fig. 59. Graphical representation of the model.

5.2.1 Selecting Membership Functions

To build appropriate membership functions to represent the variables, we need to understand the statistical behavior of the variables. Histograms are an easy method to observe the ranges of the various variables. The histograms of the various variables were observed to determine an appropriate shape and range for the membership functions. For example, Fig. 60, shows the histogram for the production costs of vegetables.

We can further split the data into smaller samples to fit the appropriate linguistic labels of the membership functions. For example, the label ‘Small’ for the production cost of vegetables can be obtained by splitting the data as shown in Fig. 61. This information
can now be used to draw the membership function for the associated 'Small' label. Fig. 62 shows the membership functions for all the inputs associated.

Fig. 60. Histogram of the variable Production cost.

Fig. 61. Histogram for the label 'Small' of Production cost.
Fig. 62. Membership functions for the various input variables.
5.2.2 Rule Generation and Evaluation

The rule base of a fuzzy logic system is built using 'IF-THEN' conditions that assign an output label for various combinations of input labels. There are various methods to design the fuzzy rule base. Neural networks, genetic algorithms, and other fuzzy systems have been used in the past to derive the rule base of a fuzzy logic system.

In our approach we will use a modified version of the heuristic method proposed by [65]. A fuzzy rule $R_j$ for an n-dimensional problem is written as:

$$
\text{Rule } R_j: \text{If } x_1 \text{ is } A_{j1} \text{ and } \ldots \ldots \text{ and } x_n \text{ is } A_{jn} \text{ then } Y \text{ is } C_j \text{ with } CF_j
$$

(50)

where $R_j$ is the jth fuzzy rule. $X_P = (x_{p1}, x_{p2}, \ldots, x_{pn})$ is an n-dimensional pattern vector. $Y$ is the desired output and $A_{ji}$ and $C_j$ are linguistic classifiers such as small, medium and large. $CF_j$ is the certainty grade, or the weight of the fuzzy rule. The value of $CF_j$ lies in the interval $[0,1]$.

Calculate the compatibility grade $\mu_j(X_P)$ for each training pattern $X_P$ with the fuzzy rule $R_j$ using:

$$
\mu_{R_j}(X_P) = \mu_{j1}(x_{p1}) \times \ldots \mu_{jn}(x_{pn}) \quad p=1,2,\ldots,m
$$

(51)

$$
\mu_j(x_{pi}) \text{ is the membership of the data point } x_{pi} \text{ in the fuzzy set } A_{ji}. \text{ Let us assume that the fuzzy set representing the output } Y \text{ has } h \text{ linguistic classifiers. For each class of the output variable calculate the sum of the compatibility grades for the training patterns for the rule } R_j.
$$

$$
\beta_{class h}(R_j) = \sum_{X_P \in \text{class } h} \mu_{R_j}(X_P) \quad (52)
$$

$$
h = 1,2, \ldots c$$
For each class $h$ in the above equation calculate the certainty grade $C_{F_{hj}}$. This grade is the weight associated with the fuzzy rule. The certainty grade for each class of the rule $R_j$ is given by:

$$C_{F_{hj}} = \frac{\beta_{class h}(R_j)}{\sum_{h=1}^{c} \beta_{class h}(R_j)}$$

$h = 1, 2, \ldots, c$

If $C_{F_{hj}}$ is zero, or below a certain threshold, the rule $R_j$ with consequent class $h$ is not generated. The threshold can be set based on the number of training patterns and the number of the input variables. Table 9 shows a sample of the generated rules for the vegetable crop.

|   | If (ESU is Small) and (Area is Small) and (Marketcost is medium) and (Productioncost is small) and (return is Large) then (Vegetables is small) (0.66667) |   | If (ESU is Small) and (Area is Small) and (Marketcost is medium) and (Productioncost is medium) and (return is medium) then (Vegetables is small) (0.375) |   | If (ESU is Small) and (Area is Small) and (Marketcost is medium) and (Productioncost is medium) and (return is medium) then (Vegetables is large) (0.25) |   | If (ESU is Medium) and (Area is Small) and (Marketcost is small) and (Productioncost is small) and (return is medium) then (Vegetables is medium) (0.66667) |   | If (ESU is Medium) and (Area is Medium) and (Marketcost is small) and (Productioncost is small) and (return is medium) then (Vegetables is small) (0.5) |   | If (ESU is Medium) and (Area is Medium) and (Marketcost is medium) and (Productioncost is large) and (return is medium) then (Vegetables is large) (0.33333) |   | If (ESU is Large) and (Area is Large) and (Marketcost is small) and (Productioncost is small) and (return is medium) then (Vegetables is large) (0.083333) |   | If (ESU is Large) and (Area is Large) and (Marketcost is medium) and (Productioncost is medium) and (return is medium) then (Vegetables is small) (1) |   | If (ESU is Large) and (Area is Large) and (Marketcost is medium) and (Productioncost is large) and (return is medium) then (Vegetables is small) (1) |   |
The rules generated are only effective in covering the various input combinations of the training dataset. In practical applications of the fuzzy logic system, we are often faced with data that are not always explained by the rules. For instance, the fuzzy logic system for cereals has 5 input variables, each described by three membership functions. This would require us to have $3^5$, i.e., 243 rules to explain all possible combinations of the input space. However, we describe our fuzzy system for cereals using less than 40 rules. In such instances we will need to use an effective method to calculate the output using the available rules.

To overcome this problem we have adapted a variation of the degree of weighted convenience method proposed by [70]. The degree of weighted convenience is a method to calculate the importance of each fuzzy rule in a list of rules for a given data point. It is often used in scenarios where no single rule can explain the given data point. In such cases this method is used to select the rule that best explains the given data point. This selected rule is then evaluated to get the output. The definition of the degree of weighted conveniences, as proposed by Chen et al. is as follows:

**Definition:** Assume that there exists a testing datum $T = (x_1, x_2, ..., x_n)$ and a fuzzy rule $R = ((L_1, L_2, ..., L_n), y_k)$. The degree of the weighted convenience is the summation of the multiplications of the membership value $\mu_{L_i}(x_i)$ and the individual weight $w_i$ of the input variable $X_i$, i.e.,

Degree of weighted convenience of fuzzy rule $R$

$$ R = \sum_{i=1}^{n} \mu_{L_i}(x_i) \cdot w_i $$

(54)

where $\mu_{L_i}(x_i)$ denotes the degree of membership of $x_i$ in the label $L_i$. 
Chen et al.,[70] calculate the weight $w_i$ using the formula:

$$w_i = \left( \frac{v_i}{\max(v_1, v_2, ..., v_n)} \right)^2$$  \hspace{1cm} (55)

$$v_i = \frac{|PD|}{|WD|}$$  \hspace{1cm} (56)

where PD is the individual domain of the variable $X_i$ for each type of output. In our approach, we replaced the weight with the absolute value of the correlation coefficient for the variable $X_i$ with the output. For example, consider the following sample of three rules that represent the amount of capital allocated to vegetables per hectare:

$R_0$: If (ESU is Small) and (Area is Small) and (Marketcost is medium) and (Productioncost is medium) and (Return is Large) then (Vegetables is large)

$R_1$: If (ESU is Medium) and (Area is Small) and (Marketcost is medium) and (Productioncost is medium) and (Return is medium) then (Vegetables is medium)

$R_2$: If (ESU is Medium) and (Area is Small) and (Marketcost is small) and (Productioncost is small) and (Return is medium) then (Vegetables is medium)

Now, assume we have to evaluate the output of the following instance of input: [50, 18, 10000, 2500, 7.2]. From the table, we already know the absolute correlation values that act as weights for our calculation. From the fuzzy membership functions in Fig. 62, we now calculate the degree of weighted convenience for each rule:

$R_0$: \[0*0.2029 + 0.191*0.1647 + 0.0868*0.4923 + 0.7468*0.4671 + 0.5017*0.3657 = 0.6065\]

$R_1$: \[0.8372*0.2029 + 0.191*0.1647 + 0.0868*0.4923 + 0.7468*0.4671 + 0.1937*0.3657 = 0.6637\]
\[ R_2: 0.8372 \times 0.2029 + 0.191 \times 0.1647 + 0.1329 \times 0.4923 + 0 \times 0.4671 + 0.1937 \times 0.3657 = 0.3376 \]

From the above values we can see that rule \( R_i \) has the highest chance of evaluating the data. The amount of capital spent on vegetables per hectare is medium. Evaluating \( R_i \) for the given input gives us an expected output of €3428.

5.2.3 Creating an Integer Programming Model

The integer programming model is used to calculate the amount of area that can be allocated to each farm based on the total money being spent on the crops, and the capital/hectare being spent on each crop. These values are obtained as outputs from the fuzzy logic systems.

To create the objective function for the farmer, we will be assuming that he is a profit maximizer and risk minimizer. The profit maximizer part aims to find the right mix of areas to allocate to each crop, in order to maximize farmers earning potential. This potential is based on the market prices of the crops in the previous year.

The risk minimizer part of the farmer will act to decrease the amount of risk that a farmer is willing to take. This is manifested in the linear constraints of the model. To model this, we will assume that the farmer does not spend more than a reasonable amount compared to the previous years. This constraint is used to make sure that the farmer does not use all his resources to plant only one type of crop. The general trend in the data shows a change of approximately 5-10% between the investments. This variation in the investment on crops is modeled using a variable called rate.

The linear programming model can be written as follows:
$\text{maximize: } \sum_{j=1}^{\text{total number of crops}} \sum_{t=1}^{\text{total time}} P_{tj} x_{tj}$

Constraint 1:

$\sum_{t=1}^{\text{total time}} \sum_{j=1}^{\text{number of crops}} x_{tj} \leq \text{Total Area}_t$

Constraint 2:

$\sum_{t=1}^{\text{total time}} \sum_{j=1}^{\text{number of crops}} C_{tj} x_{tj} \leq \text{Total Capital}_t$

Constraint 3:

$\sum_{t=1}^{\text{total time}} \sum_{j=1}^{\text{number of crops}} C_{tj} x_{tj} \leq \text{Investment}_{(t-1)j}(1 + \text{rate})$

$Y_{tj}$: Crop yield of crop j during the time t

$P_{tj}$: Market price of crop j during time t

$C_{tj}$: Production cost of crop j during time t

$\text{Total Area}_t$: Total area available to the farmer at time t

$\text{Total Capital}_t$: Total capital available to the farmer at time t

$\text{Investment}_{(t-1)j}$: Investment on crop j for the previous year

$\text{rate}$: Percentage of increase in investment from the previous year is usually a value between 5-10% [71]

$t$: The time period
5.2.4 Individual Model Results

The model was run using 30 testing samples from the data. The model calculated the area that each farmer would allocate to the various crops, based on the input data. The output was then compared to the known allocated area. Fig. 63, contains the comparison for the simulated and actual values for the area allocated to cereals. A similar comparison was performed for the forage crop in Fig. 64. For the given testing data set, the percentage error for cereal and forage crops was less than 25% when compared to the actual values from [67].

![Comparison of simulated vs Actual output for Cereal area.](image)
5.3 Community Model

The community model is considered as an extension to the individual model. The individual model computes the area allocated to the crops by an individual farmer. In the community model we will try to evaluate the aggregate behavior of the farmers to see if the cropping trends on a regional scale can be replicated. We will use the individual model to simulate the behavior of different types of farmers for each year. The mean of the resulting cropping trends will calculated and compared to the yearly averages for the Piedmont region. This model is also useful in conducting ‘what-if’ analyses. Once a base scenario is established the various parameters of the model can be varied to observe the change in the cropping trends for a region.
5.3.1 Results

The individual models were evaluated for the different farmer types over a period of 10 years between 2000 and 2009. Fig. 65, Fig. 66, Fig. 67, Fig. 68, Fig. 69 show the results of the yearly averages calculated from the model results. The X-axis represents the time period and the Y-axis represents the average area in hectares. The green colored curves are the actual values from the FADN database [67], while the blue colored curves are the results from the simulated model.

Fig. 65. Simulated yearly average for forage crop.
Fig. 66. Simulated yearly average for Cereals.

Fig. 67. Simulated yearly average for Potato crop.
From the figures we can observe that the yearly trends have been reflected faithfully while the actual yearly average values are not an exact match. One of the main reasons is
the limited number of training samples available to derive the rules for the system. External factors that are not reflected in the data are another reason for the underestimation of the values. The results for the fruit crop and the wine crop show the highest error rate. The major cause for this is the average area allocated to these types of crops. Both these crops are allocated less than two hectares on an average each year. This causes the result to be extremely sensitive to the values of the membership functions of the individual model.

5.3.2 Scenario Analysis

In addition to replicating the aggregate behavior of large groups of farmers, the community model can also be used to analyze hypothetical scenarios to observe changes in cropping trends. In this section we will simulate three "what-if" scenarios to observe the response of the model. The results of the base scenario presented in the previous section will be displayed along with the actual cropping areas and the results from the new scenario. The green colored curves are the actual values from the FADN database [67], while the blue colored curves are the results from the base simulated model. The red curves are the new scenarios simulated using the model.
In the first scenario the market price of forage crops was reduced by 20%. The simulation results are displayed in the figure above. We can observe that the change in cropping area ranges between 0-60% when compared to the base scenario. This shows the non-linear nature of the model. The price of the remaining crops was kept constant and the cereal crop showed the highest increase in cropping area for a decrease in the market price of the forage crop. A similar analysis can be done for the different crops to observe the model behavior.

For the second scenario we observe the behavior of the wine crop. Traditionally the wine crop is allocated the least amount of area in Piedmont. The reason for this is the high production cost and resources required. This scenario was used to find the amount of change required in the input conditions to cause a significant change in the cropping trends for the wine crop. The results are displayed in the Fig. 71.
The market price and production cost of wine were varied in increments of 5%. It was observed that once the market price was increased by 20% and the production cost decreased by 30% the average area allocated to the wine crop started changing. Though the change in the allocated area was only a maximum of two hectares, it was twice the value of the base case scenario.

In the last scenario we will observe the changes to the cropping patterns due to the changes in input parameters for selected farmers. The selected area has a high number of farmers belonging to the lower economic group. The model was modified to give a 20% hike to all farmers with an initial capital less than 100,000 euros. The model also provides a 30% subsidy to these farmers on all production costs. The model results showed that there was a significant impact on the wine and vegetable cropping pattern. Fig. 72, Fig. 73 show the results for the two crops.
Fig. 72. Change in area of Wine for Scenario 3.

Fig. 73. Change in area of Vegetable Crop for Scenario 3.
The results show that the wine and vegetable crops had a maximum of 300% and 800% increase in their average yearly cropping area. This spike was not permanent and the values did not change by a large margin for some of the years.

5.4 Combined Model

In the previous section we evaluated a community model to simulate land use on a regional scale. The model was built to simulate farmer decision trends based on external inputs. These decisions reflect the farmer behavior and are not always the most optimal decisions. In this section we will compare the results of the community model to the results from the combined crop growth and crop selection model that was described in Chapter 3 and Chapter 4. The crop growth model is used to calculate the yield for the different crops and the crop selection model provides us with the best possible cropping decisions for the given set of crops and yearly conditions.

The first step is to calculate the yields of the different crops for a ten year period. We selected one crop for each family of crop in the original data. For example, barley was selected to represent cereal crops, tomato was selected to represent vegetables and soybeans were selected to represent forage crops. Fig. 74, Fig. 75 represent all the different yields for the 10 year period between 2000 and 2009.
Fig. 74. Cereal, Potato and Vegetable yield.

Fig. 75. Fruit, Wine and Forage yield.
5.4.1 Results

The crop selection model used to select the best possible cropping pattern is similar to the model used in Chapter 4. The first objective that is evaluated is the maximizing of the economic objective. The average market prices of the different crops have been calculated from the data and are displayed in Fig. 76, Fig. 77.

Fig. 76. Market price of cereal, potato and vegetable.
Given the yield, crop price and production cost, the model tries to maximize the monetary benefit of the crops while decreasing the production cost. There are two constraints to the model. The area allocated to each crop cannot exceed the total area. The production cost allocated to each crop cannot exceed the total capital available to the farmer. The objective model is written as:

\[
\text{maximize: } \sum_{j=1}^{\text{total number of crops}} \sum_{t=1}^{\text{total time}} Y_{tj}(P_{tj} - C_{tj}) x_{tj}
\]

\[\text{Constraint 1: } \sum_{t=1}^{\text{total time}} \sum_{j=1}^{\text{number of crops}} x_{tj} \leq \text{Total Area}_t\]
Constraint 2:  

\[
\sum_{t=1}^{total \ time} \sum_{j=1}^{number \ of \ crops} C_{tj}x_{tj} \leq Total \ Capital_t
\]  

\(Y_{tj}\): Crop yield of crop j during the time t  
\(P_{tj}\): Market price of crop j during time t  
\(C_{tj}\): Production cost of crop j during time t  

\(Total \ Area_t\): Total area available to the farmer at time t  
\(Total \ Capital_t\): Total capital available to the farmer at time t  

\(t\): The 10 year time period between 2000 and 2009  
\(j\): The number of crops. The value is 6 in this scenario.  

The model was run for the ten year time period between 2000 and 2009. The yearly average area allocated to the different crops was calculated and compared to the base scenario developed in the community model. The results are shown in Fig. 78, Fig. 79, Fig. 80, Fig. 81, Fig. 82, Fig. 83.
Fig. 78. Change in area for Cereal crop.

Fig. 79. Change in area for potato crop.
Fig. 80. Change in area for Vegetables.

Fig. 81. Change in area for Fruits.
The simulation shows that the cereal and forage crops have a significant drop in the overall area allocated to them. This is a result of the low price of these crops despite the
high yield. On the other hand vegetable, fruit and wine area show dramatic spikes of increased land allocation. This could be a reflection of the prices of these crops despite their relatively lower yields. It is important to note that the model results reflect the best possible crop combinations without taking the risk associated into consideration. In the base scenario we can observe that farmers allocate large areas to forage and cereal crops because they consistently produce high yields and can be considered to be low risk crops. Fruit and wine crops have higher market price but the relatively low yields mean that there is a higher risk involved.

5.5 Limitations and Conclusions

In this chapter we studied the process of defining and implementing an individual decision model. This model was then extrapolated to study the cropping patterns of farmers on a regional scale. With the use of real world data we were able to see the process of deriving the membership functions and rules for the system and the results of implementing the model.

The biggest limitation of the current model is the lack of available data sources for thorough validation. This stops us from fine tuning the various aspects of the model or identifying any required additions. Data limitations also stop us from addressing other farmer objectives like social and environmental goals that farmers might have. The heuristic process for deriving the rules can also be improved by using genetic algorithms to select only the best possible rules.

The current community model is implemented as a collection of individual models. Future iterations of this model need to define a communication process between the
different agents to create a proper agent based model of the farming process. External agents like farm managers or village heads play an important role in the farming process of developing countries. With the help of subject matter experts the community model should implement such agents as it is useful in capturing the social aspects of the farmer decision process. The farmer agent behavior can be updated to become more dynamic. This can include the option to change the main objective of a farmer from economic gain to environmental responsibility or social well-being, depending on the farmers socio-economic status.

The combined model was helpful in showing the contrast between the farmer behavior and the ideal behavior. This combined model can also be extended to implement various objectives and case scenarios. If detailed data is available for a region the combined model can be useful in showing the appropriate crop rotations and contrast it with existing farmer behavior.

This chapter has covered model generation and evaluation for an available set of data. We were also able to conduct some initial scenario analysis using the base model. We believe that the actual methodology used to implement the model is quite robust, however, the accuracy of these scenarios and the results generated by this model are yet to be validated. As discussed before, the biggest hindrance to scenario validation is the lack of detailed data sets. If the individual and community models are to be used as actual decision support tools, a target study in a specific agricultural region needs to be conducted.
CHAPTER 6
CONCLUSIONS AND FUTURE WORK

This dissertation presents a simulation framework that can be used as a decision support system for farmers and researchers. Multiple models are presented that can be used either individually or together to evaluate farm specific scenarios. Chapters 1 and 2 introduce the need for this research and the existing research on this topic. The methods and associated research efforts available in the literature are explained in detail in chapter 2.

Chapter 3 introduced a generic crop growth program that can be used in our research. The mathematical equations and the important variables have been discussed. The model has been evaluated to calculate the yield, water use, and fertilizer requirements for various crops. Sensitivity analysis is also performed to identify the variables with the highest impact on the output. The yields generated by the model were compared to real world yield data available online [62]. We observed that the existing data sources show a huge variability in yield values for the same crop. This could be due to differing seed technology, farming and weather conditions. We observed that the values predicted by the model were within the observed ranges for all the crops. This shows us that though the crop model results might not be completely accurate, the yield values generated by the model are a valid representation of the real world results.

Chapter 4 presents a scheduling model that can be used to calculate crop planting schedules for performance, economic and environmental objectives. We were able to demonstrate the changes in the cropping schedules based on the objective being maximized. A multi-objective approach has also been presented to study the model
behavior when more than one objective needs to be evaluated. Since this model works on the results of the crop model, the yield values used for scheduling fall in an acceptable range for the given weather conditions. The economic objectives were developed using real world price data from the USDA website [62] as seen in Fig. 36, Fig. 37. The optimizer output is a suggestion for the most optimal schedule given weather, yield and pricing conditions. As such it is hard to validate since we are not actually simulating a real world scenario. However, the actual data used in building the optimizer are based on real world data and valid crop model data.

Chapter 5 presents decision making methodologies to evaluate and predict farmer behavior. We developed an individual model using fuzzy logic and linear programming to simulate farmer behavior. This individual model was extended to develop the community model that can simulate farmer behavior on an aggregate scale. Real world data from FADN was used to run the model and discuss its limitations. Additionally the community model was combined with the crop growth model and the scheduling model to compare and contrast the farmer decision process to an optimal decision process. The data used to build these models was obtained from the FADN database. We compared the results of the model to the actual land use patterns in the data. This validation is displayed in Fig. 63- Fig. 69. We can observe that the change in land use was captured accurately, even if the actual land use values were not accurate.

This research advances the current research efforts by combining the different models into one simulation framework. This can allow farmers and other researchers to understand the factors and impact of existing decision trends. By combining the decision
modules with the crop growth and scheduling modules farmers can be advised on the best practices for their farms to fulfill necessary objectives.

Though multiple models have been developed to evaluate farming scenarios the simulation framework is not yet comprehensive. The crop growth program is still generic in nature and cannot simulate all possible environmental scenarios. Modern seed technology tailors crops for the region in which they are being planted. For example, carrots generally produce a yield of 10-20 tonnes/hectare. However, commercial productions of carrots have been shown to produce 70-80 tonnes/hectare. The crop parameters necessary to simulate such varying crop types are not yet available in the current literature. Further iterations of the crop growth model would benefit from adding these parameters.

Companion planting of crops is another interesting phenomenon that would greatly benefit our crop growth model. Existing research on this topic is still limited to experimentation and no substantial mathematical models exist on this topic. These factors also affect our ability to validate the model accurately. When the crop model output is compared to real world data the actual values might not always match up since the model is based on general values of the input parameters. Specific strains of a crop might have different parameter values when compared with the generic model. Farming practices and conditions also impact the overall yield of crops. In the absence of this information the crop model output cannot be used for accurate validation.

The crop scheduling methods works off of the output received from the crop growth program to evaluate various objectives as mentioned before. Future improvements to this model should try and implement social objectives to the model. Social objectives are highly
location specific and are generally qualitative. Quantifying and generalizing such objectives would improve the range and flexibility of the model. In addition to the LP methods, Multi Criteria Decision Making (MCDM) methods would also be a good match for the scheduling module. Since this optimizer model is directly related to the outputs from the crop growth model, the validation of the optimizer is heavily dependent on the validity of the crop model.

The decision making module is an adequate starting step to simulate farmer decision process. The motivation to develop the methods in that section was driven by existing data availability. The large number of variables involved in the farmers’ decision process coupled with the low sample size of the available data led to the development of the existing methods. A better approach to refine and streamlines these models would be to conduct a study on a specific geographic location to identify the factors that had the highest impact on a farmer’s decision process. This can help in creating a generic decision model that can be adapted to various regions. It would also be helpful to receive input from subject matter experts to assess the weights of the different variables used in the model.

The validation aspects of the individual and community models have room for improvement. As discussed previously, the rule generation methods are limited by the granularity of the data. The results from the models show that we were able to capture the change in decision trends while the actual values were not accurate. We feel that the accuracy of the models can be significantly increased through the access to a larger dataset. Since these models are also used for the scenario analysis, the validity of these simulations are directly tied to the validity of the models. Finally, the combined model discussed at the end of Chapter 5 uses the outputs from all the layers of the framework. Since we used the
combined model to simulate a hypothetical scenario the validation of the combined model is directly tied to the validation of the individual models. A focused case study could help us in evaluating the validity of the combined model.

The current framework is still not a cohesive multi-model unit. The information exchanged between the various levels of the model needs to be streamlined. This process will be benefitted by the development of an ontology for the proposed framework. The data types, classes and interfaces need to be fleshed out for advancing the composability and interoperability of the system. This process will be especially helpful when adapting the framework to different geographic regions as it can help us in identifying the exact data types and input required to run the simulations.

The proposed framework needs input from a researcher or an expert to run the simulations and explain the results. Considering that our target audience is uneducated farmers this approach is not yet viable for their use. The different game based and participatory approaches discussed in chapter 2 should serve as inspiration make our framework more approachable to the target audience. We will need to identify user interface components and visual representations that can make the models, and their results an intuitive learning experience for the farmers. We will have to find a middle ground between complexity and usability to provide an interactive experience for the farmer while trying to enhance their decision making process.
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