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ABSTRACT

ANALYZING CHOLERA DYNAMICS IN HOMOGENEOUS AND HETEROGENEOUS ENVIRONMENTS

Drew Posny
Old Dominion University, 2014
Director: Dr. Jin Wang

Cholera continues to be a serious public health concern in developing countries and the global increase in the number of reported outbreaks suggests that activities to control the diseases and surveillance programs to identify or predict the occurrence of the next outbreaks are not adequate. Mathematical models play a critical role in predicting and understanding disease mechanisms, and have long provided basic insights in the possible ways to control infectious diseases. This dissertation is concerned with mathematical modeling and analysis of cholera dynamics. First, we study an autonomous model in a homogeneous environment with added controls that involves both direct and indirect transmission pathways. We conduct a careful equilibrium analysis and, in particular, investigate the threshold dynamics of this model. Next, we propose a general multi-group model for cholera dynamics that incorporates spatial heterogeneity and dispersal. Under biologically feasible conditions, we show that the basic reproduction number $R_0$ remains a sharp threshold for cholera dynamics in multi-group settings. We verify the analysis by numerical simulation results. Then, we propose a deterministic compartmental model for cholera dynamics in time-periodic environments. The model incorporates seasonal variation into a general formulation for the incidence (or, force of infection) and the pathogen concentration. The basic reproduction number of the periodic model is derived, based on which a careful analysis is conducted on the epidemic and endemic dynamics of cholera. Several specific examples are presented to demonstrate this general model, and numerical simulation results are used to validate the analytical prediction. Finally, we extend the general multi-group cholera model to a periodic environment.
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CHAPTER 1

INTRODUCTION

Cholera is a severe intestinal infectious disease caused by ingesting food or water contaminated with the bacterium *Vibrio cholerae*. Symptoms of cholera infection include profuse watery diarrhea that rapidly causes dehydration, hypovolemic shock, and acidosis and can lead to death if appropriate treatment is not promptly given [60,70]. The World Health Organization estimates that there are 3 to 5 million cases of cholera infection and 100,000 to 120,000 deaths due to cholera each year. Recent years witnessed an increasing number of cholera outbreaks worldwide, including one of the largest cholera epidemics in modern history that took place in Haiti from 2010-2012 with more than 530,000 reported cases and over 7,000 deaths [70]. Major cholera outbreaks also include those in Sierra Leone (2012), Ghana (2011), Nigeria (2010), Vietnam (2009), Zimbabwe (2008), and India (2007), among others. Thus, cholera remains a serious public health concern in the developing world where poverty and poor sanitation and hygiene are prevalent.

Consequently, provision of clean water and proper sanitation facilities are the critical weapons in reducing the impact of cholera [15,70]. However, water and sanitation investments, which are the key for long-term cholera prevention and control, are usually not possible in emergency epidemic settings or not available in developing countries. These epidemics have increased in frequency, severity, and duration, implying that current knowledge in cholera dynamics and public health guidelines to control the disease are not adequate.

Cholera dynamics are subject to complex disease transmission pathways. The transmission of cholera involves both direct (human-to-human) and indirect (environment-to-human) routes, due to the multiple interactions between the human host, the pathogen, and the environment [51]. Both symptomatic and asymptomatic individuals shed the bacteria back into the environment, further fueling the pathogen concentration and persistence of the disease. Direct transmission of cholera through human-human contact is usually not expected because the infectious dose (ID) is high [60,68]. Here, we define direct human-to-human transmission as cholera transmission not involving the aquatic environment, i.e, cholera transmission through
other fecal to oral pathways of hyperinfectious vibrios such as ingesting food or water contaminated by a food handler. A recent cholera outbreak in Zimbabwe, a land-locked country in Africa, underscores such a direct human-to-human transmission pathway [47]. Indirect transmission of cholera arises from exposure to untreated water and sewage.

Mathematical modeling, simulation and analysis is a key approach to gain insight into the complex transmission dynamics of cholera. SIR and SIRS epidemiological models are commonly used to study the dynamics of infectious diseases. The total population is divided into homogeneous subpopulations, or compartments, based on the stage of the disease. In general, individuals are classified into three distinct compartments: susceptible (S), infected (I), and recovered (R). The susceptible compartment consists of individuals who could potentially become infected with the disease. Individuals who are currently infected (symptomatic and asymptomatic) with the disease are classified as infected. Lastly, individuals who have recovered and can no longer transmit the disease are classified as recovered. These epidemiological models describe the movement of individuals between S, I and R. In an SIR model, once an infectious individual enters the recovered compartment, the individual develops immunity and no longer transmits the disease. However, in an SIRS model, individuals are susceptible, then infected, then recovered, and finally lose immunity and become susceptible again. Frequently incorporated amongst proposed mathematical models studying cholera dynamics is an incidence function, which determines the rate of new infection. The incidence function incorporates transmission routes such as contact rates with the pathogen in untreated water (indirect transmission) and among human hosts (direct transmission).

Since cholera is a waterborne infectious disease, many mathematical cholera models extend the classical SIR framework by adding an environment component, denoted by B, that tracks the concentration of toxigenic cholera vibrios in water. The pathogen has a critical relationship with the aquatic environment. In the absence of an infected individual excreting the bacteria back into the environment, the pathogen can continue to persist and potentially infect others. That is, the aquatic environment may serve as a reservoir of toxigenic *V. cholerae* allowing the bacteria to survive for long periods of time [15,68]. Biofilms provide protection to the bacteria from stresses in the environment, allowing for survival and persistence [60]. Hence, it is important
to understand the significance of the aquatic reservoir and its effects on cholera dynamics. A number of mathematical cholera models have been proposed and analyzed in recent years [2, 7, 13, 15, 28, 31, 43, 47, 61–63, 65]; among these, several models have been driven by the ongoing outbreaks in Haiti [2, 7, 13, 63].

In particular, Codeço [15] published a model that incorporated the environmental component into a regular SIR epidemiological model, building on the previous work in [10]. The environment component allows for the introduction of a function used to describe the rate of change for the pathogen in the environment. Codeço's model illustrated the pathogen concentration as $eI - \beta B$, where $e$ is the human contribution to the pathogen concentration and $\beta$ is the net death rate of vibrios. A saturation incidence given by $\lambda(B) = \frac{aB}{K+B}$ was used to model the infection from the environment, where $a$ is the rate of exposure to the contaminated environment and $K$ is the half saturation concentration of environmental vibrios. This model excluded the human-to-human transmission pathway.

On the other hand, Mukandavire et al. [47] proposed a new model incorporating both direct and indirect cholera transmission to study the 2008-2009 cholera outbreaks in Zimbabwe. This model considered human-to-human transmission defined in the context of infection by hyperinfectious vibrios [28, 45, 46, 51]. The incidence term was modeled as $\beta_e \frac{B}{K+B} + \beta_h I$ where $\beta_e$ and $\beta_h$ are rates of exposure to environmental and hyperinfectious vibrios, respectively. The results in [47] elucidates the importance of human-to-human transmission in shaping cholera epidemics in non-riverine and estuarine environments such as Zimbabwe.

Similarly, Tien and Earn [62] proposed a model with both environment-to-human and human-to-human transmission pathways; however, no saturation effect was considered. The bilinear incidence function was given by $b_W W + b_I I$, where $W$ is the pathogen concentration in the environment, and $b_W$ and $b_I$ are defined in the same role as $\beta_e$ and $\beta_h$, respectively. Moreover, Wang and Liao [65] recently proposed a deterministic cholera model that incorporates general nonlinear incidence factors and pathogen functions and that can unify many of the existing cholera models. These studies have certainly produced many useful results and have improved our understanding of cholera dynamics. For reference, we have listed details of these cholera models (Codeço, Mukandavire et al., Tien and Earn, and Wang and Liao) in Appendix A.

A major limitation of these cholera models and other current quantitative studies
(e.g., [28,57]) on cholera transmission and control is that spatial heterogeneity and dispersal are not sufficiently addressed, resulting in poor understanding of the spread of cholera infection. Mukandavire et al. [47] estimated basic reproduction numbers for the 10 provinces in Zimbabwe. The results were highly heterogeneous, showing that the underlying transmission pattern varied widely throughout the country. Similarly, in the work of Tuite et al. [63], very different basic reproduction numbers were established for the 10 administrative departments of Haiti. Although relatively simple mathematical models were used in these studies, they did imply that spatial heterogeneity takes an essential role in cholera transmission and the design of control strategies. Consequently, the effects of dispersal and movement among different spatial regions, including the communication of human populations and dispersal of vibrios, are critical in shaping the global epidemics and endemics of cholera.

One of the most successful approaches to investigate spatial heterogeneity and dispersal in mathematical epidemiology is multi-group modeling. In multi-group modeling, the entire population is divided into \( n \geq 2 \) distinct groups, with each group containing S, I, R, and B compartments. Thus, disease transmission occurs both within the same group and between different groups, reflecting the movement of human hosts and the pathogen from one spatial region to another. In this study, we will use the multi-group modeling approach to investigate the spatial dynamics of cholera transmission.

Another critical limitation of these cholera models (e.g., [15,28,47,57,62,65]), however, is that they all assume that the model parameters are constant in time, meaning that the disease contact rate, recovery rate, pathogen growth rate, etc., all take fixed values independent of time. From the mathematical point of view, such an assumption has the advantage of simplifying the models and analysis, and facilitating the use of some well known theory in autonomous dynamical systems. Yet seasonal environmental and climatic factors could significantly affect cholera dynamics. For example, temperature, salinity, rainfall and plankton influence the transmission of cholera in regions of the world where the human population relies on untreated water as a source of drinking water [17]. These seasonal and environmental variations represent another kind of heterogeneous environment for the disease dynamics that is defined in terms of time.

In many endemic places, cholera is a seasonal disease and infection peaks often occur annually in the rainy or monsoon season [21,30,53,60,68], further illustrating
the concept of a potential reservoir of toxigenic cholera vibrios in endemic regions. Such observations underline the limitation of current cholera models and imply that mathematical insight on cholera seasonality has largely lagged behind. It is thus important for mathematical cholera studies to incorporate these seasonal factors to gain deeper quantitative understanding of the short and long term evolution of cholera dynamics, and to better predict and prevent future cholera outbreaks. We will take a solid step in this work to investigate seasonal dynamics of cholera transmission. In particular, we will analyze the threshold properties of cholera dynamics in a periodic environment.

This dissertation is organized into five chapters. Following this introductory Chapter 1, in Chapter 2 we modify an autonomous cholera model to incorporate added control measures. This model is based on the essential assumption of a homogeneous environment; no spatial variations or seasonal oscillations are involved. Although unrealistic in some sense, this simplified, autonomous model allows us to conduct a careful analysis on the interaction between the disease control measures and the multiple transmission pathways of cholera, results of which would provide useful insight into the design of effective control strategies against cholera outbreaks. In particular, we determine the basic reproduction number $R_0$ and conduct an equilibrium analysis for the epidemic and endemic dynamics of the system. In Chapter 3, we construct a general multi-group modeling framework for cholera with biologically reasonable assumptions to study spatial heterogeneity in cholera dynamics. We derive the basic reproduction number and analyze the global stability of the equilibria. We present numerical simulation results to validate our analysis. In Chapter 4, we construct a generalized cholera model in a periodic environment that represents seasonal variations. We again derive the basic reproduction number and study the global stability of the disease-free equilibrium. We further analyze the existence and uniform persistence of an endemic periodic solution and briefly study several specific cholera models. Then, we extend the general multi-group model to a periodic environment. Finally, in Chapter 5, we draw some conclusions and present future work.
CHAPTER 2

AUTONOMOUS CHOLERA MODEL

Mathematical modeling of cholera dynamics and conducting realistic numerical simulations based off historical data offers useful insight for public health administration. Cholera models can be utilized to establish potentially the most effective control measures needed during a cholera outbreak or for long-term cholera prevention. For example, appropriate sanitation facilities, safe water and medical treatment are critical in reducing the impact of cholera [70]. Thus, from modeling and simulation, public health guidelines can be improved. We will start our investigation by considering a simplified scenario where all human hosts are homogeneously mixed and all disease transmission rates are fixed, without complications from spatial and temporal variations. Our first goal is then to study the effects of different public health controls on cholera dynamics in such a homogeneous environment.

To that end, we modify the model of Mukandavire et al. [47] (original model presented in Appendix A) by adding three disease control measures: vaccination, treatment, and water sanitation, and by introducing a new class of vaccinated people to the SIR epidemiological model. Thus, our model classifies the human population, denoted by $N$, into the susceptibles ($S$), the vaccinated ($V$), the infected or infectives ($I$), and the recovered ($R$). We assume that individuals are born and die at an average rate $\mu$. The concentration of vibrios in contaminated water is denoted by $B$. We, thus, have the following system of differential equations describing the cholera dynamics with added controls:

\[
\frac{dS}{dt} = \mu N - (1 - \rho) \left[ \beta_e \frac{B}{\kappa + B} + \beta_h I \right] S - (\phi(t) + \mu) S, \tag{1}
\]

\[
\frac{dV}{dt} = \phi(t) S - \sigma(1 - \rho) \left[ \beta_e \frac{B}{\kappa + B} + \beta_h I \right] V - \mu V \tag{2},
\]

\[
\frac{dI}{dt} = (1 - \rho) \left[ \beta_e \frac{B}{\kappa + B} + \beta_h I \right] (S + \sigma V) - (\tau(t) + \gamma + \mu) I, \tag{3}
\]

\[
\frac{dB}{dt} = \xi I - (\delta + \nu(t)) B, \tag{4}
\]

together with

\[
\frac{dR}{dt} = (\tau(t) + \gamma) I - \mu R. \tag{5}
\]
Susceptible individuals acquire cholera infection either by ingesting environmental vibrios from contaminated aquatic reservoirs or through human-to-human transmission, at rates $\lambda_e = (1 - \rho)\beta_e \frac{B}{\kappa + B}$ and $\lambda_h = (1 - \rho)\beta_h I$, respectively, with the subscripts $e$ and $h$ denoting environment-to-human and human-to-human transmissions. Here, $\kappa$ is the pathogen concentration that yields 50% chance of infection cholera, and $\rho = \epsilon_1 p$ is the sanitation-induced preventability to cholera infection which is a product of the sanitation efficacy $\epsilon_1$ and compliance $p$. We further assume that susceptible individuals are vaccinated at a rate $\phi(t)$, where $t$ is the time variable, with a vaccine that has a degree of protection $\sigma = (1 - \epsilon_2)$, where $\epsilon_2$ is the vaccine efficacy. Infected individuals are treated at a rate $\tau(t)$ and some recover naturally at a rate $\gamma$ into the recovered class. Infected individuals contribute to $V. \text{cholerae}$ in the aquatic environment at a rate $\xi$ and vibrios have a net death rate $\delta$ in the environment. In addition, water sanitation leads to the death of vibrios at a rate $\nu(t)$.

In general, $\phi(t)$, $\tau(t)$ and $\nu(t)$ are functions of $t$, representing non-uniform and time-dependent controls. For the special case when the rates of all the three controls are positive constants, i.e.,

$$\phi(t) = \phi > 0, \quad \tau(t) = \tau > 0, \quad \text{and} \quad \nu(t) = \nu > 0,$$

the model (1) - (4) is reduced to an autonomous system, that is, a system of ordinary differential equations of the form

$$\frac{dX}{dt} = F(X),$$

where $X = (S, V, I, R, B)^T$ and the right hand side does not explicitly depend on time. Therefore, any parameters incorporated into an autonomous epidemiological model are constant and independent of time. In this regard, once an infected individual enters a susceptible community, disease transmission occurs and control measures are put into place immediately at a constant rate. This simplifies the mathematical model and allows us to conduct a careful equilibrium analysis on both the disease-free and endemic equilibria. However, in most epidemic and endemic settings, control measures are difficult to implement at the onset of an outbreak and at a constant rate.

Since the total population $N$ is fixed and $N = S + V + I + R$, we will not need equation (5) in our model analysis. It is clear to see that in this case, the feasible
region of the system (1) - (4) is

\[
\Gamma = \left\{ (S, V, I, B) \mid S \geq 0, V \geq 0, I \geq 0, 0 \leq S + V + I \leq N, 0 \leq B \leq \frac{\xi N}{\delta + \nu} \right\} (7)
\]

which is positively invariant for the flow of the system (1) - (4).

In the absence of infection (i.e., no infected individuals nor toxigenic bacteria in the water, \( I = B = 0 \)), the disease-free equilibrium (DFE) of the system (1) - (4) is given by

\[
X_0 = (S_0, V_0, I_0, B_0) = \left( \frac{\mu N}{\rho + \mu}, \frac{\phi N}{\rho + \mu}, 0, 0 \right). (8)
\]

### 2.1 STABILITY ANALYSIS OF DISEASE-FREE EQUILIBRIUM

The basic reproduction number, denoted \( R_0 \), is a fundamental concept in epidemiology. It is defined as the expected number of secondary infections that occur when a typical infective individual is introduced into a completely susceptible population [64,66]. Therefore, the basic reproduction number defines a key biological threshold behavior for numerous epidemic models [66]. If \( R_0 < 1 \), then the infectious disease will die out, whereas the infectious disease will spread and persist in a population if \( R_0 > 1 \). This theoretical principle has been extensively applied to measure the effectiveness of vaccination strategy and antibiotic treatment, to estimate likelihood of eradicating a disease, and to guide public health administrators to properly scale their efforts [29]. Hence, it is crucial to determine an accurate estimate of \( R_0 \) for any infectious disease. There are several ways to obtain the basic reproduction number for an infectious disease. One approach in determining \( R_0 \) is based on the next-generation matrix theory [64,66].

Let \( x = (x_1, \ldots, x_n)^T \) where each \( x_i \) is the number of individuals in each compartment. The compartments are sorted so that the first \( m \) compartments correspond to the infected compartments and \((x_m, \ldots, x_n)\) correspond to the uninfected compartments. The set of all disease free states is defined by \( X_0 = \{ x \geq 0 : x_i = 0, i = 1, \ldots, m \} \). Let \( F_i(x) \) be the rate of appearance of new infections in the \( i \)th compartment, \( V_i^{+}(x) \) be the rate of transfer of individuals into the \( i \)th compartment by other means, and \( V_i^{-}(x) \) be the rate of transfer of individuals out of the \( i \)th compartment. Then, a disease transmission model can be represented by

\[
\frac{dx_i}{dt} = f_i(x) = F_i(x) - V_i(x), \quad i = 1, \ldots, n
\]
where $V_i = V_i^- - V_i^+$ and $F_i$, $V_i^-$ and $V_i^+$ are all assumed to be continuously differentiable at least twice in each variable.

**Lemma 1.** [64] If $x_0$ is a disease-free equilibrium of (9) and the following assumptions are satisfied

(A1) if $x \geq 0$, then $F_i$, $V_i^+$, $V_i^-$ $\geq 0$ for $i = 1, \ldots, n$.

(A2) if $x_i = 0$ then $V_i^- = 0$. In particular, if $x \in X_*$ then $V_i^- = 0$ for $i = 1, \ldots, m$.

(A3) $F_i = 0$ if $i > m$.

(A4) if $x \in X_*$ then $F_i(x) = 0$ and $V_i^+(x) = 0$ for $i = 1, \ldots, m$.

(A5) if $F(x)$ is set to zero, then all eigenvalues of $DF(x_0)$ have negative real parts.

then the derivatives $DF(x_0)$ and $DV(x_0)$ are partitioned as

$$DF(x_0) = \begin{pmatrix} F & 0 \\ 0 & 0 \end{pmatrix}, \quad DV(x_0) = \begin{pmatrix} V & 0 \\ J_3 & J_4 \end{pmatrix},$$

where $F$ and $V$ are the $m \times m$ matrices defined by

$$F = \left[ \frac{\partial F_i}{\partial x_j}(x_0) \right] \quad \text{and} \quad V = \left[ \frac{\partial V_i}{\partial x_j}(x_0) \right] \quad i \leq i, \ j \leq m.$$

Further, $F$ is nonnegative, $V$ is a nonsingular $M$-matrix and all eigenvalues of $J_4$ have positive real parts.

Following [18] and [64], we define $FV^{-1}$ as the next-generation matrix for the mathematical model and set the basic reproduction number as

$$R_0 = \rho(FV^{-1}) \quad (10)$$

where $\rho(A)$ denotes the spectral radius of a matrix $A$.

Let $x = (I, B, S, V)^T$. Thus, the first two entries of $x$ are directly related to infection. Our main interest lies in determining the matrices $F$ and $V$ in order to explicitly define $R_0$. Hence, we consider the compartmentalized infectious subsystem:

$$\begin{bmatrix} \frac{dI}{dt} \\ \frac{dB}{dt} \end{bmatrix} = \begin{bmatrix} (1 - \rho) \left( \beta_{e} \frac{B}{\kappa + B} + \beta_{h} I \right) (S + \sigma V) \\ 0 \end{bmatrix} - \begin{bmatrix} (\tau + \gamma + \mu) I \\ (\delta + \nu) B - \xi I \end{bmatrix} = F - V \quad (11)$$
where $\mathcal{F}$ denotes the rate of appearance of new infections and $\mathcal{V}$ denotes the rate of transfer of individuals into or out of each infected compartment. The Jacobian matrices evaluated at the disease-free equilibrium (8) are given by

$$F = DF(X_0) = \begin{bmatrix} (1 - \rho)\beta_h \left( \frac{\mu + \sigma \phi}{\phi + \mu} \right) N & 0 \\ 0 & (1 - \rho) \frac{\delta e}{\kappa} \left( \frac{\mu + \sigma \phi}{\phi + \mu} \right) N \end{bmatrix},$$

and

$$V = DV(X_0) = \begin{bmatrix} (\tau + \gamma + \mu) & 0 \\ -\xi & (\delta + \nu) \end{bmatrix}. \tag{13}$$

Therefore, the next-generation matrix for the model (1) - (4) is

$$FV^{-1} = \begin{bmatrix} \frac{(1 - \rho)}{\tau + \gamma + \mu} \left\{ \beta_h + \frac{\beta \xi}{\kappa(\delta + \nu)} \right\} \left( \frac{\mu + \sigma \phi}{\phi + \mu} \right) N & 0 \\ 0 & \frac{(1 - \rho)}{\kappa(\delta + \nu)(\tau + \gamma + \mu)} \left( \frac{\mu + \sigma \phi}{\phi + \mu} \right) \left[ \frac{\xi \beta e}{\kappa} + \kappa(\delta + \nu)\beta_h \right] N \end{bmatrix}. \tag{14}$$

Furthermore, the basic reproduction number is defined by

$$R_0(\phi, \nu, \tau) = \rho(FV^{-1})$$

$$= \frac{(1 - \rho)}{\tau + \gamma + \mu} \left\{ \beta_h + \frac{\beta \xi}{\kappa(\delta + \nu)} \right\} \left( \frac{\mu + \sigma \phi}{\phi + \mu} \right) N$$

$$= \frac{(1 - \rho)}{\kappa(\delta + \nu)(\tau + \gamma + \mu)} \left( \frac{\mu + \sigma \phi}{\phi + \mu} \right) \left[ \frac{\xi \beta e}{\kappa} + \kappa(\delta + \nu)\beta_h \right] N. \tag{15}$$

Next, we will show that if $R_0 < 1$, the disease-free equilibrium is locally and globally asymptotically stable, and if $R_0 > 1$, the disease-free equilibrium is unstable. We make note of the following definition.

**Definition 2.** An equilibrium point $u^*$ of $\dot{u} = f(u)$ is:

- **stable** if for every $\epsilon > 0$, there is a $\delta > 0$ such that $|u^* - u(t)| < \epsilon$ for all $t > 0$ for any solution $u(t)$ with $|u^* - u(0)| < \delta$.

- **locally asymptotically stable** if $u^*$ is stable and if there is a $\delta > 0$ such that $|u(t) - u^*| \to 0$ as $t \to \infty$ for any solution $u(t)$ with $|u^* - u(0)| \leq \delta$.

- **globally asymptotically stable** if $u^*$ is stable and $|u(t) - u^*| \to 0$ as $t \to \infty$ for all solutions $u(t)$.

- **unstable** if it is not stable.
Thus, when \( R_0 < 1 \), local stability of the disease-free equilibrium implies that a small influx of infections will not lead to an outbreak, whereas global stability implies that disease will be eradicated (converge to the disease-free equilibrium) independent of the initial sizes of the sub-populations.

Furthermore, from [64], we immediately have the following theorem.

**Theorem 3.** Let \( R_0 \) be defined as in equation (15). The disease-free equilibrium (8) is locally asymptotically stable when \( R_0 < 1 \), and unstable when \( R_0 > 1 \).

We mention that the basic reproduction number for the original model in [47] is given by

\[
R_0 = \frac{N}{\delta\kappa(\gamma + \mu)} \left[ \xi\beta_e + \delta\kappa\beta_h \right]. \tag{16}
\]

Comparing the expressions in (15) and (16), we note that

\[
R_0 < \bar{R}_0 \tag{17}
\]

for all \( \phi > 0, \tau > 0 \) and \( \nu > 0 \), due to the effects of disease controls.

Theorem 3 states that if the strengths of the (constant) controls are strong enough to reduce the basic reproduction number below 1, then cholera will be eradicated. Otherwise, a cholera epidemic would occur, though with a lower infection level than that without controls owing to the reduced value of the reproduction number.

Indeed, the disease-free equilibrium is also globally asymptotically stable when \( R_0 < 1 \). We prove this by using the following global stability result established in [11].

**Theorem 4.** Consider a model system written in the form

\[
\frac{dX_1}{dt} = F(X_1, X_2) \quad \text{and} \quad \frac{dX_2}{dt} = G(X_1, X_2)
\]

with \( G(X_1, 0) = 0 \), where \( X_1 \in \mathbb{R}^m \) denotes (its components) the number of uninfected individuals and \( X_2 \in \mathbb{R}^n \) denotes (its components) the number of infected individuals; \( X_0 = (X^E_1, 0) \) denotes the disease-free equilibrium of the system. And assume,

1. For \( \frac{dX_1}{dt} = F(X_1, 0) \), \( X^E_1 \) is globally asymptotically stable;

2. \( G(X_1, X_2) = AX_2 - \hat{G}(X_1, X_2), \hat{G}(X_1, X_2) \geq 0 \) for \( (X_1, X_2) \in \Omega \), where the Jacobian \( A = \frac{\partial G}{\partial X_2}(X^E_1, 0) \) is an M-matrix (the off-diagonal elements of \( A \) are nonnegative) and \( \Omega \) is the region where the model makes biological sense.
Then the disease-free equilibrium \( X_0 = (X_1^F, 0) \) is globally asymptotically stable provided that \( R_0 < 1 \).

Let \( X_1 = [S, V]^T \) and \( X_2 = [I, B]^T \). That is, for our model (1) - (4) we have

\[
\begin{align*}
\frac{d}{dt} \begin{bmatrix} S \\ V \end{bmatrix} &= F(X_1, X_2) \\
\frac{d}{dt} \begin{bmatrix} I \\ B \end{bmatrix} &= G(X_1, X_2)
\end{align*}
\]

with \( G(X_1, 0) = 0 \). Applying Theorem 4, we obtain

\[
F(X_1, 0) = \begin{bmatrix}
\frac{dS}{dt} \\
\frac{dV}{dt}
\end{bmatrix}_{(X_1, 0)} = \begin{bmatrix}
\mu N - (\phi + \mu)S \\
\phi S - \mu V
\end{bmatrix}.
\]

It follows from solving these differential equations that \( S(t) = \frac{\mu N}{\phi + \mu} + C_1 e^{-(\phi + \mu)t} \) and \( V(t) = \frac{\phi N}{\phi + \mu} + C_2 e^{-\mu t} + C_3 e^{-(\phi + \mu)t} \) for some constants \( C_1, C_2 \) and \( C_3 \). Hence, \( S(t) \to \frac{\mu N}{\phi + \mu} \) and \( V(t) \to \frac{\phi N}{\phi + \mu} \) as \( t \to \infty \), showing that \( X_1^F \) is globally asymptotically stable and condition 1 holds.

Now, consider

\[
G(X_1, X_2) = AX_2 - \tilde{G}(X_1, X_2),
\]

where \( A = \frac{\partial G}{\partial X_2}(X_1^F, 0) \). Specifically,

\[
A = \begin{bmatrix}
(1 - \rho) \beta_h (S + \sigma V) - (\tau + \gamma + \mu) & (1 - \rho) \beta_e (S + \sigma V) \\
\xi & - (\delta + \nu)
\end{bmatrix}_{(X_1^F, 0)}
\]

\[
= \begin{bmatrix}
(1 - \rho) \beta_h \frac{(\mu + \sigma \phi) N}{\phi + \mu} - (\tau + \gamma + \mu) & (1 - \rho) \beta_e \frac{(\mu + \sigma \phi) N}{\kappa (\phi + \mu)} \\
\xi & - (\delta + \nu)
\end{bmatrix},
\]

where the off-diagonal elements are obviously nonnegative. Substituting into equation (19) gives,

\[
\tilde{G}(X_1, X_2) = \begin{bmatrix}
(1 - \rho) \beta_e \frac{(\mu + \sigma \phi) B^2 N}{\kappa (\phi + \mu)(\kappa + B)} \\
0
\end{bmatrix} \geq 0.
\]

Thus, condition 2 holds as well.

Summarizing these results, we obtain the theorem below.

**Theorem 5.** When \( R_0 < 1 \), the disease-free equilibrium of the system (1) - (4) with constant controls is globally asymptotically stable.

In addition, the following result now can be easily derived.
Theorem 6. When $\mathcal{R}_0 > 1$, the system (1) - (4) with constant controls is uniformly persistent; i.e., there exists a constant $d > 0$ such that

$$\liminf_{t \to \infty} \{ S(t), I(t), B(t) \} > d.$$ 

Proof. Based on Theorem 3, the disease-free equilibrium is unstable when $\mathcal{R}_0 > 1$. Since the disease-free equilibrium is unique and located on the boundary of the domain $\Gamma$, this implies the uniform persistence (Theorem 4.3 in [22]).

Numerical evidence of the global stability of the disease-free equilibrium when $\mathcal{R}_0 < 1$ is provided in Figure 1. We set the total population as $N = 1,000$ and the model parameters in such a way that $\mathcal{R}_0 \approx 0.8$. We then choose different initial conditions $I(0) = 1, 50, 100, 150, 200, \text{and} \ 250$, conduct a numerical simulation for each, and plot the solution curves for the phase plane portrait of $I$ vs. $S$ in Figure 1. We observe that all of these curves converge to the disease-free equilibrium (8). We also observe the same pattern for various other initial conditions (though not shown here).
2.2 EXISTENCE AND UNIQUENESS OF THE ENDEMIC EQUILIBRIUM

Now that we have completely described the dynamics at the disease-free equilibrium, by Theorems 3, 5 and 6, we turn to the analysis of the endemic equilibrium. As discussed before, when the effects of the controls are not strong enough to reduce \( \mathcal{R}_0 \) below 1, the disease-free equilibrium becomes unstable and the disease will persist. Below we will study the endemic equilibrium when \( \mathcal{R}_0 > 1 \), which is related to the long-term behavior of cholera dynamics.

Let \( X^* = (S^*, V^*, I^*, B^*) \) denote the endemic equilibrium of the system (1) - (4). The endemic equilibrium can be deduced by solving the following system of equations,

\[
\begin{align*}
\mu N - (1 - \rho) \left[ \beta_e \frac{B^*}{\kappa + B^*} + \beta_h I^* \right] S^* - (\phi + \mu) S^* &= 0, \\
\phi S^* - \sigma (1 - \rho) \left[ \beta_e \frac{B^*}{\kappa + B^*} + \beta_h I^* \right] V^* - \mu V^* &= 0, \\
(1 - \rho) \left[ \beta_e \frac{B^*}{\kappa + B^*} + \beta_h I^* \right] (S^* + \sigma V^*) - (\tau + \gamma + \mu) I^* &= 0, \\
\xi I^* - (\delta + \nu) B^* &= 0.
\end{align*}
\]

For convenience, let us denote

\[
E = (1 - \rho) \beta_e, \quad H = (1 - \rho) \beta_h, \quad T = \tau + \gamma + \mu.
\]

Thus, we obtain

\[
\begin{align*}
S^* &= \frac{\mu N}{E \kappa (\delta + \nu) + \xi I^* + H I^* + (\phi + \mu)}, \\
V^* &= \frac{\mu \phi N}{\left( \sigma E \kappa (\delta + \nu) + \xi I^* + \sigma H I^* + \mu \right) \left( E \kappa (\delta + \nu) + \xi I^* + H I^* + (\phi + \mu) \right)}, \\
I^* &= \frac{E \xi I^*}{\kappa (\delta + \nu) + \xi I^*} (S^* + \sigma V^*) / (T - H(S^* + \sigma V^*)), \\
B^* &= \frac{\xi I^*}{\delta + \nu}.
\end{align*}
\]

To proceed, we treat \( S \) and \( V \) as (implicit) functions of \( I \), as suggested by equations (23) and (24). Also, let

\[
g(I) = S(I) + \sigma V(I), \quad g_1(I) = \frac{E \xi I}{\kappa (\delta + \nu) + \xi I^*} + H I^* + (\phi + \mu),
\]

and

\[
g_2(I) = \sigma \left[ \frac{E \xi I}{\kappa (\delta + \nu) + \xi I^*} + H I^* \right] + \mu.
\]
Therefore, from equations (23)-(26), we have that at an equilibrium,

\[ S(I) = \frac{\mu N}{g_1(I)}, \quad (27) \]

\[ V(I) = \frac{\mu \phi N}{g_1(I)g_2(I)}, \quad (28) \]

\[ I = \frac{E\xi}{T - Hg(I)}, \quad (29) \]

\[ B(I) = \frac{\xi I}{\delta + \nu}. \quad (30) \]

From equation (29) and \( I \neq 0 \), it follows that for an endemic equilibrium to exist we must have,

\[ \frac{T - Hg(I)}{g(I)} = \frac{E\xi}{\kappa(\delta + \nu) + \xi I} \quad (31) \]

for some \( I = I^* > 0 \).

Now, let us denote \( f_1(I) = \frac{T - Hg(I)}{g(I)} \) and \( f_2(I) = \frac{E\xi}{\kappa(\delta + \nu) + \xi I} \). Clearly both \( f_1 \) and \( f_2 \) are differentiable functions for \( I \geq 0 \). It is easy to see that

\[ f_2'(I) = \frac{E\xi^2}{[\kappa(\delta + \nu) + \xi I]^2} < 0, \]

whereas

\[ f_1'(I) = -\frac{Tg'(I)}{[g'(I)]^2}. \]

Since \( g(I) = \frac{\mu N}{g_1(I)} + \frac{\sigma \mu \phi N}{g_1(I)g_2(I)} \), the sign of \( f_1'(I) \) is determined by the sign of \( g_1'(I) \) and \( g_2'(I) \). For \( I \geq 0 \), it is obvious that \( g_1(I) > 0 \) and \( g_2(I) > 0 \). Also, we see that

\[ g_1'(I) = \frac{\kappa(\delta + \nu)E\xi}{[\kappa(\delta + \nu) + \xi I]^2} + H > 0, \]

and \( g_2'(I) = \sigma g_1'(I) > 0 \). Thus,

\[ g'(I) = -\frac{\mu N g_1'(I)}{[g_1(I)]^2} - \frac{\sigma \mu \phi N [g_1'(I)g_2(I) + g_1(I)g_2'(I)]}{[g_1(I)g_2(I)]^2} < 0, \]

which yields \( f_1'(I) > 0 \).

Hence, on \([0, \infty], f_1(I) \) is an increasing curve and \( f_2(I) \) is a decreasing one. We can compare their vertical intercepts to determine if the two curves intersect and thus, if a positive endemic equilibrium exists. We have that \( f_2(0) = \frac{E\xi}{\kappa(\delta + \nu)} \), and \( f_1(0) = \frac{T}{S(0) + \sigma V(0)} - H = \frac{T(\mu + \phi)}{N(\mu + \sigma \phi)} - H \). Using equation (15), we can easily observe that if \( R_0 > 1 \), then \( f_1(0) < f_2(0) \), and there is a unique endemic equilibrium \( I = I^* \); if \( R_0 \leq 1 \), then \( f_1(0) \geq f_2(0) \), and there is no endemic equilibrium. Therefore, we can establish the following theorem.
Theorem 7. When $R_0 > 1$, there exists a unique endemic equilibrium of the system (1) - (4) with constant controls.

2.3 BIFURCATION ANALYSIS

Let us now investigate the bifurcation of the system (1) - (4) at the bifurcation point $R_0 = 1$. We pick $\beta_h$ as the bifurcation parameter. Our analysis makes use of the following bifurcation theorem based on the center manifold theory, originally stated in [12].

Theorem 8. Consider a general system of ODEs with a real parameter $\beta$:

$$\frac{dx}{dt} = f(x, \beta); \quad f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n, \quad \text{and} \quad f \in C^2(\mathbb{R}^n \times \mathbb{R}).$$ (32)

Assume $x = X_0$ is an equilibrium of system (32) for all $\beta$. Also, assume

(A1) $A = D_x f(X_0, \beta^*) = \left( \frac{\partial^2 f_k}{\partial x_i \partial x_j} (X_0, \beta^*) \right)$ is the linearization matrix of system (32) at the equilibrium $x = X_0$ with $\beta$ evaluated at $\beta^*$. Zero is a simple eigenvalue of $A$ and all other eigenvalues of $A$ have negative real parts.

(A2) Matrix $A$ has a right eigenvector $w$ and a left eigenvector $v$ corresponding to the zero eigenvalue.

Let $f_k$ be the $k$th component of $f$ and,

$$a = \sum_{k,i,j=1}^{4} v_k w_i w_j \frac{\partial^2 f_k}{\partial x_i \partial x_j} (X_0, \beta^*), \quad \text{(33)}$$

$$b = \sum_{k,i=1}^{3} v_k w_i \frac{\partial^2 f_k}{\partial x_i \partial \beta} (X_0, \beta^*). \quad \text{(34)}$$

The local dynamics of the system (32) around $x = X_0$ are totally determined by $a$ and $b$.

(i) $a > 0$, $b > 0$. When $\beta - \beta^* < 0$ with $|\beta - \beta^*| << 1$, $x = X_0$ is locally asymptotically stable, and there exists a positive unstable equilibrium; when $0 < \beta - \beta^* << 1$, $x = X_0$ is unstable and there exists a negative and locally asymptotically stable equilibrium;
(ii) $a < 0, b < 0$. When $\beta - \beta^* < 0$ with $|\beta - \beta^*| < < 1$, $x = X_0$ is unstable; when $0 < \beta - \beta^* < < 1$, $x = X_0$ is locally asymptotically stable, and there exists a positive unstable equilibrium;

(iii) $a > 0, b < 0$. When $\beta - \beta^* < 0$ with $|\beta - \beta^*| < < 1$, $x = X_0$ is unstable, and there exists a locally asymptotically stable negative equilibrium; when $0 < \beta - \beta^* < < 1$, $x = X_0$ is stable, and a positive unstable equilibrium appears;

(iv) $a < 0, b > 0$. When $\beta - \beta^*$ changes from negative to positive, $x = X_0$ changes its stability from stable to unstable. Correspondingly a negative unstable equilibrium becomes positive and locally asymptotically stable.

Let us consider $R_0$ as a function of $\beta_h$ such that

$$R_0(\beta_h) = \frac{(\kappa(\delta + \nu)(1 - \rho)\beta_h + \xi E)(\mu + \sigma\phi)}{T\kappa(\delta + \nu)(\phi + \mu)}N.$$ 

Setting $R_0$ equal to 1 and solving for $\beta_h = \beta^*_h$ gives

$$\beta^*_h = \frac{1}{\kappa(\delta + \nu)(1 - \rho)}\left[\frac{T\kappa(\delta + \nu)(\phi + \mu)}{(\mu + \sigma\phi)N} - \xi E\right].$$

We consider the disease-free equilibrium (8) and $R_0 = 1$ in terms of the parameter $\beta_h^*$, and we have the following Jacobian,

$$J(X_0, \beta^*_h) = \begin{bmatrix}
- (\phi + \mu) & 0 & -\frac{\mu(1 - \rho)\beta^*_h N}{\phi + \mu} & -\frac{\mu EN}{\kappa(\phi + \mu)} \\
\phi & -\mu & -\frac{\sigma\phi(1 - \rho)\beta^*_h N}{\phi + \mu} & -\frac{\sigma\phi EN}{\kappa(\phi + \mu)} \\
0 & 0 & \frac{(1 - \rho)\beta^*_h (\mu + \sigma\phi)N}{\phi + \mu} - T & 0 \\
0 & 0 & \xi & - (\delta + \nu)
\end{bmatrix}.$$ 

Denote $w = (w_1, w_2, w_3, w_4)^T$, a right eigenvector such that

$$\begin{cases}
-(\phi + \mu)w_1 - \frac{\mu(1 - \rho)\beta^*_h N}{\phi + \mu}w_3 - \frac{\mu EN}{\kappa(\phi + \mu)}w_4 = 0, \\
\phi w_1 - \mu w_2 - \frac{\sigma\phi(1 - \rho)\beta^*_h N}{\phi + \mu}w_3 - \frac{\sigma\phi EN}{\kappa(\phi + \mu)}w_4 = 0, \\
\frac{(1 - \rho)\beta^*_h (\mu + \sigma\phi)N}{\phi + \mu} - T) w_3 + \frac{E(\mu + \sigma\phi)N}{\kappa(\phi + \mu)}w_4 = 0, \\
\xi w_3 - (\delta + \nu)w_4 = 0.
\end{cases}$$

Solving this system of equations gives

$$w = \left(-\frac{\mu T}{(\phi + \mu)(\mu + \sigma\phi)}, -\frac{\phi T}{\mu + \sigma\phi} \left(\frac{1}{\phi + \mu} + \frac{\sigma}{\mu}\right), 1, \frac{\xi}{\delta + \nu}\right)^T.$$ (35)
Now, denote $v = (v_1, v_2, v_3, v_4)$, a left eigenvector such that

$$
\begin{align*}
-(\phi + \mu)v_1 + \phi v_2 &= 0, \\
-\nu v_2 &= 0, \\
-\frac{\mu(1-\rho)\beta N}{\phi + \mu}v_1 - \frac{\phi(1-\rho)\beta N}{\phi + \mu}v_2 + \left(\frac{1-\rho}{\phi + \mu} - T\right)v_3 + \xi v_4 &= 0, \\
-\frac{\mu E N}{\kappa(\phi + \mu)}v_1 - \frac{\phi E N}{\kappa(\phi + \mu)}v_2 + \frac{E(\mu + \sigma\phi)N}{\kappa(\phi + \mu)}v_3 - (\delta + \nu)v_4 &= 0,
\end{align*}
$$

and

$$
v_4 \left(\frac{\kappa(\delta + \nu)(\phi + \mu)}{E(\mu + \sigma\phi)N} + \frac{\xi}{\delta + \nu}\right) = 1.
$$

Solving this system of equations gives

$$
v = \left(0, 0, \frac{\kappa(\delta + \nu)^2(\phi + \mu)}{\kappa(\delta + \nu)^2(\phi + \mu) + \xi E(\mu + \sigma\phi)N}, \frac{E(\mu + \sigma\phi)N(\delta + \nu)}{(\kappa(\delta + \nu)^2(\phi + \mu) + \xi E(\mu + \sigma\phi)N)}\right).
$$

Note that we have $v \cdot w = 1$, $J \cdot w = 0$ and $v \cdot J = 0$.

From equations (33)-(34), and considering only the nonzero derivatives for the terms $\frac{\partial^2 f_k}{\partial \alpha_i \partial \alpha_j}(X_0, \beta^*_h)$ and $\frac{\partial^2 f_k}{\partial \alpha_i \partial \alpha_j}(X_0, \beta^*_h)$, it follows that

$$
a = 2v_1w_1w_3 \frac{\partial^2 f_1}{\partial S \partial I}(X_0, \beta^*_h) + 2v_1w_1w_4 \frac{\partial^2 f_1}{\partial S \partial B}(X_0, \beta^*_h),
$$

and

$$
b = 2v_1w_3 \frac{\partial^2 f_1}{\partial I \partial \beta_h}(X_0, \beta^*_h) + 2v_2w_2w_4 \frac{\partial^2 f_2}{\partial V \partial I}(X_0, \beta^*_h) + 2v_2w_2w_4 \frac{\partial^2 f_2}{\partial V \partial B}(X_0, \beta^*_h).
$$

With our definitions of $v$ and $w$ and some algebra, we obtain

$$
a = \frac{-2\kappa(\delta + \nu)^2(\phi + \mu)}{\kappa(\delta + \nu)^2(\phi + \mu) + \xi E(\mu + \sigma\phi)N} \left[\frac{T^2}{\mu + \sigma\phi + \frac{\sigma^2\phi(\phi + \mu)}{\mu}}\right],
$$

and

$$
b = \frac{2\kappa(\delta + \nu)^2(\mu + \sigma\phi)(1 - \rho)N}{\kappa(\delta + \nu)^2(\phi + \mu) + \xi E(\mu + \sigma\phi)N}.
$$

Clearly, $a < 0$ and $b > 0$. Hence, based on Theorem 8, the following result holds.

**Theorem 9.** The system (1) - (4) with constant controls exhibits a forward bifurcation at $\mathcal{R}_0 = 1$. 
Figure 2. A bifurcation diagram of $I^*$ vs. $R_0$ which shows a forward transcritical bifurcation at $R_0 = 1$. Red solid line represents the stable disease-free equilibrium (when $0 < R_0 < 1$) and red dashed line represents the unstable disease-free equilibrium (when $R_0 > 1$); blue solid line represents the positive stable endemic equilibrium (when $R_0 > 1$). The negative unstable endemic equilibrium (when $0 < R_0 < 1$) is biologically non-feasible and not shown here.

A typical bifurcation diagram of $I^*$ vs. $R_0$ near the bifurcation point $R_0 = 1$ is presented in Figure 2, which is generated numerically by varying the bifurcation parameter $\beta_h$. The diagram clearly shows a forward transcritical bifurcation at $R_0 = 1$.

Theorem 9 precludes the possibility of backward bifurcation for the cholera model (1) - (4). This reinforces our observation from the disease-free equilibrium analysis that reducing the basic reproductive number below one by using control measures would be sufficient to eradicate the disease.

2.4 ENDEMIC STABILITY ANALYSIS

We have presented Theorem 9 that describes the local dynamics of the system (1) - (4) near the bifurcation point $R_0 = 1$. Furthermore, we can establish the following theorem regarding the stability of the endemic equilibrium.

Theorem 10. When $R_0 > 1$, the unique endemic equilibrium of the system (1) - (4)
with constant controls is both locally and globally asymptotically stable.

The proof of the local asymptotic stability follows from direct algebraic calculation. For simplicity, set

$$P = \frac{EB^*}{\kappa + B^*} + HI^*$$ and $$Q = \frac{E\kappa}{(\kappa + B^*)^2}.$$ \hspace{1cm} (39)

The Jacobian evaluated at the endemic equilibrium is,

$$J(X^*) = \begin{bmatrix}
-P - (\phi + \mu) & 0 & -HS^* & -QS^* \\
\phi & -\sigma P - \mu & -\sigma HV^* & -\sigma QV^* \\
P & \sigma P & H(S^* + \sigma V^*) - T & Q(S^* + \sigma V^*) \\
0 & 0 & \xi & -(\delta + \nu)
\end{bmatrix},$$ \hspace{1cm} (40)

giving the following characteristic polynomial,

$$\det(\lambda I - J(X^*)) = a_0\lambda^4 + a_1\lambda^3 + a_2\lambda^2 + a_3\lambda + a_4$$ \hspace{1cm} (41)

where

$$\begin{aligned}
a_0 &= 1, \\
a_1 &= P + \phi + \mu + \sigma P + \mu + \delta + \nu + T - H(S^* + \sigma V^*), \\
a_2 &= (P + \phi + \mu)(\sigma P + \mu + \delta + \nu + T - H(S^* + \sigma V^*)) \\
&\quad + (\delta + \nu)(T - H(S^* + \sigma V^*)) - \xi Q(S^* + \sigma V^*) \\
&\quad + (\sigma P + \mu)(\delta + \nu + T - H(S^* + \sigma V^*)) + \sigma^2 PHV^* + PHS^*, \\
a_3 &= (P + \phi + \mu)((\sigma P + \mu)(\delta + \nu + T - H(S^* + \sigma V^*)) \\
&\quad + (\delta + \nu)(T - H(S^* + \sigma V^*)) - \xi Q(S^* + \sigma V^*) + \sigma^2 PHV^*) \\
&\quad + (\sigma P + \mu)((\delta + \nu)(T - H(S^* + \sigma V^*)) - \xi Q(S^* + \sigma V^*)) \\
&\quad + \sigma P((\delta + \nu)\sigma HV^* + \sigma\xi QV^*) + \sigma\phi PHS^* + P((\sigma P + \mu)HS^* \\
&\quad + HS^*(\delta + \nu) + \xi QS^*), \\
a_4 &= (P + \phi + \mu)[(\sigma P + \mu)((\delta + \nu)(T - H(S^* + \sigma V^*)) - \xi Q(S^* + \sigma V^*)) \\
&\quad + \sigma P((\delta + \nu)\sigma HV^* + \sigma\xi QV^*)] + \sigma\phi P(HS^*(\delta + \nu) + \xi QS^*) \\
&\quad + P[(\sigma P + \mu)(HS^*(\delta + \nu) + \xi QS^*)].
\end{aligned}$$

Based on the Routh-Hurwitz stability criterion, the necessary and sufficient conditions for the stability of a quartic polynomial are

$$a_i > 0 \hspace{1cm} (0 \leq i \leq 4); \hspace{1cm} a_1a_2 - a_0a_3 > 0; \hspace{1cm} a_3(a_1a_2 - a_0a_3) > a_1^2a_4.$$ \hspace{1cm} (42)
Clearly, \( a_0 > 0 \) is satisfied. From equation (25) and the fact that \( S^*, V^*, I^* > 0 \), it follows that

\[
T - H(S^* + \sigma V^*) = \frac{\xi E(\kappa (\delta + \nu) + \xi I^*)}{(\kappa (\delta + \nu) + \xi I^*)^2} (S^* + \sigma V^*) > 0. \tag{43}
\]

Note that \( \xi Q = \frac{\xi E(\delta + \nu)^2}{(\kappa (\delta + \nu) + \xi I^*)^2} \), and thus

\[
(\delta + \nu)(T - H(S^* + \sigma V^*)) > \xi Q(S^* + \sigma V^*). \tag{44}
\]

The inequalities (43) and (44) are both necessary and sufficient to show that \( a_i > 0 \) for \( 1 \leq i \leq 4 \). Next we show \( a_1 a_2 - a_0 a_3 > 0 \). Consider the following,

\[
(P + \phi + \mu + \sigma P + \mu + \delta + \nu)a_2 - a_3 =
\]

\[
(1 - \sigma)PHS^* + (P + \phi + \mu)^2(\sigma P + \mu + \delta + \nu + T - H(S^* + \sigma V^*))
\]

\[
+ (P + \phi + \mu)(\sigma P + \mu)(\delta + \nu + T - H(S^* + \sigma V^*)) + (P + \mu)PHS^*
\]

\[
+ (\sigma P + \mu)^2(P + \phi + \mu) + (\sigma P + \mu)^2(\delta + \nu + T - H(S^* + \sigma V^*))
\]

\[
+ (\sigma P + \mu)^2PHV^* + (\delta + \nu)P(\sigma P + \mu + \delta + \nu)
\]

\[
+ (\delta + \nu)(\phi + \mu)(\sigma P + \mu + \delta + \nu + T - H(S^* + \sigma V^*))
\]

\[
+ [(\delta + \nu)^2(T - H(S^* + \sigma V^*)) - (\delta + \nu)\xi Q(S^* + \sigma V^*)]
\]

\[
+ (\delta + \nu)^2\sigma P + (\delta + \nu)\mu(\delta + \nu + T - H(S^* + \sigma V^*))
\]

\[
+ [(\delta + \nu)P(T - H(S^* + \sigma V^*)) - P\xi QS^*]
\]

\[
+ [(\delta + \nu)\sigma P(T - H(S^* + \sigma V^*)) - \sigma^2 P\xi QV^*].
\]

Using condition (44), we have that

\[
\begin{align*}
(\delta + \nu)^2(T - H(S^* + \sigma V^*)) & > (\delta + \nu)\xi Q(S^* + \sigma V^*), \\
(\delta + \nu)P(T - H(S^* + \sigma V^*)) & > P\xi QS^*, \\
(\delta + \nu)\sigma P(T - H(S^* + \sigma V^*)) & > \sigma^2 P\xi QV^*.
\end{align*}
\]

Thus, \( (P + \phi + \mu + \sigma P + \mu + \delta + \nu)a_2 > a_3 \) holds. From condition (43), we see that \( a_1 > P + \phi + \mu + \sigma P + \mu + \delta + \nu \). Hence, \( a_1 a_2 > a_3 \). The last inequality in (42) can be proved with similar algebraic manipulation. Thus, the endemic equilibrium is locally stable. Disease will remain in the population if the initial sizes of the sub-populations contain a sufficient number of infected individuals and pathogen concentration; i.e., the initial conditions are sufficiently close to the endemic equilibrium, the solution of the system will converge to the endemic equilibrium.
2.5 GLOBAL ASYMPTOTIC STABILITY

The global asymptotic stability of the endemic equilibrium, however, is more challenging and requires significantly more work. The main reason for this difficulty is that the model (1) - (4) is a four-dimensional dynamical system, for which very few analytical theories and techniques can be applied. We establish the global endemic stability of our model by using the geometric approach originally proposed by Li and Muldowney [40, 41], and extended in [24, 67].

First let us present the main result of the geometric approach based on the second additive compound matrix. For a 4 × 4 matrix \( A = [a_{ij}] \), the second additive compound is defined as

\[
A^{[2]} = \begin{pmatrix}
  a_{11} + a_{22} & a_{23} & a_{24} & -a_{13} & -a_{14} & 0 \\
  a_{32} & a_{11} + a_{33} & a_{34} & a_{12} & 0 & -a_{14} \\
  a_{42} & a_{43} & a_{11} + a_{44} & 0 & a_{12} & a_{13} \\
  -a_{31} & a_{21} & 0 & a_{22} + a_{33} & a_{34} & -a_{24} \\
  -a_{41} & 0 & a_{21} & a_{43} & a_{22} + a_{44} & a_{23} \\
  0 & -a_{41} & a_{31} & -a_{42} & a_{32} & a_{33} + a_{44}
\end{pmatrix}.
\]

Now consider the dynamical system

\[
\frac{dX}{dt} = F(X) \tag{45}
\]

where \( F : \Gamma \rightarrow \mathbb{R}^n \) is a \( C^1 \) function and where \( \Gamma \subset \mathbb{R}^n \) is a simply connected open set. Let \( X(t, X_0) \) denote the solution of equation (45) with the initial condition \( X(0) = X_0 \). We assume:

(H1) There exists a compact absorbing set \( K \subset \Gamma \);

(H2) The system (45) has a unique equilibrium point \( X^* \) in \( \Gamma \).

Moreover, let \( X \rightarrow W(X) \) be a \( \binom{n}{2} \times \binom{n}{2} \) matrix-valued \( C^1 \) function in \( \Gamma \). Set

\[
P = W_F W^{-1} + W J^{[2]} W^{-1}, \tag{46}
\]

where \( W_F \) is the derivative of \( W \) (entry-wise) along the direction of \( F \), and \( J^{[2]} \) is the second additive compound matrix of the Jacobian \( J(X) = DF(X) \). Let \( m(P) \) be the Lozinskiï measure of \( P \) with respect to a matrix norm [16], i.e.,

\[
m(P) = \lim_{h \rightarrow 0^+} \frac{|I + hP| - 1}{h}. \tag{47}
\]
For a norm \( \| \cdot \| \) on \( \mathbb{R}^n \), it is established in [24] that the Lozinskii measure of \( P \) associated with \( \| \cdot \| \) can be evaluated as

\[
m(P) = \inf \left\{ c \mid D_+ \| Z \| \leq c \| Z \| \text{ for all solutions of } Z' = PZ \right\}
\]

(48)

where \( D_+ \) denotes the right-hand total derivative with respect to \( t \). The following result is implicitly stated in [24].

**Theorem 11.** Assume that \( \Gamma \) is simply connected and the assumptions (H1) and (H2) hold. Then the unique equilibrium \( X^* \) of (45) is globally asymptotically stable in \( \Gamma \) if \( m(P) < 0 \).

Based on Theorem 7, our system (1) - (4) has a unique endemic equilibrium when \( R_0 > 1 \). Meanwhile, the uniform persistence (see Theorem 6) and the boundedness of the domain \( \Gamma \) imply that the system has a compact absorbing subset of \( \Gamma \) [9]. Hence, the assumptions (H1) and (H2) hold for the system (1) - (4). Below we verify the condition \( m(P) < 0 \).

The second additive compound matrix associated with the Jacobian of the system (1) - (4) is,

\[
J^{[2]} = \begin{bmatrix}
    j_{11} & -\sigma HV & -\sigma QV & HS & QS & 0 \\
    \sigma \left( \frac{EB}{\kappa + B} + HI \right) & j_{22} & Q(S + \sigma V) & 0 & 0 & QS \\
    0 & \xi & j_{33} & 0 & 0 & -HS \\
    -\left( \frac{EB}{\kappa + B} + HI \right) & \phi & 0 & j_{44} & Q(S + \sigma V) & \sigma QV \\
    0 & 0 & \phi & \xi & j_{55} & -\sigma HV \\
    0 & 0 & \frac{EB}{\kappa + B} + HI & 0 & \sigma \left( \frac{EB}{\kappa + B} + HI \right) & j_{66}
\end{bmatrix}
\]

where

\[
Q = \frac{E \kappa}{(\kappa + B)^2},
\]

\[
\begin{align*}
    j_{11} &= -(1 + \sigma) \left( \frac{EB}{\kappa + B} + HI \right) - 2\mu - \phi, \\
    j_{22} &= -\left( \frac{EB}{\kappa + B} + HI \right) - \phi - \mu + H(S + \sigma V) - T, \\
    j_{33} &= -\left( \frac{EB}{\kappa + B} + HI \right) - \phi - \mu - \delta - \nu, \\
    j_{44} &= -\sigma \left( \frac{EB}{\kappa + B} + HI \right) - \mu + H(S + \sigma V) - T, \\
    j_{55} &= -\sigma \left( \frac{EB}{\kappa + B} + HI \right) - \mu - \delta - \nu, \\
    j_{66} &= H(S + \sigma V) - T - \delta - \nu.
\end{align*}
\]
Set

\[
W = \begin{bmatrix}
\frac{1}{l} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{l} & 0 & 0 & 0 \\
0 & 0 & \frac{1}{l} & 0 & 0 \\
0 & 0 & \frac{1}{B} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{B} & 0 \\
0 & 0 & 0 & 0 & \frac{1}{B}
\end{bmatrix}.
\]

Note that

\[
W_F = \begin{bmatrix}
\frac{-1}{l} \frac{dl}{dt} & 0 & 0 & 0 & 0 \\
0 & \frac{-1}{l} \frac{dl}{dt} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{-1}{l} \frac{dl}{dt} & 0 \\
0 & 0 & \frac{-1}{B^2} \frac{dB}{dt} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{-1}{B^2} \frac{dB}{dt} \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

Thus, we have

\[
W_F j[l] W^{-1} = \begin{bmatrix}
j_{11} & -\sigma HV & HS & -\sigma QV & QS & 0 \\
\sigma(\frac{EB}{\kappa + B} + HI) & j_{22} & 0 & Q(S + \sigma V) & 0 & QS \\
0 & \xi \frac{I}{B} & 0 & j_{33} & 0 & -HS \\
0 & 0 & \xi \frac{I}{B} & \phi & j_{55} & -\sigma HV \\
0 & 0 & 0 & \frac{EB}{\kappa + B} + HI & \sigma(\frac{EB}{\kappa + B} + HI) & j_{66}
\end{bmatrix},
\]

and

\[
W_F W^{-1} = \begin{bmatrix}
\frac{-1}{l} \frac{dl}{dt} & 0 & 0 & 0 & 0 \\
0 & \frac{-1}{l} \frac{dl}{dt} & 0 & 0 & 0 \\
0 & 0 & \frac{-1}{l} \frac{dl}{dt} & 0 & 0 \\
0 & 0 & 0 & \frac{-1}{B} \frac{dB}{dt} & 0 \\
0 & 0 & 0 & 0 & \frac{-1}{B} \frac{dB}{dt} \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]
Hence,

\[ P = W_F W^{-1} + W J^{[2]} W^{-1} \]

\[
\begin{bmatrix}
  g_{11} & -\sigma HV & HS & -\sigma QV^B T^I & QS^B T^I & 0 \\
  \sigma \left( \frac{EB}{\kappa + B} + HI \right) & g_{22} & 0 & Q(S + \sigma V)^B T^I & 0 & QS^B T^I \\
  -\left( \frac{EB}{\kappa + B} + HI \right) & \phi & g_{33} & 0 & Q(S + \sigma V)^B T^I & \sigma QV^B T^I \\
  0 & \xi I_B & 0 & g_{44} & 0 & -HS \\
  0 & 0 & \xi I_B & \phi & g_{55} & -\sigma HV \\
  0 & 0 & 0 & \frac{EB}{\kappa + B} + HI & \sigma \left( \frac{EB}{\kappa + B} + HI \right) & g_{66}
\end{bmatrix}
\]

where

\[
g_{11} = -\frac{E(S + \sigma V) B}{\kappa + B} I - (1 + \sigma) \left( \frac{EB}{\kappa + B} + HI \right) + T - H(S + \sigma V) - 2\mu - \phi ,
\]

\[
g_{22} = -\frac{E(S + \sigma V) B}{\kappa + B} I - \left( \frac{EB}{\kappa + B} + HI \right) - \phi - \mu ,
\]

\[
g_{33} = -\frac{E(S + \sigma V) B}{\kappa + B} I - \sigma \left( \frac{EB}{\kappa + B} + HI \right) - \mu ,
\]

\[
g_{44} = -\xi I_B - \left( \frac{EB}{\kappa + B} + HI \right) - \phi - \mu ,
\]

\[
g_{55} = -\xi I_B - \sigma \left( \frac{EB}{\kappa + B} + HI \right) - \mu ,
\]

\[
g_{66} = H(S + \sigma V) - T - \xi I_B .
\]

To proceed, we need to define a norm on \( \mathbb{R}^6 \). Here we use the one introduced in [24],

\[ \|z\| = \max \{ U_1, U_2 \}, \]

where \( x \in \mathbb{R}^6 \), with components \( z_i, 1 \leq i \leq 6 \). Also, define

\[
U_1(z_1, z_2, z_3) = \begin{cases} 
\max \{|z_1|, |z_2| + |z_3|\}, & \text{if } \text{sgn}(z_1) = \text{sgn}(z_2) = \text{sgn}(z_3) \\
\max \{|z_2|, |z_1| + |z_3|\}, & \text{if } \text{sgn}(z_1) = \text{sgn}(z_2) = -\text{sgn}(z_3) \\
\max \{|z_1|, |z_2|, |z_3|\}, & \text{if } \text{sgn}(z_1) = -\text{sgn}(z_2) = \text{sgn}(z_3) \\
\max \{|z_1| + |z_3|, |z_2| + |z_3|\}, & \text{if } -\text{sgn}(z_1) = \text{sgn}(z_2) = \text{sgn}(z_3)
\end{cases}
\]

and

\[
U_2(z_4, z_5, z_6) = \begin{cases} 
|z_4| + |z_5| + |z_6|, & \text{if } \text{sgn}(z_4) = \text{sgn}(z_5) = \text{sgn}(z_6) \\
\max \{|z_4| + |z_5|, |z_4| + |z_6|\}, & \text{if } \text{sgn}(z_4) = \text{sgn}(z_5) = -\text{sgn}(z_6) \\
\max \{|z_5|, |z_4| + |z_6|\}, & \text{if } \text{sgn}(z_4) = -\text{sgn}(z_5) = \text{sgn}(z_6) \\
\max \{|z_4| + |z_6|, |z_5| + |z_6|\}, & \text{if } -\text{sgn}(z_4) = \text{sgn}(z_5) = \text{sgn}(z_6).
\end{cases}
\]
Consequently, there are 8 different cases for $\|z\|$. We discuss each case separately as follows:

**Case 1:** $U_1(z) > U_2(z)$ and $z_1, z_2, z_3 > 0$. Then $\|z\| = \max\{|z_1|, |z_2| + |z_3|\}$.

(i) $|z_1| > |z_2| + |z_3|$

Then $\|z\| = |z_1|$ and $U_2(z) < |z_1|$. Taking the right-hand derivative we obtain,

$$
D_+\|z\| = z'_1
= g_{11}z_1 + g_{12}z_2 + g_{13}z_3 + g_{14}z_4 + g_{15}z_5 + g_{16}z_6
= \left(\frac{-E(S+\sigma V)}{\kappa + B} I - (1 + \sigma) \left(\frac{EB}{\kappa + B} + HI\right) + T - H(S + \sigma V) - 2\mu - \phi\right)z_1
- \sigma HV z_2 + HS z_3 - \sigma QV^T z_4 + QS^T z_5
\leq \left(\frac{-E(S+\sigma V)}{\kappa + B} I - (1 + \sigma) \left(\frac{EB}{\kappa + B} + HI\right) + T - H(S + \sigma V) - 2\mu - \phi\right)|z_1|
+ HS(|z_2| + |z_3|) + Q(S + \sigma V)^T (|z_4| + |z_5|)
\leq \left(\frac{-EB(S+\sigma V)}{\kappa + B^2} I - (1 + \sigma) \left(\frac{EB}{\kappa + B} + HI\right) + T - \sigma HV - 2\mu - \phi\right)|z_1|
$$

which yields

$$
D_+\|z\| \leq (T - 2\mu - \phi)\|z\|. \quad (49)
$$

(ii) $|z_1| < |z_2| + |z_3|$

Then $\|z\| = |z_2| + |z_3|$ and $U_2(z) < |z_2| + |z_3|$. Taking the right-hand derivative we obtain,

$$
D_+\|z\| = z'_2 + z'_3
= (g_{21} + g_{31})z_1 + (g_{22} + g_{32})z_2 + (g_{23} + g_{33})z_3 + (g_{24} + g_{34})z_4
+ (g_{25} + g_{35})z_5 + (g_{26} + g_{36})z_6
= -(1 - \sigma) \left(\frac{EB}{\kappa + B} + HI\right)z_1 + \left(\frac{-E(S+\sigma V)}{\kappa + B} I - \left(\frac{EB}{\kappa + B} + HI\right) - \mu\right)z_2
+ \left(\frac{-E(S+\sigma V)}{\kappa + B} I - \sigma \left(\frac{EB}{\kappa + B} + HI\right) - \mu\right)z_3
+ Q(S + \sigma V)^T (z_4 + z_5 + z_6)
\leq -(1 - \sigma) \left(\frac{EB}{\kappa + B} + HI\right) |z_1|
+ \left(\frac{-E(S+\sigma V)}{\kappa + B} I - \sigma \left(\frac{EB}{\kappa + B} + HI\right) - \mu\right) (|z_2| + |z_3|)
- (1 - \sigma) \left(\frac{EB}{\kappa + B} + HI\right) |z_2| + Q(S + \sigma V)^T |z_4 + z_5 + z_6|
\leq \left(\frac{-EB(S+\sigma V)}{\kappa + B^2} I - \left(\frac{EB}{\kappa + B} + HI\right) - \mu\right) (|z_2| + |z_3|)
$$

Hence,

$$
D_+\|z\| \leq -\mu\|z\|. \quad (50)
$$

**Case 2:** $U_1(z) > U_2(z)$ and $z_3 < 0 < z_1, z_2$. Then $\|z\| = \max\{|z_2|, |z_1| + |z_3|\}$. 
(i) $|z_2| > |z_1| + |z_3|$

Then $||z|| = |z_2| = z_2$ and $U_2(z) < |z_2|$. Taking the right-hand derivative we obtain,

$$
D_+||z|| = z_2' = g_{21}z_1 + g_{22}z_2 + g_{23}z_3 + g_{24}z_4 + g_{25}z_5 + g_{26}z_6
+ \sigma \left( \frac{EB}{\kappa + B} + HI \right) z_1 + \left( \frac{-E(S+\sigma V)}{I} - \frac{EB}{\kappa + B} + HI - \phi - \mu \right) z_2
+ Q(S + \sigma V) \frac{B}{I} z_4 + QS \frac{B}{I} z_5
\leq \sigma \left( \frac{EB}{\kappa + B} + HI \right) |z_1| + \left( \frac{-E(S+\sigma V)}{I} - \frac{EB}{\kappa + B} + HI - \phi - \mu \right) |z_2|
+ Q(S + \sigma V) \frac{B}{I} (|z_4| + |z_5|)
\leq \left( \frac{-EB(S+\sigma V)}{(\kappa + B)^2} \frac{B}{I} - (1 - \sigma) \left( \frac{EB}{\kappa + B} + HI \right) - \phi - \mu \right) |z_2|
$$

Hence,

$$
D_+||z|| \leq -\mu||z||. \quad (51)
$$

(ii) $|z_2| < |z_1| + |z_3|$

Then $||z|| = |z_1| + |z_3| = z_1 - z_3$ and $U_2(z) < |z_1| + |z_3|$. Taking the right-hand derivative we obtain,

$$
D_+||z|| = z_1' - z_3' = (g_{11} - g_{31})z_1 + (g_{12} - g_{32})z_2 + (g_{13} - g_{33})z_3 + (g_{14} - g_{34})z_4
+ (g_{15} - g_{35})z_5 + (g_{16} - g_{36})z_6
= \left( \frac{-E(S+\sigma V)}{I} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) + T - H(S + \sigma V) - 2\mu - \phi \right) z_1
-(\sigma HV + \phi)z_2 + \left( HS + \frac{E(S+\sigma V)}{I} + \sigma \left( \frac{EB}{\kappa + B} + HI \right) + \mu \right) z_3
-\sigma QV \frac{B}{I} (z_4 + z_5 + z_6)
\leq \left( \frac{-E(S+\sigma V)}{I} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) + T - H(S + \sigma V) - 2\mu - \phi \right) |z_1|
-(\sigma HV + \phi)|z_2| - \left( HS + \frac{E(S+\sigma V)}{I} + \sigma \left( \frac{EB}{\kappa + B} + HI \right) + \mu \right) |z_3|
+Q(S + \sigma V) \frac{B}{I} z_4 + Q(S + \sigma V) \frac{B}{I} z_5 + Q(S + \sigma V) \frac{B}{I} z_6
\leq \left( \frac{-EB(S+\sigma V)}{(\kappa + B)^2} \frac{B}{I} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) - HS - \mu \right) (|z_1| + |z_3|)
+(T - \sigma HV - \mu - \phi)|z_1|
\leq \max\{-\mu, T - 2\mu - \phi\} (|z_1| + |z_3|)
$$

Hence,

$$
D_+||z|| \leq \max\{-\mu, T - 2\mu - \phi\}||z||. \quad (52)
$$

Case 3: $U_1(z) > U_2(z)$ and $z_2 < 0 < z_1, z_3$. Then $||z|| = \max\{|z_1|, |z_2|, |z_3|\}$. 
(i) $|z_1| > |z_2|, |z_3|$

Then $\|z\| = |z_1| = z_1$ and $U_2(z) < |z_1|$. Taking the right-hand derivative we obtain,

$$D_+ \|z\| = z'_1 = g_{11}z_1 + g_{12}z_2 + g_{13}z_3 + g_{14}z_4 + g_{15}z_5 + g_{16}z_6$$

$$= \left( \frac{-E(S + \sigma V)}{\kappa + B} \right) T - (1 + \sigma) \left( \frac{EB}{\kappa + B} + HI \right) + T - H(S + \sigma V) - 2\mu - \phi \right) z_1$$

$$-\sigma HV z_2 + HS z_3 - \sigma QV \frac{B}{T} z_4 + QS B z_5$$

$$\leq \left( \frac{-E(S + \sigma V)}{\kappa + B} \right) T - (1 + \sigma) \left( \frac{EB}{\kappa + B} + HI \right) + T - H(S + \sigma V) - 2\mu - \phi \right) |z_1|$$

$$+\sigma HV |z_2| + HS |z_3| + Q(S + \sigma V) B |z_4| + |z_5|$$

$$\leq \left( \frac{-E(S + \sigma V)}{\kappa + B} \right) T - (1 + \sigma) \left( \frac{EB}{\kappa + B} + HI \right) + T - 2\mu - \phi \right) |z_1|$$

Hence,

$$D_+ \|z\| \leq (T - 2\mu - \phi) \|z\|. \quad (53)$$

(ii) $|z_2| > |z_1|, |z_3|$

Then $\|z\| = |z_2| = -z_2$ and $U_2(z) < |z_2|$. Taking the right-hand derivative we obtain,

$$D_+ \|z\| = -z'_2$$

$$= -g_{21}z_1 - g_{22}z_2 - g_{23}z_3 - g_{24}z_4 - g_{25}z_5 - g_{26}z_6$$

$$= -\sigma \left( \frac{EB}{\kappa + B} + HI \right) z_1 - \left( \frac{-E(S + \sigma V)}{\kappa + B} \right) T - \left( \frac{EB}{\kappa + B} + HI \right) - \phi - \mu \right) z_2$$

$$-Q(S + \sigma V) \frac{B}{T} z_4 - QS B z_6$$

$$\leq -\sigma \left( \frac{EB}{\kappa + B} + HI \right) |z_1| + \left( \frac{-E(S + \sigma V)}{\kappa + B} \right) T - \left( \frac{EB}{\kappa + B} + HI \right) - \phi - \mu \right) |z_2|$$

$$+Q(S + \sigma V) B |z_4| + |z_6|$$

$$\leq \left( \frac{-E(S + \sigma V)}{\kappa + B} \right) T - \left( \frac{EB}{\kappa + B} + HI \right) - \phi - \mu \right) |z_2|$$

Hence,

$$D_+ \|z\| \leq -\mu \|z\|. \quad (54)$$

(iii) $|z_3| > |z_1|, |z_2|$

Then $\|z\| = |z_3| = z_3$ and $U_2(z) < |z_3|$. Taking the right-hand derivative we
obtain,

\[ D_+ \|z\| = z'_3 \]

\[ = g_{31}z_1 + g_{32}z_2 + g_{33}z_3 + g_{34}z_4 + g_{35}z_5 + g_{36}z_6 \]

\[ = -(\frac{EB}{\kappa + B} + HI)z_1 + \phi_2 + \left( \frac{-E(S + \sigma V)}{\kappa + B} \frac{B}{T} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) - \mu \right)z_3 \]

\[ + Q(S + \sigma V)\frac{B}{T}z_5 + \sigma QV\frac{B}{T}z_6 \]

\[ \leq -(\frac{EB}{\kappa + B} + HI)\|z_1\| - \phi\|z_2\| + \left( \frac{-E(S + \sigma V)}{\kappa + B} \frac{B}{T} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) - \mu \right)\|z_3\| \]

\[ + Q(S + \sigma V)\frac{B}{T}(\|z_5\| + \|z_6\|) \]

\[ \leq \left( \frac{-EB(S + \sigma V)}{\kappa + B} \frac{B}{T} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) - \mu \right)\|z_3\| \]

Hence,

\[ D_+ \|z\| \leq -\mu \|z\|. \tag{55} \]

Case 4: \( U_1(z) > U_2(z) \) and \( z_1 < 0 < z_2, z_3 \). Then \( \|z\| = \max\{|z_1| + |z_3|, |z_2| + |z_3|\} \).

(i) \( |z_1| > |z_2| \)

Then \( \|z\| = |z_1| + |z_3| = -z_1 + z_3 \) and \( U_2(z) < |z_1| + |z_3| \). Taking the right-hand derivative we obtain,

\[ D_+ \|z\| = -z'_1 + z'_3 \]

\[ = (g_{31} - g_{11})z_1 + (g_{32} - g_{12})z_2 + (g_{33} - g_{13})z_3 + (g_{34} - g_{14})z_4 \]

\[ + (g_{35} - g_{15})z_5 + (g_{36} - g_{16})z_6 \]

\[ = \left( \frac{E(S + \sigma V)}{\kappa + B} \frac{B}{T} + \sigma \left( \frac{EB}{\kappa + B} + HI \right) - T + H(S + \sigma V) + 2\mu + \phi \right)z_1 \]

\[ + (\sigma HV + \phi)z_2 + \left( \frac{-E(S + \sigma V)}{\kappa + B} \frac{B}{T} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) - HS - \mu \right)z_3 \]

\[ + \sigma QV\frac{B}{T}(z_4 + z_5 + z_6) \]

\[ \leq - \left( \frac{E(S + \sigma V)}{\kappa + B} \frac{B}{T} + \sigma \left( \frac{EB}{\kappa + B} + HI \right) - T + H(S + \sigma V) + 2\mu + \phi \right)\|z_1\| \]

\[ + (\sigma HV + \phi)\|z_2\| + \left( \frac{-E(S + \sigma V)}{\kappa + B} \frac{B}{T} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) - HS - \mu \right)\|z_3\| \]

\[ + Q(S + \sigma V)\frac{B}{T}(\|z_4\| + \|z_5\| + \|z_6\|) \]

\[ \leq \left( \frac{-EB(S + \sigma V)}{\kappa + B} \frac{B}{T} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) - HS - \mu \right)(\|z_1\| + |z_3|) \]

\[ + (T - \sigma HV - \mu - \phi)\|z_1\| + (\sigma HV + \phi)\|z_2\| \]

\[ \leq \left( \frac{-EB(S + \sigma V)}{\kappa + B} \frac{B}{T} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) - HS - \mu \right)(|z_1| + |z_3|) \]

\[ + (T - \mu)|z_1| \]

\[ \leq \left( \frac{-EB(S + \sigma V)}{\kappa + B} \frac{B}{T} - \sigma \left( \frac{EB}{\kappa + B} + HI \right) + T - HS - 2\mu \right)(|z_1| + |z_3|) \]

Hence,

\[ D_+ \|z\| \leq (T - 2\mu)\|z\|. \tag{56} \]
(ii) $|z_1| < |z_2|$

Then $||z|| = |z_2| + |z_3| = z_2 + z_3$ and $U_2(z) < |z_2| + |z_3|$. Taking the right-hand derivative we obtain,

$$D_+||z|| = z_2' + z_3'$$

$$= (g_{21} + g_{31})z_1 + (g_{22} + g_{32})z_2 + (g_{23} + g_{33})z_3 + (g_{24} + g_{34})z_4 + (g_{25} + g_{35})z_5 + (g_{26} + g_{36})z_6$$

$$= -(1 - \sigma) \left( \frac{EB}{\kappa+B} + HI \right) z_1 + \left( \frac{-E(S+\sigma V)B}{\kappa+B} - \left( \frac{EB}{\kappa+B} + HI \right) \mu \right) z_2$$

$$+ \left( \frac{-E(S+\sigma V)B}{\kappa+B} - \sigma \left( \frac{EB}{\kappa+B} + HI \right) \mu \right) z_3$$

$$+ Q(S + \sigma V) \frac{B}{I}(z_4 + z_5 + z_6)$$

$$\leq (1 - \sigma) \left( \frac{EB}{\kappa+B} + HI \right) |z_1| + \left( \frac{-E(S+\sigma V)B}{\kappa+B} - \left( \frac{EB}{\kappa+B} + HI \right) \mu \right) |z_2|$$

$$+ \left( \frac{-E(S+\sigma V)B}{\kappa+B} - \sigma \left( \frac{EB}{\kappa+B} + HI \right) \mu \right) |z_3|$$

$$+ Q(S + \sigma V) \frac{B}{I}|z_4 + z_5 + z_6|$$

$$\leq (1 - \sigma) \left( \frac{EB}{\kappa+B} + HI \right) (|z_1| - |z_2|)$$

$$+ (\frac{-EB(S+\sigma V)B}{(\kappa+B)^2} - \sigma \left( \frac{EB}{\kappa+B} + HI \right) - \mu (|z_2| + |z_3|)$$

$$\leq \left( \frac{-EB(S+\sigma V)B}{(\kappa+B)^2} - \sigma \left( \frac{EB}{\kappa+B} + HI \right) - \mu \right) (|z_2| + |z_3|)$$

Hence,

$$D_+||z|| \leq -\mu||z||.$$ (57)

**Case 5**: $U_2(z) > U_1(z)$ and $z_4, z_5, z_6 > 0$.

Then $||z|| = |z_4| + |z_5| + |z_6| = z_4 + z_5 + z_6$ and $U_1(z) < |z_4| + |z_5| + |z_6|$. Taking the right-hand derivative we obtain,

$$D_+||z|| = z_4' + z_5' + z_6'$$

$$= (g_{41} + g_{51} + g_{61})z_1 + (g_{42} + g_{52} + g_{62})z_2 + (g_{43} + g_{53} + g_{63})z_3$$

$$+ (g_{44} + g_{54} + g_{64})z_4 + (g_{45} + g_{55} + g_{65})z_5 + (g_{46} + g_{56} + g_{66})z_6$$

$$= \xi_\frac{1}{B}(z_2 + z_3) + (-\xi_\frac{1}{B} - \mu)z_4 + (-\xi_\frac{1}{B} - \mu)z_5 + (-T - \xi_\frac{1}{B})z_6$$

$$\leq \xi_\frac{1}{B}|z_2 + z_3| + (-\xi_\frac{1}{B} - \mu)(|z_4| + |z_5|) + (-T - \xi_\frac{1}{B})|z_6|$$

$$\leq -\mu(|z_4| + |z_5| - T|z_6|)$$

$$\leq -\mu(|z_4| + |z_5| + |z_6|)$$

Hence,

$$D_+||z|| \leq -\mu||z||.$$ (58)

**Case 6**: $U_2(z) > U_1(z)$ and $z_6 < 0 < z_4, z_5$. Then $||z|| = \max\{|z_4| + |z_5|, |z_4| + |z_6|\}$. 

(i) \( |z_5| > |z_6| \)

Then \( \|z\| = |z_4| + |z_5| = z_4 + z_5 \) and \( U_1(z) < |z_4| + |z_5| \). Taking the right-hand derivative to obtain,

\[
D_+\|z\| = z'_4 + z'_5
\]

\[
= (g_{41} + g_{51})z_1 + (g_{42} + g_{52})z_2 + (g_{43} + g_{53})z_3 + (g_{44} + g_{54})z_4
\]

\[
+ (g_{45} + g_{55})z_5 + (g_{46} + g_{56})z_6
\]

\[
= \xi_B(z_2 + z_3) + \left(-\xi_B - \frac{ER}{k_B} + HI - \mu\right)z_4
\]

\[
+ \left(-\xi_B - \sigma \left(\frac{ER}{k_B} + HI\right) - \mu\right)z_5 - H(S + \sigma V)z_6
\]

\[
\leq \xi_B z_2 + z_3 + \left(-\xi_B - \sigma \left(\frac{ER}{k_B} + HI\right) - \mu\right) (|z_4| + |z_5|)
\]

\[
- (1 - \sigma) \left(\frac{ER}{k_B} + HI\right) |z_4| + H(S + \sigma V)|z_6|
\]

\[
\leq \left(-\sigma \left(\frac{ER}{k_B} + HI\right) + H(S + \sigma V) - \mu\right) (|z_4| + |z_5|)
\]

Noting that \( \sigma \leq 1 \) and \( S + \sigma V \leq N \), we thus have

\[
D_+\|z\| \leq (H(S + \sigma V) - \mu)\|z\|
\]

\[
\leq (HN - \mu)\|z\|. \quad (59)
\]

(ii) \( |z_5| < |z_6| \)

Then \( \|z\| = |z_4| + |z_6| = z_4 - z_6 \) and \( U_1(z) < |z_4| + |z_6| \). Taking the right-hand derivative we obtain,

\[
D_+\|z\| = z'_4 - z'_6
\]

\[
= (g_{41} - g_{61})z_1 + (g_{42} - g_{62})z_2 + (g_{43} - g_{63})z_3 + (g_{44} - g_{64})z_4
\]

\[
+ (g_{45} - g_{65})z_5 + (g_{46} - g_{66})z_6
\]

\[
= \xi_B z_2 + \left(-\xi_B - 2 \left(\frac{ER}{k_B} + HI\right) - \phi - \mu\right) z_4 - \sigma \left(\frac{ER}{k_B} + HI\right) z_5
\]

\[
- (HS + H(S + \sigma V) - T - \xi_B) z_6
\]

\[
\leq \xi_B |z_2| + \left(-\xi_B - 2 \left(\frac{ER}{k_B} + HI\right) - \phi - \mu\right) |z_4| - \sigma \left(\frac{ER}{k_B} + HI\right) |z_5|
\]

\[
+ (HS + H(S + \sigma V) - T - \xi_B) |z_6|
\]

\[
\leq \left(-2 \left(\frac{ER}{k_B} + HI\right) - \phi - \mu\right) |z_4| - \sigma \left(\frac{ER}{k_B} + HI\right) |z_5|
\]

\[
+ (HS + H(S + \sigma V) - T) |z_6|
\]

\[
\leq \max\{-\mu, HS + H(S + \sigma V) - T\} (|z_4| + |z_6|)
\]

Hence,

\[
D_+\|z\| \leq \max\{-\mu, HS + H(S + \sigma V) - T\} \|z\|
\]

\[
\leq \max\{-\mu, 2HN - T\} \|z\|. \quad (60)
\]
Case 7: $U_2(z) > U_1(z)$ and $z_5 < 0 < z_4, z_6$. Then $\|z\| = \max\{|z_5|, |z_4| + |z_6|\}$.

(i) $|z_5| > |z_4| + |z_6|$

Then $\|z\| = |z_5| = -z_5$ and $U_1(z) < |z_5|$. Taking the right-hand derivative we obtain,

\[
D_+\|z\| = -z_5'
\]

\[
= -g_{51}z_1 - g_{52}z_2 - g_{53}z_3 - g_{54}z_4 - g_{55}z_5 - g_{56}z_6
\]

\[
= -\xi^T_B z_3 - \phi z_4 - (\xi^T_B - \sigma (E_B^{\alpha_B} + HI) - \mu) z_4 + \sigma HV z_6
\]

\[
\leq \xi^T_B |z_3| - \phi |z_4| + (\xi^T_B - \sigma (E_B^{\alpha_B} + HI) - \mu) |z_4| + \sigma HV |z_6|
\]

\[
\leq \sigma HV(|z_4| + |z_6|) + (\xi^T_B - \sigma (E_B^{\alpha_B} + HI) - \mu) |z_5|
\]

\[
\leq (-\sigma (E_B^{\alpha_B} + HI) + \sigma HV - \mu)|z_5|
\]

Hence,

\[
D_+\|z\| \leq (\sigma HV - \mu)\|z\| = (HN - \mu)\|z\|. \quad (61)
\]

(ii) $|z_5| < |z_4| + |z_6|$

Then $\|z\| = |z_4| + |z_6| = z_4 + z_6$ and $U_1(z) < |z_4| + |z_6|$. Taking the right-hand derivative we obtain,

\[
D_+\|z\| = z_4' + z_6'
\]

\[
= (g_{41} + g_{61})z_1 + (g_{42} + g_{62})z_2 + (g_{43} + g_{63})z_3 + (g_{44} + g_{64})z_4
\]

\[
+ (g_{45} + g_{65})z_5 + (g_{46} + g_{66})z_6
\]

\[
= \xi^T_B z_2 + (\xi^T_B - \phi - \mu)z_4 + \sigma (E_B^{\alpha_B} + HI) z_5 + (\sigma HV - T - \xi^T_B)z_6
\]

\[
\leq \xi^T_B |z_2| + (\xi^T_B - \phi - \mu)|z_4| + \sigma (E_B^{\alpha_B} + HI) |z_5|
\]

\[
+ (\sigma HV - T - \xi^T_B)|z_6|
\]

\[
\leq (-\phi - \mu)|z_4| + \sigma (E_B^{\alpha_B} + HI) |z_5| + (\sigma HV - T)|z_6|
\]

\[
\leq \max\{-\mu, \sigma HV - T\}(|z_4| + |z_6|)
\]

Hence,

\[
D_+\|z\| \leq \max\{-\mu, \sigma HV - T\}\|z\| \leq \max\{-\mu, HN - T\}\|z\|. \quad (62)
\]

Case 8: $U_2(z) > U_1(z)$ and $z_4 < 0 < z_5, z_6$. Then $\|z\| = \max\{|z_4| + |z_6|, |z_5| + |z_6|\}$. 
(i) $|z_4| > |z_5|$

Then $\|z\| = |z_4| + |z_5| = -z_4 + z_6$ and $U_1(z) < |z_4| + |z_6|$. Taking the right-hand derivative we obtain,

$$D_+\|z\| = -z_4' + z_6'$$

$$= (g_{61} - g_{41})z_1 + (g_{62} - g_{42})z_2 + (g_{63} - g_{43})z_3 + (g_{64} - g_{44})z_4$$

$$+ (g_{65} - g_{45})z_5 + (g_{66} - g_{46})z_6$$

$$= -\xi L_{B} |z_2| - (\xi L_{B} - 2 \frac{EB}{\kappa + B} + HI) - \phi - \mu) |z_4| + \sigma \left(\frac{EB}{\kappa + B} + HI\right)|z_5|$$

$$+ (HS + H(S + \sigma V) - T - \xi L_{B})|z_6|$$

$$\leq \xi L_{B}|z_2| + (-\xi L_{B} - 2 \left(\frac{EB}{\kappa + B} + HI\right) - \phi - \mu)|z_4| + \sigma \left(\frac{EB}{\kappa + B} + HI\right)|z_5|$$

$$+ (HS + H(S + \sigma V) - T)|z_6|$$

$$\leq (-2 + \sigma) \left(\frac{EB}{\kappa + B} + HI\right) - \phi - \mu)|z_4| + (HS + H(S + \sigma V) - T)|z_6|$$

$$\leq \max\{-\mu, HS + H(S + \sigma V) - T\}(|z_4| + |z_6|)$$

Hence,

$$D_+\|z\| \leq \max\{-\mu, HS + H(S + \sigma V) - T\}\|z\|$$

(ii) $|z_4| < |z_5|$

Then $\|z\| = |z_5| + |z_6| = z_5 + z_6$ and $U_1(z) < |z_5| + |z_6|$. Taking the right-hand derivative we obtain,

$$D_+\|z\| = z_5' + z_6'$$

$$= (g_{51} + g_{61})z_1 + (g_{52} + g_{62})z_2 + (g_{53} + g_{63})z_3 + (g_{54} + g_{64})z_4$$

$$+ (g_{55} + g_{65})z_5 + (g_{56} + g_{66})z_6$$

$$= \xi L_{B} z_3 + (\phi + \left(\frac{EB}{\kappa + B} + HI\right))|z_4| + (\xi L_{B} - \mu)|z_5|$$

$$+ (HS - T - \xi L_{B})|z_6|$$

$$\leq - (\phi + \left(\frac{EB}{\kappa + B} + HI\right))|z_4| - \mu|z_5| + (HS - T)|z_6|$$

$$\leq \max\{-\mu, HS - T\}(|z_5| + |z_6|)$$

Hence,

$$D_+\|z\| \leq \max\{-\mu, HS - T\}\|z\|$$

$$\leq \max\{-\mu, HN - T\}\|z\|.$$
We now summarize our results from the analysis above. To ensure \( m(P) < 0 \),
from Cases 1 – 5 we need
\[
T - 2\mu < 0 ;
\]
and from Cases 6 – 8 we need
\[
HN - \mu < 0 \quad \text{and} \quad 2HN - T < 0 .
\]
Using the condition (65), the inequalities in (66) yield
\[
N < \min \{ \frac{T}{2H}, \frac{\mu}{H} \} = \frac{T}{2H} .
\]
Hence, we conclude from Theorem 11 that under the conditions (65) and (67), the endemic equilibrium of the model (1) - (4) with constant controls is globally asymptotically stable when \( R_0 > 1 \); that is, the solution of the system will converge to the endemic equilibrium independent of the initial sizes of the sub-populations.

The existence of a stable endemic equilibrium when \( R_0 > 1 \) is demonstrated in Figure 3. We set the total population as \( N = 1,000 \) and the model parameters in such a way that \( R_0 \approx 2.0 \). We again pick different initial conditions \( I(0) = 1, 50, 100, 150, 200, \) and \( 250 \), conduct a numerical simulation for each, and plot the phase plane portrait of \( I \) vs. \( S \) for each case in Figure 3. We observe that all of these curves converge to the endemic equilibrium over time, a pattern that also takes place for various other initial conditions.

The focus of this study is to better understand the effects of different control strategies coupled with multiple transmission pathways of cholera. The mathematical model fully captures the epidemiology and pathogenesis of the disease and comprehensively explores the usefulness of public health control responses to cholera epidemics in resource constrained settings. The model consists of three types of public health controls: vaccination, treatment, and sanitation. Comprehensive mathematical analysis of the model using both analytical and numerical approaches is carried out and presented.

The mathematical results demonstrate that despite including vaccination in a framework that has previously shown backward bifurcation [37], our model does not exhibit such a phenomenon and retains \( R_0 \) as an epidemic threshold governing the dynamics of the model system. This model shows that the unity of \( R_0 \) as quantitative statistic to quantify the amount of control effort required to contain epidemic cholera is not compromised. Thus even with public health interventions, cholera epidemics
Figure 3. The phase portrait of $I$ vs. $S$ for the system (1) - (4) with parameters set such that $R_0 \approx 2$. The curves correspond to six different initial conditions with $I(0) = 1, 50, 100, 150, 200, \text{and } 250$. All of these curves converge to the endemic equilibrium where $S^* \approx 322.5$ and $I^* \approx 403.1$.

and endemism could still occur and the disease could persist, if the controls are not strong enough to reduce $R_0$ to values below unity.

Effective control and eradication of cholera in the developing world remains a public health challenge because of the complex biological, epidemiological and environmental factors that contribute to the dynamics of the disease. The recognition of cholera burden combined with efforts to implement efficient control measures have become critical with the growing trends in cholera incidence in developing countries, and require a comprehensive and integrated strategy to implement public health control measures. The current study can be extended by a number of ways. Our model assumes that the vaccine efficacy $\sigma$ and sanitation-induced preventability $\rho$ are constants, whereas in reality both decrease after several months, thus time-dependent. Additionally, we have assumed that all the control measures, including vaccination, can be implemented from the very beginning of disease outbreak and carried out with constant strength throughout the course. It would be worthwhile to study disease dynamics with (more realistic) time-dependent control measures. Particularly, an optimal control study [23, 32, 33, 35, 39, 50] can be employed to seek the optimal balance between the gains and costs of the control measures.
CHAPTER 3

MULTI-GROUP CHOLERA MODEL

The effects of dispersal and movement among different spatial regions are critical in cholera dynamics. Disease transmission occurs through the interaction of infectious individuals amongst susceptible communities \[19\] and the circulation and spread of toxigenic vibrios in the aquatic environment \[54\]. Human hosts, symptomatic and asymptomatic, could potentially travel between susceptible communities spreading the disease. Additionally, vibrios in contaminated water may not be isolated to a certain water source. Indeed, infected individuals may shed the bacteria in multiple water sources. Furthermore, the movement of the bacteria within the aquatic environment could affect the reservoir of \emph{V. cholerae} and spread the disease to other regions. Therefore, it is important to study disease transmission within and between different groups, investigating the movement of infected human hosts and the pathogen from one region to another.

A heterogeneous population whose individuals are distinguishable by some factor can be divided into \(n\) homogeneous compartments \[64\]. In general, for epidemic models, individuals are grouped into compartments according to stage of the disease or spatial position. For example, in an SIR model, the population is divided into susceptible, infected and recovered compartments. Furthermore, in a multi-group SIR model, spatial position is considered in addition to stage of the disease when generating compartments. The total population \(N\) is divided into \(n\) distinct groups each partitioned into a susceptible compartment \(S_i\), an infected compartment \(I_i\), and a recovered compartment \(R_i\), where the population in each group is given by \(N_i = S_i + I_i + R_i\), for \(i = 1, \ldots, n\). Once an infected individual enters the recovered compartment, the newly recovered individual no longer influences the dynamics of the system. Also, since \(R_i = N_i - S_i - I_i\), we can ignore the recovered compartment completely from each group. The pathogen concentration in the contaminated water is denoted by \(B_i\) for each group \(i = 1, \ldots, n\).

The incidence function is given in the form \(\sum_{j=1}^{n} f_j(I_j, B_j)\), where susceptible
individuals can be infected either by interacting with infected individuals (human-to-human direct transmission) or by ingesting contaminated water (environment-to-human indirect transmission). The rate of change for the pathogen concentration in each group is denoted by the function \( h_i(I_i, B_i) \) for \( i = 1, \ldots, n \).

Based on these conditions and building on the cholera model in [65] (reproduced in Appendix A), a general multi-group model can be formulated as the following system

\[
\frac{dS_i}{dt} = bN_i - \sum_{j=1}^{n} S_i f_j(I_j, B_j) - bS_i , \tag{68}
\]

\[
\frac{dI_i}{dt} = \sum_{j=1}^{n} S_i f_j(I_j, B_j) - (\gamma_i + b)I_i , \tag{69}
\]

\[
\frac{dB_i}{dt} = h_i(I_i, B_i) , \tag{70}
\]

where the parameter \( b \) represents the natural human birth and death rate and \( \gamma_i \) represents the rate of recovery from cholera in each group. We assume that \( f_i(I_i, B_i) \) and \( h_i(I_i, B_i) \) satisfy the following biologically sensible properties for \( i = 1, \ldots, n \):

(M-1) \( f_i(0, 0) = h_i(0, 0) = 0 \).

(M-2) \( f_i(I_i, B_i) \geq 0 \) and \( f_i \) only vanishes at \((0,0)\).

(M-3) \[
\frac{\partial f_i}{\partial I_i} (I_i, B_i) \geq 0 , \quad \frac{\partial f_i}{\partial B_i} (I_i, B_i) \geq 0 , \quad \frac{\partial h_i}{\partial I_i} (I_i, B_i) \geq 0 , \quad \frac{\partial h_i}{\partial B_i} (I_i, B_i) \leq 0 .
\]

(M-4) \( f_i(I_i, B_i) \) and \( h_i(I_i, B_i) \) are both concave; i.e. the matrices

\[
D^2 f_i = \begin{bmatrix}
\frac{\partial^2 f_i}{\partial I_i^2} & \frac{\partial^2 f_i}{\partial I_i \partial B_i} \\
\frac{\partial^2 f_i}{\partial B_i \partial I_i} & \frac{\partial^2 f_i}{\partial B_i^2}
\end{bmatrix}
\]

and

\[
D^2 h_i = \begin{bmatrix}
\frac{\partial^2 h_i}{\partial I_i^2} & \frac{\partial^2 h_i}{\partial I_i \partial B_i} \\
\frac{\partial^2 h_i}{\partial B_i \partial I_i} & \frac{\partial^2 h_i}{\partial B_i^2}
\end{bmatrix}
\]

are negative semidefinite everywhere.

It follows from assumption (M-1) that the model admits a unique disease-free equilibrium (DFE), denoted by

\[
X_0 = (S_1^0, I_1^0, B_1^0, \ldots, S_n^0, I_n^0, B_n^0) = (N_1, 0, \ldots, N_n, 0, 0) , \tag{71}
\]

and assumption (M-2) guarantees a non-negative force of infection. The inequalities in (M-3) respectively state that the rate of new infection increases with rises in
infected population size or bacterial concentration, increased infected population also leads to a higher growth rate for the pathogen, and the infective vibrio cannot independently thrive in the absence of replenishment of their numbers in the inflow of contaminated sewage [15]. Finally, assumption (M-4) is based on the saturation effect. We mention that another multi-group cholera model was recently proposed in [58], yet our model is more general in both the incidence representation and the pathogen dynamics.

Assumption (M-4) implies that the surfaces \( h_i = h_i(I_i, B_i) \) are below their tangent planes at any points \( (I_{i0}, B_{i0}) \geq 0 \); i.e.

\[
h_i(I_i, B_i) \leq h_i(I_{i0}, B_{i0}) + \frac{\partial h_i}{\partial I_i}(I_{i0}, B_{i0})(I_i - I_{i0}) + \frac{\partial h_i}{\partial B_i}(I_{i0}, B_{i0})(B_i - B_{i0}).
\]

In particular, setting \( (I_{i0}, B_{i0}) = (0, 0) \) and using assumption (M-1), equation (70) yields

\[
\frac{dB_i}{dt} = h_i(I_i, B_i) \leq \frac{\partial h_i}{\partial I_i}(0, 0)I_i + \frac{\partial h_i}{\partial B_i}(0, 0)B_i \leq \frac{\partial h_i}{\partial I_i}(0, 0)N_i + \frac{\partial h_i}{\partial B_i}(0, 0)B_i,
\]

which implies that for any initial values \( B_{i0} \leq \omega_i N_i \),

\[
0 \leq B_i(t, B_{i0}) \leq \omega_i N_i \quad \text{with} \quad \omega_i = -\frac{(\partial h_i/\partial I_i)(0, 0)}{(\partial h_i/\partial B_i)(0, 0)}.
\]

Therefore, the feasible region is given by

\[
\Gamma = \left\{ (S_1, I_1, B_1, \ldots, S_n, I_n, B_n) \in \mathbb{R}^{3n} \left| 0 \leq S_i + I_i \leq N_i, 0 \leq B_i \leq \omega_i N_i, 1 \leq i \leq n \right. \right\}
\]

and it is positively invariant in \( \mathbb{R}^{3n} \).

### 3.1 Basic Reproduction Number

Following the next-generation matrix theory [64], the basic reproduction number, \( R_0 \), is mathematically defined as the spectral radius of the next-generation matrix. In order to determine the next-generation matrix of our model, we first consider the compartmentalized infectious subsystem:

\[
\begin{bmatrix}
\frac{dI_1}{dt} \\
\vdots \\
\frac{dI_n}{dt} \\
\frac{dB_1}{dt} \\
\vdots \\
\frac{dB_n}{dt}
\end{bmatrix} =
\begin{bmatrix}
\sum_{i=1}^{n} S_1 f_i(I_i, B_i) \\
\vdots \\
\sum_{i=1}^{n} S_n f_i(I_i, B_i) \\
0 \\
\vdots \\
0
\end{bmatrix} -
\begin{bmatrix}
(\gamma_1 + b)I_1 \\
\vdots \\
(\gamma_n + b)I_n \\
-h_1(I_1, B_1) \\
\vdots \\
-h_n(I_n, B_n)
\end{bmatrix} = \mathcal{F} - \mathcal{V}.
\]
For convenience, let
\[ \frac{\partial f_i}{\partial I_i}(0,0) = p_i, \quad \frac{\partial f_i}{\partial E_i}(0,0) = q_i, \quad \frac{\partial h_i}{\partial I_i}(0,0) = r_i, \quad \frac{\partial h_i}{\partial E_i}(0,0) = u_i, \]
for \( i = 1, \ldots, n \). Then, the \( 2n \times 2n \) Jacobian matrices evaluated at \( X_0 \), the disease-free equilibrium, are given by
\[
F = DF(X_0) = \begin{bmatrix}
N_1p_1 & \cdots & N_1q_1 & \cdots & N_1q_n \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
N_np_1 & \cdots & N_np_n & \cdots & N_nq_n \\
0 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0
\end{bmatrix},
\]
and
\[
V = DV(X_0) = \begin{bmatrix}
\gamma_1 + b & 0 & \cdots & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \gamma_2 + b & 0 & \cdots & 0 & \cdots & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \gamma_n + b & 0 & \cdots & \cdots & \cdots & 0 \\
-r_1 & 0 & \cdots & 0 & -u_1 & 0 & \cdots & 0 & 0 \\
0 & -r_2 & 0 & \cdots & 0 & -u_2 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -r_n & 0 & \cdots & 0 & -u_n & 0
\end{bmatrix}.
\]

Hence, the next-generation matrix is defined as
\[
FV^{-1} = \begin{bmatrix} C & D \\ 0 & 0 \end{bmatrix},
\]
where
\[
C = \begin{bmatrix}
\frac{N_1}{\gamma_1+b}(p_1 - \frac{q_1 r_1}{u_1}) & \cdots & \frac{N_1}{\gamma_n+b}(p_n - \frac{q_n r_n}{u_n}) \\
\frac{N_2}{\gamma_1+b}(p_1 - \frac{q_1 r_1}{u_1}) & \cdots & \frac{N_2}{\gamma_n+b}(p_n - \frac{q_n r_n}{u_n}) \\
\vdots & \ddots & \vdots \\
\frac{N_n}{\gamma_1+b}(p_1 - \frac{q_1 r_1}{u_1}) & \cdots & \frac{N_n}{\gamma_n+b}(p_n - \frac{q_n r_n}{u_n})
\end{bmatrix}.
and
\[
D = \begin{bmatrix}
-N_1 Q_{u_1} & \cdots & -N_1 Q_{u_n} \\
-N_2 Q_{u_1} & \cdots & -N_2 Q_{u_n} \\
\vdots & \ddots & \vdots \\
-N_n Q_{u_1} & \cdots & -N_n Q_{u_n}
\end{bmatrix}
\]
are both matrices of dimension \( n \times n \).

To find the spectral radius of \( FV^{-1} \), we proceed to determine its characteristic equation. For convenience, let
\[
A_k = \frac{1}{\gamma_k + b} \left( p_k - \frac{q_k \Gamma_k}{u_k} \right).
\]

Then,
\[
det(\lambda I - FV^{-1}) = \lambda^n 
\begin{vmatrix}
\lambda - N_1 A_1 & \cdots & -N_1 A_n \\
\vdots & \ddots & \vdots \\
-N_n A_1 & \cdots & \lambda - N_n A_n
\end{vmatrix}
\]

Denote
\[
X_1 = \begin{bmatrix}
N_1 A_1 & N_1 A_2 & \cdots & N_1 A_n \\
N_2 A_1 & N_2 A_2 & \cdots & N_2 A_n \\
\vdots & \vdots & \ddots & \vdots \\
N_n A_1 & N_n A_2 & \cdots & N_n A_n
\end{bmatrix}
\]

We claim:
\[
det(\lambda I - FV^{-1}) = \lambda^{2n-1} \left( \lambda - \sum_{i=1}^{n} N_i A_i \right), \tag{77}
\]
or, equivalently,
\[
det(\lambda I - X_1) = \lambda^{n-1} \left( \lambda - \sum_{i=1}^{n} N_i A_i \right).
\]

**Proof.** We prove the claim by induction. When \( n = 2 \), it can be easily verified that equation (77) holds. Now, assume that equation (77) is true for \( n \). Let us test the case \( n + 1 \). Then, we have
\[
det(\lambda I - FV^{-1}) = \lambda^{n+1} \det(\lambda I - X_1)
\]
\[
= \lambda^{n+1} \begin{vmatrix}
\lambda - N_1 A_1 & \cdots & -N_1 A_n & -N_1 A_{n+1} \\
\vdots & \ddots & \vdots & \vdots \\
-N_n A_1 & \cdots & \lambda - N_n A_n & -N_n A_{n+1} \\
-N_{n+1} A_1 & \cdots & -N_{n+1} A_n & \lambda - N_{n+1} A_{n+1}
\end{vmatrix}
\]
Let us split up the last column so that the determinant can be written as the sum of two determinants; i.e., let

\[
\det(\lambda I - X_1) = \begin{vmatrix}
\lambda - N_1 A_1 & \cdots & -N_1 A_n & 0 \\
\vdots & & \vdots & \vdots \\
-N_n A_1 & \cdots & \lambda - N_n A_n & 0 \\
-N_{n+1} A_1 & \cdots & -N_{n+1} A_n & \lambda \\
\end{vmatrix} + \begin{vmatrix}
\lambda - N_1 A_1 & \cdots & -N_1 A_n & -N_1 A_{n+1} \\
\vdots & & \vdots & \vdots \\
-N_n A_1 & \cdots & \lambda - N_n A_n & -N_n A_{n+1} \\
-N_{n+1} A_1 & \cdots & -N_{n+1} A_n & -N_{n+1} A_{n+1} \\
\end{vmatrix} = |Y_1| + |Z_1|
\]

From our assumption on \( n \), it is clear that the first determinant is the following

\[
|Y_1| = \lambda \left[ \lambda^{n-1} \left( \lambda - \sum_{i=1}^{n} N_i A_i \right) \right] = \lambda^n \left( \lambda - \sum_{i=1}^{n} N_i A_i \right)
\]

For the second determinant \( |Z_1| \), note that the following elementary row operation

\[
(C_i \leftarrow C_i - \langle A_i,A_{n+1} \rangle \cdot C_{n+1}) , i = 1, \ldots, n ,
\]

yields

\[
\begin{vmatrix}
\lambda & \cdots & 0 & -N_1 A_{n+1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \lambda & -N_n A_{n+1} \\
0 & \cdots & 0 & -N_{n+1} A_{n+1} \\
\end{vmatrix} = \lambda^{n-1} \begin{vmatrix}
\lambda & -N_n A_{n+1} \\
0 & -N_{n+1} A_{n+1} \\
\end{vmatrix} = -\lambda^n N_{n+1} A_{n+1}.
\]

Therefore,

\[
\det(\lambda I - X_1) = |Y_1| + |Z_1| = \lambda^n \left( \lambda - \sum_{i=1}^{n} N_i A_i \right) - \lambda^n N_{n+1} A_{n+1} = \lambda^n \left( \lambda - \sum_{i=1}^{n+1} N_i A_i \right).
\]

Thus,

\[
\det(\lambda I - FV^{-1}) = \lambda^{2(n+1)-1} \left( \lambda - \sum_{i=1}^{n+1} N_i A_i \right),
\]

and the claim holds. \( \square \)
Hence, the basic reproduction number is given by

$$R_0 = \rho(FV^{-1}) = \sum_{i=1}^{n} \frac{N_i}{\gamma_i + b} \left( p_i - \frac{q_i r_i}{u_i} \right)$$

$$= \sum_{i=1}^{n} \frac{N_i}{\gamma_i + b} \left\{ \frac{\partial f_i}{\partial I_i}(0,0) - \frac{\partial f_i}{\partial B_i}(0,0) \left( \frac{\partial h_i}{\partial B_i}(0,0) \right)^{-1} \frac{\partial h_i}{\partial I_i}(0,0) \right\}. \quad (78)$$

Note that \( \frac{\partial h_i}{\partial B_i} \leq 0 \) from assumption (M-3). Equation (78) clearly shows that the basic reproduction number \( R_0 \) for the entire system is the summation of individual reproduction numbers from all the \( n \) groups. Within each group, the reproduction number consists of two parts: one is the contribution from the direct (or, human-to-human) transmission \( \frac{N_i}{\gamma_i + b} \partial f_i(0,0) \); the other is the contribution from the indirect (or, environment-to-human) transmission, \( \frac{N_i}{\gamma_i + b} \partial f_i(0,0) \left( \frac{\partial h_i}{\partial B_i}(0,0) \right)^{-1} \frac{\partial h_i}{\partial I_i}(0,0) \).

Based on the work of [64], we immediately obtain the following result regarding the local stability of the disease-free equilibrium.

**Theorem 12.** Let \( R_0 \) be defined as in equation (78). Then the disease-free equilibrium \( X_0 \) of the system (68) - (70) is locally asymptotically stable if \( R_0 < 1 \), and unstable if \( R_0 > 1 \).

### 3.2 Stability Analysis of Disease-Free Equilibrium

Indeed, we can establish a stronger result regarding the stability of the disease-free equilibrium. We prove global stability by constructing a Lyapunov function and utilizing LaSalle’s Invariance Principle [38].

**Lemma 13.** Assume (M-1) - (M-4). If \( R_0 \leq 1 \), then the disease-free equilibrium \( X_0 \) is globally asymptotically stable in \( \Gamma \). Additionally, if \( R_0 > 1 \), the system (68) - (70) is uniformly persistent.

**Proof.** Let

$$\begin{bmatrix} w_1 & \cdots & w_n & w_{n+1} & \cdots & w_{2n} \end{bmatrix} = \begin{bmatrix} p_1 & \cdots & p_n & q_1 & \cdots & q_n \end{bmatrix} V^{-1}. \quad (79)$$

Since \( V \) is a nonsingular M-matrix, then \( V^{-1} \geq 0 \) [6], and it follows that \( w_i \geq 0 \) for all \( i = 1, \ldots, 2n \). Also, note that

$$\sum_{i=1}^{n} N_i w_i = R_0. \quad (80)$$
Let us construct a Lyapunov function

\[ L = w_1 I_1 + \cdots + w_n I_n + w_{n+1} B_1 + \cdots + w_{2n} B_n. \]  

(81)

Differentiating \( L \) along the solutions of the system (68) - (70) yields the following

\[
L' = \frac{d}{dt} \left( \sum_{i=1}^{n} w_i \right) + \cdots + \frac{d}{dt} \left( \sum_{i=1}^{n} w_n \right) = w_1 \left( \sum_{j=1}^{n} S_i \{ f_j(I_j, B_j) - (\gamma_1 + b)I_1 \} \right) + \cdots + w_n \left( \sum_{j=1}^{n} S_n \{ f_j(I_j, B_j) - (\gamma_n + b)I_n \} \right) \\
+ w_{n+1} h_1(I_1, B_1) + \cdots + w_{2n} h_n(I_n, B_n). 
\]

From assumption (M-4) and (M-1), it follows that

\[
L' \leq w_1 \left( \sum_{j=1}^{n} N_1 \{ p_j I_j + q_j B_j \} - (\gamma_1 + b)I_1 \right) + \cdots \\
+ w_n \left( \sum_{j=1}^{n} N_n \{ p_j I_j + q_j B_j \} - (\gamma_n + b)I_n \right) + w_{n+1}(r_i I_1 + u_1 B_1) + \cdots \\
+ w_{2n}(r_n I_n + u_n B_n)
\]

\[
= \sum_{i=1}^{n} N_i w_i \begin{bmatrix} p_1 & \cdots & p_n & q_1 & \cdots & q_n \end{bmatrix} \begin{bmatrix} I_1 \\ \vdots \\ I_n \\ B_1 \\ \vdots \\ B_n \end{bmatrix} - \begin{bmatrix} w_1 & \cdots & w_n & w_{n+1} & \cdots & w_{2n} \end{bmatrix} V \begin{bmatrix} I_1 \\ \vdots \\ I_n \\ B_1 \\ \vdots \\ B_n \end{bmatrix}
\]
Further, from equation (79), we obtain

\[ L' \leq \sum_{i=1}^{n} N_i w_i \left[ \begin{array}{cccc} p_1 & \cdots & p_n & q_1 & \cdots & q_n \end{array} \right] \begin{bmatrix} I_1 \\ \vdots \\ I_n \\ B_1 \\ \vdots \\ B_n \end{bmatrix} \]

That is,

\[ L' \leq \left\{ \left( \sum_{i=1}^{n} N_i w_i \right) - 1 \right\} \left[ \begin{array}{cccc} p_1 & \cdots & p_n & q_1 & \cdots & q_n \end{array} \right] \begin{bmatrix} I_1 \\ \vdots \\ I_n \\ B_1 \\ \vdots \\ B_n \end{bmatrix} \]

\[ = (R_0 - 1) \left[ \begin{array}{cccc} p_1 & \cdots & p_n & q_1 & \cdots & q_n \end{array} \right] \begin{bmatrix} I_1 \\ \vdots \\ I_n \\ B_1 \\ \vdots \\ B_n \end{bmatrix} \]

(82)

Now, note that \( L' = 0 \) if and only if either

(a) \( R_0 < 1 \) and \( I_1 = B_1 = \cdots = I_n = B_n = 0 \), or

(b) \( R_0 = 1 \) and \( S_i = N_i \) for \( i = 1, \ldots, n \).

Let \( K \) be the largest compact invariant subset of

\[ G = \left\{ (S_1, I_1, B_1, \ldots, S_n, I_n, B_n) \in \mathbb{R}^{3n} \mid U' = 0 \right\} \]
In Case (a), each solution in $K$ satisfies $S'_i = bN_i - bS_i$ for $i = 1, \ldots, n$, and obviously the solution converges to $S_i = N_i$ for $i = 1, \ldots, n$. In Case (b), note that $S_i = N_i$ satisfies

$$S'_i = bN_i - \sum_{j=1}^{n} S_i f_j(I_j, B_j) - bS_i$$

which implies

$$\sum_{j=1}^{n} f_j(I_j, B_j) = 0.$$ 

Hence, from assumption (M-2), it is obvious that $I_1 = B_1 = \cdots = I_n = B_n = 0$. Therefore, all solutions in $\Gamma$ converge to the disease-free equilibrium; that is, the largest compact invariant set where $L' = 0$ is the singleton $\{X_0\}$. By LaSalle's Invariance Principle, $X_0$ is globally asymptotically stable in $\Gamma$ if $R_0 \leq 1$.

If $R_0 > 1$, then $L' > 0$ in a neighborhood of $X_0$ in the interior of $\Gamma$. Thus, solutions in the interior of $\Gamma$ sufficiently close to $X_0$ move away from $X_0$, implying that $X_0$ is unstable. Consequently, the instability of $X_0$ (which is on the boundary of the domain $\Gamma$) implies uniform persistence of the system [22].

### 3.3 Existence and Uniqueness of the Endemic Equilibrium

The dynamics of the system (68) - (70) when $R_0 < 1$ have been completely described by Theorem 12 and Lemma 13. Now, we conduct an endemic analysis when $R_0 > 1$. The following theorem shows the existence and uniqueness of the endemic equilibrium.

**Theorem 14.** For the system (68) - (70), if $R_0 > 1$, there exists a unique positive endemic equilibrium, and if $R_0 < 1$, there is no positive endemic equilibrium.

**Proof.** Under assumption (M-3), the equation $h_i(I_i, B_i) = 0$ implicitly defines a function $B_i = g_i(I_i)$ with $g'_i(I_i) \geq 0$, for $i = 1, \cdots, n$. In addition, differentiating $h_i(I_i, B_i) = 0$ twice with respect to $I_i$ yields

$$\begin{bmatrix}
1, \ g'_i(I_i)
\end{bmatrix}
\begin{bmatrix}
\frac{\partial^2 h_i}{\partial I_i^2} & \frac{\partial^2 h_i}{\partial I_i \partial B_i} \\
\frac{\partial^2 h_i}{\partial I_i \partial B_i} & \frac{\partial^2 h_i}{\partial B_i^2}
\end{bmatrix}
\begin{bmatrix}
1 \\
g'(I_i)
\end{bmatrix}
+ \frac{\partial h_i}{\partial B_i} g''_i(I_i) = 0.
$$

Using assumption (M-4), we can readily see that $g''_i(I_i) \leq 0$, for $i = 1, \cdots, n$. 
Then, setting the right-hand sides of equations (68) - (70) to zero, we obtain

\[ S_k = \frac{bN_k}{b + \sum_{i=1}^{n} f_i(I_i, g_i(I_i))}, \]  
\[ I_k = \frac{bN_k}{\gamma_k + b} \left\{ \frac{\sum_{i=1}^{n} f_i(I_i, g_i(I_i))}{b + \sum_{i=1}^{n} f_i(I_i, g_i(I_i))} \right\}, \]
\[ B_k = g_k(I_k). \]  

In particular, from equation (84), it follows that

\[ \frac{I_k}{I_1} = \frac{bN_k}{\gamma_k + b} \cdot \frac{\gamma_1 + b}{bN_1} = \frac{\gamma_1 + b}{\gamma_k + b} \cdot \frac{N_k}{N_1}, \quad k = 1, \ldots, n, \]

implying that

\[ I_k = \frac{\gamma_1 + b}{\gamma_k + b} \cdot \frac{N_k}{N_1} \cdot I_1 \equiv c_k \cdot I_1, \quad k = 1, \ldots, n. \]  

Note that \( c_k > 0 \) and thus \( I_1 > 0 \) implies that \( I_k > 0 \) for all \( k = 1, \ldots, n \). Also, it is clear that \( c_1 \equiv 1 \).

Let us define the following

\[ H(I_1) \equiv I_1 = \frac{bN_1}{\gamma_1 + b} \left\{ \frac{\sum_{i=1}^{n} f_i(c_i I_1, g_i(c_i I_1))}{b + \sum_{i=1}^{n} f_i(c_i I_1, g_i(c_i I_1))} \right\}. \]  

Note that \( H(0) = 0 \) and \( H(I_1) \geq 0 \) for all \( I_k \geq 0 \) with \( k = 1, \ldots, n \). Denote

\[ P_i(I_1) \equiv f_i(c_i I_1, g_i(c_i I_1)) \quad i = 1, \ldots, n. \]

Then we have,

\[ H(I_1) = \frac{bN_1}{\gamma_1 + b} \left\{ \frac{P_1(I_1) + P_2(I_1) + \cdots + P_n(I_1)}{b + P_1(I_1) + P_2(I_1) + \cdots + P_n(I_1)} \right\}, \]

and taking the derivative we find that

\[ H'(I_1) = \frac{bN_1}{\gamma_1 + b} \left\{ \frac{b(P'_1(I_1) + P'_2(I_1) + \cdots + P'_n(I_1))}{(b + P_1(I_1) + P_2(I_1) + \cdots + P_n(I_1))^2} \right\}, \]

where

\[ P'_k(I_1) = c_k \left\{ \frac{\partial f_k}{\partial I_k}(c_k I_1, g_k(c_k I_1)) + \frac{\partial f_k}{\partial B_k}(c_k I_1, g_k(c_k I_1)) \cdot g_k(c_k I_1) \right\} \geq 0. \]
for $k = 1, \ldots, n$. Therefore, $H'(I_1) \geq 0$ for $I_1 \geq 0$. In particular, note that

\[
H'(0) = \frac{N_1}{\gamma_1 + b} (P_1'(0) + P_2'(0) + \cdots + P_n'(0))
\]

\[
= \frac{N_1}{\gamma_1 + b} \left\{ \sum_{k=1}^{n} c_k \left( \frac{\partial f_k}{\partial I_k}(0,0) + \frac{\partial f_k}{\partial B_k}(0,0) \cdot g'_k(0) \right) \right\}
\]

\[
= \frac{N_1}{\gamma_1 + b} \left\{ \sum_{k=1}^{n} \left( \gamma_1 + b \frac{N_k}{\gamma_1} \right) \left( \frac{\partial f_k}{\partial I_k}(0,0) + \frac{\partial f_k}{\partial B_k}(0,0) \cdot g'_k(0) \right) \right\}
\]

\[
= \frac{N_1}{\gamma_1 + b} \left\{ \frac{\partial f_1}{\partial I_1}(0,0) + \frac{\partial f_1}{\partial B_1}(0,0) \cdot g'_1(0) \right\}
\]

\[
+ \frac{N_1}{\gamma_1 + b} \left\{ \frac{\partial f_2}{\partial I_2}(0,0) + \frac{\partial f_2}{\partial B_2}(0,0) \cdot g'_2(0) \right\}
\]

\[
+ \cdots + \frac{N_1}{\gamma_1 + b} \left\{ \frac{\partial f_n}{\partial I_n}(0,0) + \frac{\partial f_n}{\partial B_n}(0,0) \cdot g'_n(0) \right\}
\]

\[
= \frac{\partial f_1}{\partial I_1}(0,0) + \frac{\partial f_1}{\partial B_1}(0,0) \cdot g'_1(0)
\]

\[
+ \frac{\partial f_2}{\partial I_2}(0,0) + \frac{\partial f_2}{\partial B_2}(0,0) \cdot g'_2(0)
\]

\[
+ \cdots + \frac{\partial f_n}{\partial I_n}(0,0) + \frac{\partial f_n}{\partial B_n}(0,0) \cdot g'_n(0)
\]

\[
= \sum_{k=1}^{n} \frac{N_k}{\gamma_k + b} \left\{ \frac{\partial f_k}{\partial I_k}(0,0) + \frac{\partial f_k}{\partial B_k}(0,0) \cdot g'_k(0) \right\}
\]

\[
= R_0.
\]

Next, we have

\[
H''(I_1) = \frac{b^2 N_1}{\gamma_1 + b} \left\{ \sum_{i=1}^{n} P_i''(I_1) (b + \sum_{i=1}^{n} P_i(I_1)) - 2 \left( \sum_{i=1}^{n} P_i(I_1) \right)^2 \right\}
\]

(92)

where

\[
P_k''(I_1) = c_k^2 \left\{ \frac{\partial^2 f_k}{\partial I_k^2}(c_k I_1, g_k(c_k I_1)) + 2 \cdot g_k'(c_k I_1) \cdot \frac{\partial^2 f_k}{\partial I_k \partial B_k}(c_k I_1, g_k(c_k I_1)) \right\}
\]

\[
+ \left( g_k'(c_k I_1) \right)^2 \cdot \frac{\partial^2 f_k}{\partial B_k^2}(c_k I_1, g_k(c_k I_1)) + \frac{\partial f_k}{\partial B_k}(c_k I_1, g_k(c_k I_1)) \cdot g_k''(c_k I_1)
\]

\[
= c_k^2 \left[ 1 \cdot g_k''(c_k I_1) \right] \left[ \frac{\partial^2 f_k}{\partial I_k \partial B_k}(c_k I_1, g_k(c_k I_1)) \frac{\partial^2 f_k}{\partial I_k^2}(c_k I_1, g_k(c_k I_1)) \right] \left[ \frac{1}{g_k'(c_k I_1)} \right]
\]

\[
+ c_k^2 \cdot \frac{\partial f_k}{\partial B_k} \cdot g_k''(c_k I_1)
\]

(93)
for \( k = 1, \ldots, n \). From assumption (M-4) and the fact \( g''_k(I_k) \leq 0 \), it follows that \( P''_k(I_1) \leq 0 \) for \( k = 1, \ldots, n \). And therefore, \( H''(I_1) \leq 0 \) for \( I_1 \geq 0 \). That is, the function \( H(I_1) \) is increasing and concave on \((0, \infty)\) with \( H'(0) = R_0 \). If \( H'(0) = R_0 > 1 \), there is a unique positive fixed point \( I^*_1 \) for \( H(I_1) \), and thus, from equation (86), unique positive fixed points \( I^*_2, \ldots, I^*_n \). Furthermore, with \( I_k > 0 \) for \( k = 1, \ldots, n \) and equations (83) and (85), it follows that there exists a unique endemic equilibrium denoted by

\[
X^* = (S^*_1, I^*_1, B^*_1, \ldots, S^*_n, I^*_n, B^*_n).
\]

In contrast, if \( H'(0) = R_0 < 1 \), there is no positive fixed point for \( H(I_1) \) and thus no endemic equilibrium.

### 3.4 Global Stability of the Endemic Equilibrium

We proceed to show the global asymptotic stability of the endemic equilibrium. By Theorem 14, the endemic equilibrium \( X^* = (S^*_1, I^*_1, B^*_1, \ldots, S^*_n, I^*_n, B^*_n) \) exists and is unique when \( R_0 > 1 \). Note that \( S^*_1, I^*_1, B^*_1, \ldots, S^*_n, I^*_n, B^*_n \) are positive and satisfy the following equilibrium equations:

\[
\begin{align*}
bN_k &= \sum_{j=1}^{n} S^*_k f_j(\|I^*_j, B^*_j\|) + bS^*_k, \quad (95) \\
(\gamma_k + b) &= \sum_{j=1}^{n} S^*_k f_j(\|I^*_j, B^*_j\|) \cdot \frac{1}{I^*_k}, \quad (96) \\
h_k(I^*_k, B^*_k) &= 0, \quad (97)
\end{align*}
\]

for \( k = 1, \ldots, n \).

To study the endemic global dynamics, we introduce another assumption here. We assume that the solutions to the system (68) - (70) implicitly define a function \( B_j = B_j(I_j) \) with \( B'_j(I_j) \geq 0 \) and \( B''_j(I_j) \leq 0 \), for \( j = 1, \cdots, n \). Biologically, this means that the bacterial concentration in the aquatic environment will increase with the rise of the infected human population, but the rate of the increase will slow down when the infected population is high due to saturation. Let us denote

\[
Q_j(I_j) = f_j(I_j, B_j(I_j)), \quad j = 1, \cdots, n.
\]

Then we have

\[
Q'_j(I_j) = \frac{\partial f_j}{\partial I_j} + \frac{\partial f_j}{\partial B_j} B'_j(I_j) \geq 0,
\]

\( (98) \)
and

\[ Q_j''(I_j) = \left[ 1, B'_j(I_j) \right] \left[ \begin{array}{c} \frac{\partial^2 f_j}{\partial I_j^2} \\ \frac{\partial^2 f_j}{\partial I_j \partial B_j} \\ \frac{\partial^2 f_j}{\partial B_j^2} \end{array} \right] \left[ \begin{array}{c} 0 \\ \frac{1}{B'_j(I_j)} \\ \frac{\partial f_j}{\partial B_j} \end{array} \right] + \frac{\partial f_j}{\partial B_j} B''_j(I_j) \leq 0, \quad (99) \]

where the inequalities follow assumptions (M-3) and (M-4). Using equations (98) and (99), we obtain that \( Q_j(I_j) \) is monotonically non-decreasing and \( \frac{Q_j(I_j)}{I_j} \) is monotonically non-increasing with respect to \( I_j \). It is then easy to observe that

\[ \left( \frac{Q_j(I_j)}{Q_j(I_j^*)} - 1 \right) \left( 1 - \frac{Q_j(I_j^*)}{Q_j(I_j)/I_j} \right) \leq 0. \]

In other words,

\[ \left( \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} - 1 \right) \left( 1 - \frac{f_j(I_j^*, B_j^*)}{f_j(I_j, B_j) / I_j^*} \cdot I_j \right) \leq 0. \quad (100) \]

We now establish the following result.

**Theorem 15.** Assume (M-1) - (M-4). If \( R_0 > 1 \), then the unique endemic equilibrium \( X^* \) is globally asymptotically stable in the interior of \( \Gamma \).

**Proof.** We will use an approach similar to that described in [58]. In particular, we will construct a Lyapunov function and determine the appropriate coefficients by graph theory. For completeness, we list some related definitions and results from graph theory in Appendix B.

Let

\[ D_k = S_k - S_k^* - S_k^* \ln \frac{S_k}{S_k^*} + I_k - I_k^* \ln \frac{I_k}{I_k^*} + B_k - B_k^* - B_k^* \ln \frac{B_k}{B_k^*}, \quad (101) \]

for \( k = 1, \ldots, n \). Differentiating and using the equilibrium equations (95) - (97)
yields

\[ D'_k = \left( \frac{S_k - S^*_k}{S^*_k} \right) S'_k + \left( \frac{I_k - I^*_k}{I^*_k} \right) I'_k + \left( \frac{B_k - B^*_k}{B^*_k} \right) B'_k \]

\[ = \left( 1 - \frac{S^*_k}{S_k} \right) \left[ \sum_{j=1}^{n} S'_k f_j(I'_j, B'_j) + b S^*_k - \sum_{j=1}^{n} S_k f_j(I_j, B_j) - b S_k \right] \]

\[ + \left( 1 - \frac{I^*_k}{I_k} \right) \left[ \sum_{j=1}^{n} S_k f_j(I_j, B_j) - \sum_{j=1}^{n} S^*_k f_j(I^*_j, B^*_j) \cdot \frac{I_k}{I^*_k} \right] \]

\[ + \left( 1 - \frac{B^*_k}{B_k} \right) h_k(I_k, B_k) \]

\[ = \sum_{j=1}^{n} S'_k f_j(I'_j, B'_j) \left[ 1 - \frac{S^*_k}{S_k} - \frac{S_k f_j(I_j, B_j)}{S'_k f_j(I'_j, B'_j)} + \frac{f_j(I_j, B_j)}{f_j(I'_j, B'_j)} \right] \]

\[ + \left( 1 - \frac{S^*_k}{S_k} \right) b(S^*_k - S_k) \]

\[ + \sum_{j=1}^{n} S'_k f_j(I'_j, B'_j) \left[ \frac{S_k f_j(I_j, B_j)}{S'_k f_j(I'_j, B'_j)} - \frac{I_k}{I^*_k} - \frac{S_k f_j(I_j, B_j)}{S'_k f_j(I'_j, B'_j)} \cdot \frac{I^*_k}{I^*_k} + 1 \right] \]

\[ + \left( 1 - \frac{B^*_k}{B_k} \right) \left[ \frac{h_k(I^*_k, B_k)}{h_k(I_k, B_k)} - h_k(I^*_k, B^*_k) \right] \]

\[ = \sum_{j=1}^{n} S'_k f_j(I'_j, B'_j) \left[ 2 - \frac{S^*_k}{S_k} + \frac{f_j(I_j, B_j)}{f_j(I'_j, B'_j)} - \frac{I_k}{I'_k} - \frac{S_k f_j(I_j, B_j)}{S'_k f_j(I'_j, B'_j)} \cdot \frac{I^*_k}{I^*_k} \right] \]

\[ + \left( 1 - \frac{S^*_k}{S_k} \right) b(S^*_k - S_k) + \left( 1 - \frac{B^*_k}{B_k} \right) \left[ h_k(I^*_k, B_k) - h_k(I^*_k, B^*_k) \right] \left( \frac{h_k(I^*_k, B_k)}{h_k(I^*_k, B^*_k)} \right) \]

Let \( a_{kj} = S'_k f_j(I'_j, B'_j) \) and

\[ F_{kj}(S_k, I_k, B_k, I_j, B_j) = 2 - \frac{S^*_k}{S_k} + \frac{f_j(I_j, B_j)}{f_j(I'_j, B'_j)} - \frac{I_k}{I'_k} - \frac{S_k f_j(I_j, B_j)}{S'_k f_j(I'_j, B'_j)} \cdot \frac{I^*_k}{I^*_k} \cdot \frac{I^*_k}{I_k} \]

\[ (102) \]

It is clear that

\[ \left( 1 - \frac{S^*_k}{S_k} \right) (S^*_k - S_k) \leq 0 \]

Meanwhile, we have

\[ [h_k(I^*_k, B_k) - h_k(I^*_k, B^*_k)] (B_k - B^*_k) < 0 \]

which immediately follows from the last inequality of assumption (M-3). If we further assume that \( h_k(I_k, B_k) \) and \( h_k(I^*_k, B_k) \) have the same sign, then we obtain

\[ D'_k \leq \sum_{j=1}^{n} a_{kj} F_{kj}(S_k, I_k, B_k, I_j, B_j). \]

\[ (103) \]
Let $\Phi(x) \equiv 1 - x + \ln x$ for $x \in (0, \infty)$. Note that $\Phi(x) \leq 0$ with $\Phi(x) = 0$ if and only if $x = 1$. Using the inequality (100), it follows that

$$F_{kj}(S_k, I_k, B_k, I_j, B_j) = \Phi \left( \frac{S_k^*}{S_k} \right) - \frac{I_k}{I_k^*} + \Phi \left( \frac{S_k f_j(I_j, B_j)}{S_k^* f_j(I_j^*, B_j^*)} \cdot \frac{I_k}{I_k^*} \right) - \ln \frac{I_k}{I_k^*}$$

$$+ \left( \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} - 1 \right) \left( 1 - \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} \cdot \frac{I_j}{I_j^*} \right) + \frac{I_j}{I_j^*}$$

$$+ \Phi \left( \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} \cdot \frac{I_j}{I_j^*} \right) - \ln \frac{I_j}{I_j^*}$$

$$= \Phi \left( \frac{S_k^*}{S_k} \right) + \Phi \left( \frac{S_k f_j(I_j, B_j)}{S_k^* f_j(I_j^*, B_j^*)} \cdot \frac{I_k}{I_k^*} \right) + \Phi \left( \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} \cdot \frac{I_j}{I_j^*} \right)$$

$$+ \left( \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} - 1 \right) \left( 1 - \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} \cdot \frac{I_j}{I_j^*} \right)$$

$$- \frac{I_k}{I_k^*} + \ln \frac{I_k}{I_k^*} + \frac{I_j}{I_j^*} - \ln \frac{I_j}{I_j^*}$$

$$= G_k(I_k) - G_j(I_j)$$

$$+ \Phi \left( \frac{S_k^*}{S_k} \right) + \Phi \left( \frac{S_k f_j(I_j, B_j)}{S_k^* f_j(I_j^*, B_j^*)} \cdot \frac{I_k}{I_k^*} \right) + \Phi \left( \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} \cdot \frac{I_j}{I_j^*} \right)$$

$$+ \left( \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} - 1 \right) \left( 1 - \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} \cdot \frac{I_j}{I_j^*} \right)$$

$$\leq G_k(I_k) - G_j(I_j)$$

(104)

where

$$G_k(I_k) = - \frac{I_k}{I_k^*} + \ln \frac{I_k}{I_k^*}.$$  (105)

Note that

$$D'_k = \sum_{j=1}^n a_{kj} F_{kj}(S_k, I_k, B_k, I_j, B_j) \quad \text{and} \quad F_{kj}(S_k, I_k, B_k, I_j, B_j) = G_k(I_k) - G_j(I_j)$$

if and only if

$$\left( 1 - \frac{S_k}{S_k^*} \right) (S_k^* - S_k) = 0,$$  (106)

$$\left( 1 - \frac{B_k}{B_k^*} \right) h_k(I_k, B_k) = 0,$$  (107)

$$\left( \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} - 1 \right) \left( 1 - \frac{f_j(I_j, B_j)}{f_j(I_j^*, B_j^*)} \cdot \frac{I_j}{I_j^*} \right) = 0.$$  (108)
Let \( A = [a_{kj}] \) and \( c_k \) be as given in Proposition 3.1 [58] for the weighted digraph \( (G, A) \) (also defined in Appendix B). For \( k = 1, \ldots, n \),

\[ d^-(k) = d^+(k) = n - 1. \]

Then, for \( n > 2 \),

\[
D' = \sum_{k=1}^{n} \sum_{j=1}^{n} c_k a_{kj} F_{kj} \leq \sum_{k=1}^{n} \sum_{j=1}^{n} c_k a_{kj} [G_k(I_k) - G_j(I_j)] = \sum_{k=1}^{n} \sum_{j=1}^{n} c_k a_{kj} \left( \frac{I_k}{I_k^*} + \ln \frac{I_k}{I_k^*} + \frac{I_j}{I_j^*} - \ln \frac{I_j}{I_j^*} \right) = 0.
\]

Hence, \( D \) is a Lyapunov function.

Now, suppose \( n = 2 \). Since \( d^+(k) = n - 1 = 1 \) for \( k = 1, 2 \), by Theorem 3.3 of [58],

\[
c_k a_{kj} = \sum_{i=1}^{2} c_i a_{ji} ; \text{ that is, } c_k = \sum_{i=1}^{2} c_i a_{ji} / a_{kj}.
\]

Then,

\[
D' \leq \sum_{k=1}^{2} \sum_{j=1}^{2} c_k a_{kj} F_{kj} = \sum_{k=1}^{2} \sum_{j=1}^{2} c_j a_{ji} F_{kj} \leq \sum_{k=1}^{2} \sum_{j=1}^{2} \sum_{i=1}^{2} c_j a_{ji} \left( \frac{I_k}{I_k^*} + \ln \frac{I_k}{I_k^*} + \frac{I_j}{I_j^*} - \ln \frac{I_j}{I_j^*} \right) = 0.
\]

Therefore, \( D \) is a Lyapunov function for \( n = 2 \) as well.

Thus, \( D' \leq 0 \) for all \((S_1, I_1, B_1, \ldots, S_n, I_n, B_n)\) in the interior of \( \Gamma \). Furthermore, \( D' = 0 \) implies that for some constant \( \lambda > 0 \),

\[
S_1 = S_1^*, \ldots, S_n = S_n^*,
I_1 = \lambda I_1^*, \ldots, I_n = \lambda I_n^*,
B_1 = B_1^*, \ldots, B_n = B_n^*,
\]

using conditions (106) - (108), the properties of \( \Phi(x) \) and strong connectivity of the weighted graph \((G, A)\). Now, substituting these relations into the equation \( dS_k/dt + \)
\[ \frac{dI_k}{dt} \] gives
\[ 0 = bN_k - bS_k^* - (\gamma_k + b)\lambda I_k^*. \]

From our equilibrium equations (95) - (97), we clearly see that this holds only if \( \lambda = 1 \); that is, only at the endemic equilibrium \( X^* \). Therefore, the only invariant set such that \( D' = 0 \) is the singleton \( X^* \). By LaSalle's Principle, \( X^* \) is globally asymptotically stable in the interior of \( \Gamma \).

\[ \square \]

### 3.5 Example and Numerical Simulations

In this section, we will conduct numerical simulations to verify some of our analytical results. For simplicity, we consider only two groups; i.e., \( n = 2 \). Meanwhile, we use bilinear incidence for both the direct and indirect transmission pathways (see [62]), and we express \( h_i(I_i, B_i) \) as a linear function for each group.

Our two-group cholera model thus takes the form below:

\[
\begin{align*}
\frac{dS_1}{dt} &= \mu_1 N_1 - (\lambda_{11} S_1 B_1 + \lambda_{12} S_1 B_2) - (\beta_{11} S_1 I_1 + \beta_{12} S_1 I_2) - \mu_1 S_1, \quad (109) \\
\frac{dI_1}{dt} &= (\lambda_{11} S_1 B_1 + \lambda_{12} S_1 B_2) + (\beta_{11} S_1 I_1 + \beta_{12} S_1 I_2) - (\mu_1 + \gamma_1) I_1, \quad (110) \\
\frac{dB_1}{dt} &= \xi_1 I_1 - \delta_1 B_1, \quad (111) \\
\frac{dS_2}{dt} &= \mu_2 N_2 - (\lambda_{21} S_2 B_1 + \lambda_{22} S_2 B_2) - (\beta_{21} S_2 I_1 + \beta_{22} S_2 I_2) - \mu_2 S_2, \quad (112) \\
\frac{dI_2}{dt} &= (\lambda_{21} S_2 B_1 + \lambda_{22} S_2 B_2) + (\beta_{21} S_2 I_1 + \beta_{22} S_2 I_2) - (\mu_2 + \gamma_2) I_2, \quad (113) \\
\frac{dB_2}{dt} &= \xi_2 I_2 - \delta_2 B_2. \quad (114)
\end{align*}
\]

The parameter \( \lambda_{ij} \) \((i, j = 1, 2)\) represents the transmission rate from vibrios in group \( j \) to susceptibles in group \( i \), and \( \beta_{ij} \) \((i, j = 1, 2)\) represents the transmission rate from infectives in group \( j \) to susceptibles in group \( i \). Definitions and values for other parameters are provided in Table 1.

We have run the numerical simulation for this two-group model with various parameter values and initial conditions, and the results are consistent with our analytical predictions: when \( \mathcal{R}_0 < 1 \), the disease dies out; when \( \mathcal{R}_0 > 1 \), the disease persists and all solutions converge to the endemic equilibrium \( X^* \). In particular, using the parameter values given in Table 1 (with \( \mathcal{R}_0 > 1 \)), we display a typical set of results in Figures 4 and 5, where we plot the phase portraits for \( I_1 \) vs. \( S_1 \) and \( I_2 \) vs. \( S_2 \) separately with three different initial conditions and zoom in the results. We
Table 1. Parameter values for the two-group cholera model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total population in each group</td>
<td>$N_1$, $N_2$</td>
<td>5,000</td>
<td>-</td>
</tr>
<tr>
<td>Natural human birth and death rate in each group</td>
<td>$\mu_1$, $\mu_2$</td>
<td>$(43.5 \text{ yr})^{-1}$</td>
<td>[47]</td>
</tr>
<tr>
<td>Rate of recovery from cholera in each group</td>
<td>$\gamma_1$, $\gamma_2$</td>
<td>$(5 \text{ day})^{-1}$</td>
<td>[15, 28]</td>
</tr>
<tr>
<td>Rate of human contribution to $V. \text{ cholerae}$ in each group</td>
<td>$\xi_1$, $\xi_2$</td>
<td>10 cells/ml-day</td>
<td>[15, 28]</td>
</tr>
<tr>
<td>Death rate of vibrios in the environment in each group</td>
<td>$\delta_1$, $\delta_2$</td>
<td>$(30 \text{ day})^{-1}$</td>
<td>[15, 28]</td>
</tr>
<tr>
<td>Ingestion rate from environment to humans in each group</td>
<td>$\lambda_{11}$, $\lambda_{22}$</td>
<td>0.0001/day</td>
<td>[62]</td>
</tr>
<tr>
<td>Ingestion rate through human-human interaction in each group</td>
<td>$\beta_{11}$, $\beta_{22}$</td>
<td>0.00011/day</td>
<td>[47]</td>
</tr>
<tr>
<td>Cross transmission rate from vibrios in group 2 to susceptibles in group 1</td>
<td>$\beta_{12}$</td>
<td>0.0005/day</td>
<td>-</td>
</tr>
<tr>
<td>Cross transmission rate from vibrios in group 1 to susceptibles in group 2</td>
<td>$\beta_{21}$</td>
<td>0.0001/day</td>
<td>-</td>
</tr>
<tr>
<td>Cross transmission rate from infectives in group 2 to susceptibles in group 1</td>
<td>$\lambda_{12}$</td>
<td>0.00008/day</td>
<td>-</td>
</tr>
<tr>
<td>Cross transmission rate from infectives in group 1 to susceptibles in group 2</td>
<td>$\lambda_{21}$</td>
<td>0.00001/day</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 4. $I_1$ vs. $S_1$. Phase portrait (zoomed-in) for the two-group cholera model with different initial conditions, and $R_0 > 1$. All of the curves converge to the endemic equilibrium with $I_1^* \approx 1.572$, $S_1^* \approx 3.664$.

observe that all three curves approach the endemic equilibrium over time, indicating the global asymptotic stability of the endemic equilibrium.

We have proposed a general multi-group model describing cholera dynamics that involve spatial heterogeneity and dispersal. Both direct (or, human-to-human) and indirect (or, environment-to-human) transmission pathways are incorporated into the model in a most general manner, and the pathogen dynamics are also represented by a general function. Under biologically feasible assumptions, the basic reproduction number $R_0$, given in equation (78), remains a sharp threshold for cholera dynamics in multiple groups. If $R_0 < 1$, the disease will completely die out whereas if $R_0 > 1$, the disease will persist. Additionally, when $R_0 > 1$, there exists a unique positive endemic equilibrium that is globally asymptotically stable. The analytical predictions are verified by our numerical simulation results for a two-group cholera model.
Figure 5. $I_2$ vs. $S_2$. Phase portrait (zoomed-in) for the two-group cholera model with different initial conditions, and $R_0 > 1$. All of the curves converge to the endemic equilibrium with $I_2 \approx 1.572$, $S_2 \approx 6.024$. 
CHAPTER 4

PERIODIC CHOLERA MODEL

Environmental and climatic factors play an important role in cholera epidemics. In particular, in developing countries where endemicity is established, cholera tends to settle into a seasonal pattern [60]. Runoff from monsoons and floods during the wet seasons can wash sewage into the local rivers and drinking water, causing a bloom of \textit{V. cholerae} in the aquatic environment. Thus, environmental influences, such as monsoons, floods, droughts, and water temperature changes, due to the alternating dry and wet seasons, can disrupt the toxigenic vibrio concentration in the aquatic environment, as well as their survival and epidemic spread [15,60]. That is, seasonal variations could cause epidemics and lead to a heterogeneous environment for disease transmission in the time domain.

Building on the cholera model in [65] (reproduced in Appendix A), we construct the following non-autonomous dynamical system to describe cholera dynamics in a time-periodic environment,

\begin{align}
\frac{dS}{dt} &= bN - Sf(t, I, B) - bS, \quad (115) \\
\frac{dI}{dt} &= Sf(t, I, B) - (\gamma + b)I, \quad (116) \\
\frac{dR}{dt} &= \gamma I - bR, \quad (117) \\
\frac{dB}{dt} &= h(t, I, B), \quad (118)
\end{align}

where \(S, I, R\) and \(B\) denote the susceptible population, infected population, recovered population and the concentration of vibrios in the contaminated water, respectively. For simplicity, we assume \(B\) to be scalar. The total population \(N = S + I + R\) is assumed to be a constant for all \(t \geq 0\). The parameter \(b\) represents the natural human birth and death rate, and \(\gamma\) represents the rate of recovery from cholera. In this generalized model, the incidence function, \(f(t, I, B)\), which determines the rate of new infection and the function \(h(t, I, B)\), which describes the rate of change for the pathogen in the environment, are both periodic in time with a common period \(\omega\). That is,

\[f(t + \omega, I, B) = f(t, I, B) \quad \text{and} \quad h(t + \omega, I, B) = h(t, I, B).\]
To make biological sense, we extend assumptions (M1) - (M4) from Chapter 3 to incorporate time; that is, we assume that the periodic functions \( f \) and \( h \) satisfy the following conditions for all \( t \geq 0 \):

\[(P-1) \quad f(t,0,0) = h(t,0,0) = 0.\]

\[(P-2) \quad f(t,I,B) \geq 0.\]

\[(P-3) \quad \frac{\partial f}{\partial I}(t,I,B) \geq 0, \quad \frac{\partial f}{\partial B}(t,I,B) \geq 0, \quad \frac{\partial h}{\partial I}(t,I,B) \geq 0, \quad \frac{\partial h}{\partial B}(t,I,B) \leq 0.\]

\[(P-4) \quad f(t,I,B) \text{ and } h(t,I,B) \text{ are both concave for any } t \geq 0; \text{ i.e. the matrices } D^2 f \text{ and } D^2 h \text{ are negative semidefinite everywhere.}\]

Hence, from assumption (P-1), it is obvious that the model has a unique, constant disease-free equilibrium

\[X_0 = (S_0, I_0, R_0, B_0)^T = (N, 0, 0, 0)^T. \quad (119)\]

In addition, we assume that

\[(P-5) \quad f(t,0,B) > 0 \text{ if } B > 0; \quad h(t,I,0) > 0 \text{ if } I > 0.\]

The first condition in (P-5) implies that infection can start by the indirect transmission route alone; in other words, a positive bacterial concentration can lead to a positive incidence even if \( I = 0 \) initially. The second condition in (P-5) states that infected people will contribute to the growth of the vibrios in the environment (e.g., by shedding) even if \( B = 0 \) initially.

Furthermore, we introduce an additional regulation on the profiles of the incidence and pathogen functions for small \( I \) and \( B \). We assume that

\[(P-6) \quad \text{There exists } \epsilon^* > 0 \text{ such that when } 0 < I < \epsilon^*, \quad 0 < B < \epsilon^*,\]

\[f(t,I,B) \geq f(t,0,0) + I \cdot \frac{\partial f}{\partial I}(t,0,0) + B \cdot \frac{\partial f}{\partial B}(t,0,0) + \frac{1}{2} I^2 \cdot \frac{\partial^2 f}{\partial I^2}(t,0,0) + I \cdot B \cdot \frac{\partial^2 f}{\partial I \partial B}(t,0,0) + \frac{1}{2} B^2 \cdot \frac{\partial^2 f}{\partial B^2}(t,0,0),\]

and

\[h(t,I,B) \geq h(t,0,0) + I \cdot \frac{\partial h}{\partial I}(t,0,0) + B \cdot \frac{\partial h}{\partial B}(t,0,0) + \frac{1}{2} I^2 \cdot \frac{\partial^2 h}{\partial I^2}(t,0,0) + I \cdot B \cdot \frac{\partial^2 h}{\partial I \partial B}(t,0,0) + \frac{1}{2} B^2 \cdot \frac{\partial^2 h}{\partial B^2}(t,0,0).\]
Here we make some comments on the assumption (P-6). Based on concavity of \( f \) (assumption P-4), the surface of \( f \) is below its tangent plane everywhere. Meanwhile, since the matrix \( D^2 f \) is negative semidefinite, we have

\[
\begin{align*}
  f(t, 0, 0) + I \cdot \frac{\partial f}{\partial I}(t, 0, 0) + B \cdot \frac{\partial f}{\partial B}(t, 0, 0) & \geq f(t, 0, 0) + I \cdot \frac{\partial f}{\partial I}(t, 0, 0) + B \cdot \frac{\partial f}{\partial B}(t, 0, 0) \\
  & + \frac{1}{2} I^2 \cdot \frac{\partial^2 f}{\partial I^2}(t, 0, 0) + I \cdot B \cdot \frac{\partial^2 f}{\partial I \partial B}(t, 0, 0) \\
  & + \frac{1}{2} B^2 \cdot \frac{\partial^2 f}{\partial B^2}(t, 0, 0).
\end{align*}
\]

Thus, assumption (P-6) essentially states that at least in a small neighborhood of \( I = B = 0 \), the surface of \( f \) lies below its tangent plane and above a concave tangent paraboloid. Similar reasoning holds for \( h \).

Finally, we mention that many well-known cholera models, such as those in [15, 28, 47, 62], all satisfy the above assumptions (P-1) - (P-6), though these models are based on autonomous dynamical systems.

### 4.1 Basic Reproduction Number

Following the standard next-generation matrix theory [64], we consider the subsystem of model (115) - (118) that is directly related to the infection:

\[
\begin{bmatrix}
  \frac{dI}{dt} \\
  \frac{dB}{dt}
\end{bmatrix} =
\begin{bmatrix}
  Sf(t, I, B) \\
  0
\end{bmatrix} -
\begin{bmatrix}
  (\gamma + b)I \\
  -h(t, I, B)
\end{bmatrix} = \mathcal{F} - \mathcal{V}.
\]

For this non-autonomous model, we have

\[
F(t) = DF(X_0) =
\begin{bmatrix}
  N\frac{\partial f}{\partial I}(t, 0, 0) & N\frac{\partial f}{\partial B}(t, 0, 0) \\
  0 & 0
\end{bmatrix},
\]

and

\[
V(t) = DV(X_0) =
\begin{bmatrix}
  \gamma + b & 0 \\
  -\frac{\partial h}{\partial I}(t, 0, 0) & -\frac{\partial h}{\partial B}(t, 0, 0)
\end{bmatrix},
\]

where \( X_0 \) is the disease-free equilibrium of the model defined in equation (119).

Generally, for a compartmental epidemiological model based on an autonomous system, the basic reproduction number is determined by the spectral radius of the next-generation matrix, \( FV^{-1} \) (which is independent of time). It is thus a simple matter to calculate the time-averaged reproduction number, \( \mathcal{R}_0 \), for our cholera model. Wesley and Allen [69] showed that for some epidemic models with periodic
coefficients and constant population size, the time-averaged basic reproduction number is a threshold for disease extinction. For any continuous periodic function $g(t)$ with period $\omega$, we may define its average as

$$[g] = \frac{1}{\omega} \int_0^\omega g(t) dt.$$  

Thus, keeping with this notation, we define the time-averaged matrices of $F(t)$ and $V(t)$ as the following, respectively,

$$[F] = \begin{bmatrix} N \frac{\partial f}{\partial I} & N \frac{\partial f}{\partial B} \\ 0 & 0 \end{bmatrix}, \quad [V] = \begin{bmatrix} \gamma + b & 0 \\ -\frac{\partial h}{\partial I} & -\frac{\partial h}{\partial B} \end{bmatrix}.$$  

Therefore, the time-averaged basic reproduction number, defined as the spectral radius of the next generation matrix $[F][V]^{-1}$, is given by,

$$[\mathcal{R}_0] = \rho([F][V]^{-1}) = \frac{N}{\gamma + b} \left\{ \frac{\partial f}{\partial I} - \left[ \frac{\partial f}{\partial B} \right] \left[ \frac{\partial h}{\partial B} \right]^{-1} \frac{\partial h}{\partial I} \right\}.$$

(120)

Although the definition of the basic reproduction number of a general non-autonomous model system is still an open question, Wang and Zhao [66] extended the framework in [64] to include epidemiological models in periodic environments (background reproduced in Appendix C). Wang and Zhao [66] introduced the next infection operator $L$ by

$$(L\phi)(t) = \int_0^\infty Y(t, t - s) F(t - s) \phi(t - s) ds,$$

(121)

where $Y(t, s), t \geq s$, is the evolution operator of the linear $\omega$-periodic system $dy/dt = -V(t)y$ and $\phi(t)$, the initial distribution of infected individuals, is $\omega$-periodic and nonnegative. The basic reproduction number is then defined as the spectral radius of the next infection operator,

$$\mathcal{R}_0 = \rho(L).$$

(122)

Analytical determination of $\rho(L)$ is impossible in general. Therefore, we will numerically calculate the basic reproduction number $\mathcal{R}_0$ by explicitly determining the maximum eigenvalue $\lambda$ of the next infection operator $L$ such that $(L\phi)(t) = \lambda \phi(t)$ for all $\omega$-periodic functions $\phi(t) \in C_\omega$. From equation (121) and the $\omega$-periodicity of $\phi$, we obtain

$$(L\phi)(t) = \int_0^\omega G(t, s) \phi(t - s) ds,$$

(123)
where
\[ G(t, s) = \sum_{m=0}^{\infty} Y(t, t - s - m\omega)F(t - s - m\omega). \] (124)

Since \( Y(t, s), t \geq s, \) is defined as the evolution operator of a linear \( \omega \)-periodic system, there exist \( K > 0 \) and \( \alpha > 0 \) such that \( ||Y(t, s)|| \leq Ke^{-\alpha(t-s)} \) for all \( t \geq s \) with \( s \in \mathbb{R} \) [27]. Then it is clear that \( ||Y(t, t - s - m\omega)F(t - s - m\omega)|| \leq K||F(t - s - m\omega)||e^{-\alpha(s+m\omega)} \) for all \( t \in \mathbb{R} \) and \( s \geq 0 \). Hence, we may approximate \( G \) by a finite sum
\[ G(t, s) \approx \sum_{m=0}^{M} Y(t, t - s - m\omega)F(t - s - m\omega) \] (125)
for some \( M > 0 \) sufficiently large. We proceed to numerically integrate equation (121) with the integrand approximated by (125).

Let us partition the interval \([0, \omega]\) uniformly into \( n \) nodes labeled as \( t_i = i \cdot \frac{\omega}{n} \) for \( i = 0, \ldots, n - 1 \). Using the trapezoidal rule, we can approximate this integral in equation (121) with second-order accuracy,
\[ (L\phi)(t) \approx \frac{\omega}{n} \left( \sum_{i=1}^{n-1} G(t, t_i)\phi(t - t_i) + \frac{1}{2}G(t, t_0)\phi(t - t_0) + \frac{1}{2}G(t, t_n)\phi(t - t_n) \right). \]

Since \( \phi(t) \) is \( \omega \)-periodic, it is clear that \( \phi(t - t_0) = \phi(t - t_n) \). For convenience, let
\[ \tilde{G}(t, t_0) = \frac{1}{2} \left[ G(t, t_0) + G(t, t_n) \right]. \]

Then,
\[ (L\phi)(t) \approx \frac{\omega}{n} \left[ \tilde{G}(t, t_0)\phi(t - t_0) + \sum_{i=1}^{n-1} G(t, t_i)\phi(t - t_i) \right]. \]

Now \( (L\phi)(t) = \lambda\phi(t) \) can be written as a matrix equation,
\[ \frac{\omega}{n} \begin{bmatrix} \tilde{G}(t, t_0) & G(t, t_1) & G(t, t_2) & \cdots & G(t, t_{n-1}) \end{bmatrix} \begin{bmatrix} \phi(t - t_0) \\ \phi(t - t_1) \\ \phi(t - t_2) \\ \vdots \\ \phi(t - t_{n-1}) \end{bmatrix} = \lambda\phi(t). \]
Setting \( t = t_j \) \((j = 0, \ldots, n - 1)\) in the above equation yields

\[
\frac{\omega}{n} \begin{bmatrix}
\tilde{G}(t_j, t_0) & G(t_j, t_1) & G(t_j, t_2) & \cdots & G(t_j, t_{n-1})
\end{bmatrix}
\begin{bmatrix}
\phi(t_j - t_0) \\
\phi(t_j - t_1) \\
\phi(t_j - t_2) \\
\vdots \\
\phi(t_j - t_{n-1})
\end{bmatrix} = \lambda \phi(t_j).
\]  

(126)

Again, by the periodicity of \( \phi(t) \), it follows that

\[
\phi(t_j - t_0) = \phi(t_j), \quad \phi(t_j - t_1) = \phi(t_{j-1}), \quad \ldots
\]

\[
\phi(t_j - t_1) = \phi(t_1), \quad \phi(t_j - t_j) = \phi(t_0), \quad \phi(t_j - t_{j+1}) = \phi(t_{n-1}),
\]

\[
\ldots \quad \phi(t_j - t_{n-2}) = \phi(t_{j+2}), \quad \phi(t_j - t_{n-1}) = \phi(t_{j+1}),
\]

and we can rearrange the terms in equation (126) to obtain

\[
\frac{\omega}{n} \begin{bmatrix}
G(t_j, t_j) & G(t_j, t_{j-1}) & \cdots & G(t_j, t_0) & \cdots & G(t_j, t_{j+2}) & G(t_j, t_{j+1})
\end{bmatrix}
\begin{bmatrix}
\phi(t_0) \\
\phi(t_1) \\
\vdots \\
\phi(t_j) \\
\vdots \\
\phi(t_{n-2}) \\
\phi(t_{n-1})
\end{bmatrix} = \lambda \phi(t_j).
\]  

(127)

Note that this equation holds for all \( j = 0, \ldots, n - 1 \), thus generating a matrix system.

The coefficient matrix, denoted by \( A \), is given by

\[
A = \begin{bmatrix}
\tilde{G}(t_0, t_0) & G(t_0, t_{n-1}) & \cdots & \cdots & G(t_0, t_2) & G(t_0, t_1) \\
G(t_1, t_1) & \tilde{G}(t_1, t_0) & \cdots & \cdots & G(t_1, t_3) & G(t_1, t_2) \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
G(t_j, t_j) & G(t_j, t_{j-1}) & \cdots & \tilde{G}(t_j, t_0) & \cdots & G(t_j, t_{j+2}) & G(t_j, t_{j+1}) \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
G(t_{n-2}, t_{n-2}) & G(t_{n-2}, t_{n-3}) & \cdots & \cdots & \tilde{G}(t_{n-2}, t_0) & G(t_{n-2}, t_{n-1}) \\
G(t_{n-1}, t_{n-1}) & G(t_{n-1}, t_{n-2}) & \cdots & \cdots & G(t_{n-1}, t_1) & \tilde{G}(t_{n-1}, t_0)
\end{bmatrix}.
\]  

(128)

Therefore, equation (127) can be put into a compact form,

\[
\frac{\omega}{n} A \tilde{\phi} = \lambda \tilde{\phi}
\]  

(129)
where $A$ is a matrix of dimension $(nm) \times (nm)$ and $\tilde{\phi}$ is a vector of dimension $(nm) \times 1$.

Hence, to find the basic reproduction number defined by $R_0 = \rho(L)$, it is equivalent to find the maximum $\lambda$ such that the matrix equation (129) is valid; i.e.,

$$R_0 \approx \frac{\omega}{n} \rho(A). \quad (130)$$

For the periodic cholera model (115) - (118), the evolution operator can be easily determined by solving the system of differential equations $dy/dt = -V(t)y$ with the condition $y(s) = I_{2 \times 2}$; thus,

$$Y(t, s) = \begin{bmatrix} e^{-(\gamma+b)(t-s)} & 0 \\ \tilde{Y}(t, s) & e \int_s^t \frac{\partial h}{\partial I}(r, 0, 0) dr \end{bmatrix}, \quad (131)$$

where

$$\tilde{Y}(t, s) = \left\{ \int_s^t e^{-\int_r^t \frac{\partial h}{\partial I}(r, 0, 0) dr} \frac{\partial h}{\partial I}(r, 0, 0) e^{-(\gamma+b)(r-s)} dr \right\} / e^{-\int_s^t \frac{\partial h}{\partial I}(s, 0, 0) ds}. \quad (132)$$

The next infection operator can be numerically evaluated by

$$(L\phi)(t) = \int_0^\infty Y(t, t-s)F(t-s)\phi(t-s)ds = \int_0^\infty G(t, s)\phi(t-s)ds, \quad (133)$$

where

$$G(t, s) \approx \sum_{k=0}^M Y(t, t-s-k\omega)F(t-s-k\omega)$$

$$\approx N \sum_{k=0}^M \begin{bmatrix} \frac{\partial F}{\partial I}(t-s-k\omega, 0, 0)e^{-(\gamma+b)(s+k\omega)} & \frac{\partial F}{\partial I}(t-s-k\omega, 0, 0)e^{-(\gamma+b)(s+k\omega)} \\ \frac{\partial \tilde{Y}}{\partial I}(t-s-k\omega, 0, 0)\tilde{Y}(t-t-s-k\omega) & \frac{\partial \tilde{Y}}{\partial I}(t-s-k\omega, 0, 0)\tilde{Y}(t-t-s-k\omega) \end{bmatrix} \quad (134)$$

for some $M > 0$ sufficiently large.

From the work of [64], we immediately obtain the following result regarding the local stability of the disease-free equilibrium.

**Theorem 16.** Let $R_0$ be defined as equation (122). The disease-free equilibrium of the system (115) - (118) is locally asymptotically stable if $R_0 < 1$, and unstable if $R_0 > 1$.
4.2 DISEASE EXTINCTION

We proceed to investigate the global stability of the disease-free equilibrium for our cholera model, which will also provide a condition for the extinction of the disease.

Consider the matrix function \( F(t) - V(t) \),

\[
F(t) - V(t) = \begin{bmatrix}
N \frac{\partial f}{\partial I}(t, 0, 0) - (\gamma + b) & N \frac{\partial f}{\partial B}(t, 0, 0) \\
\frac{\partial h}{\partial I}(t, 0, 0) & \frac{\partial h}{\partial B}(t, 0, 0)
\end{bmatrix}.
\]

(135)

It can be easily shown that the above matrix function is continuous, cooperative, irreducible and \( \omega \)-periodic. Let \( \Phi_{(F-V)(\omega)}(t) \) be the fundamental solution matrix of the linear ordinary differential system

\[
x' = [F(t) - V(t)]x,
\]

and \( \rho(\Phi_{(F-V)(\omega)}(\omega)) \) be the spectral radius of \( \Phi_{(F-V)(\omega)}(\omega) \).

From Lemma 2.1 in [71], we immediately obtain the following result,

**Lemma 17.** Let \( \mu = \frac{1}{\omega} \ln \rho(\Phi_{(F-V)(\omega)}(\omega)) \). Then there exists a positive \( \omega \)-periodic function \( v(t) \) such that \( e^{\mu t}v(t) \) is a solution to equation (136).

Now let us consider equations (116) and (118) from our cholera model. It can be easily obtained, using assumption (P-4), that

\[
\frac{dI}{dt} = S_f(t, I, B) - (\gamma + b)I \leq N \left[ I \frac{\partial f}{\partial I}(t, 0, 0) + B \frac{\partial f}{\partial B}(t, 0, 0) \right] - (\gamma + b)I,
\]

and

\[
\frac{dB}{dt} = h(t, I, B) \leq I \frac{\partial h}{\partial I}(t, 0, 0) + B \frac{\partial h}{\partial B}(t, 0, 0).
\]

That is,

\[
\frac{d}{dt} \begin{bmatrix} I \\ B \end{bmatrix} \leq [F(t) - V(t)] \begin{bmatrix} I \\ B \end{bmatrix}.
\]

(137)

Meanwhile, based on Lemma 17, there exists \( v(t) \) such that

\[
x(t) = (\tilde{I}(t), \tilde{B}(t)) = e^{\mu t}v(t)
\]

(138)

is a solution to equation (136), with \( \mu = \frac{1}{\omega} \ln \rho(\Phi_{(F-V)(\omega)}(\omega)) \). It follows from equations (136) and (137) that

\[
(I(t), B(t)) \leq (\tilde{I}(t), \tilde{B}(t))
\]

(139)
when $t$ is large. Theorem 2.2 in [66] (also presented in Appendix C as Theorem 2) states that $R_0 < 1$ if and only if $\rho(\Phi_{(\mathcal{E},\gamma)}(\omega)) < 1$. Therefore, $\mu < 0$. Then, given equation (138) and inequality (139), it is clear that

$$\lim_{t \to \infty} I(t) = 0, \quad \lim_{t \to \infty} B(t) = 0. \quad (140)$$

Next, we consider equation (117) from our model. For any $\epsilon > 0$, there exists $T > 0$ such that whenever $t > T$, it follows that

$$I < \frac{\epsilon}{\gamma} \quad \text{and} \quad \frac{dR}{dt} < \epsilon - bR.$$  

And hence, $R(t) < \epsilon/b$ for $t > T$. Since $\epsilon > 0$ was arbitrary, it is clear that

$$\lim_{t \to \infty} R(t) = 0. \quad (141)$$

Finally, since population $N = S + I + R$ is a constant, we have that

$$\lim_{t \to \infty} S(t) = N. \quad (142)$$

Hence, we have established the following result.

**Theorem 18.** If $R_0 < 1$, then the disease-free equilibrium of the model (115) - (118) is globally asymptotically stable, and $\lim_{t \to \infty} X(t) = X_0 = (N, 0, 0, 0)^T$ for any solution $X(t)$ of the system (115) - (118).

Theorem 18 shows that the disease will completely die out as long as $R_0 < 1$. This further implies that reducing and keeping $R_0$ below the unity would be sufficient to eradicate cholera infection even in a periodic environment. Similar result was established for the autonomous system in [65]; i.e., the cholera model with time-independent $f$ and $h$.

### 4.3 UNIFORM PERSISTENCE OF THE DISEASE

Now we consider the dynamics of the periodic model (115) - (118) when $R_0 > 1$. For ease of discussion, let us omit equation (117) from the system, since the total population is fixed such that $N = S + I + R$. Define

$$X = \mathbb{R}_+^3; \quad X_0 = \mathbb{R}_+ \times \text{Int}(\mathbb{R}_+^*) \times \text{Int}(\mathbb{R}_+); \quad \partial X_0 = X \setminus X_0.$$  

Let $P : X \to X$ be the Poincaré map associated with the model (115) - (118) such that $P(x_0) = u(\omega, x_0)$ for all $x_0 \in X$ where $u(t, x_0)$ denotes the unique solution of the system with $u(0, x_0) = x_0$.  

Definition 19. The solutions of the system (115) - (118) are said to be uniformly persistent if there exists some \( \eta > 0 \) such that

\[
\liminf_{t \to \infty} S(t) \geq \eta, \quad \liminf_{t \to \infty} I(t) \geq \eta, \quad \liminf_{t \to \infty} B(t) \geq \eta
\]

whenever \( S(0) > 0, I(0) > 0, \) and \( B(0) > 0 \).

A more general definition of uniform persistence can be found in [72]. We now state the following theorem, the proof of which is inspired by the work of [71].

Theorem 20. Let \( R_0 > 1 \) and let (P-1) - (P-6) hold. Then the solutions of the system (115) - (118) are uniformly persistent, and the system admits at least one positive \( \omega \)-periodic solution.

Proof. Set

\[
M_\eta = \{(S(0), I(0), B(0)) \in \partial X_0 : P^m(S(0), I(0), B(0)) \in \partial X_0, \ \forall m \geq 0\}.
\]

We first show that

\[
M_\eta = \{(S, 0, 0) : S \geq 0\}.
\]  \hspace{1cm} (143)

Clearly, \( M_\eta \supseteq \{(S, 0, 0) : S \geq 0\} \). Consider any initial values \( (S(0), I(0), B(0)) \in \partial X_0 \setminus \{(S, 0, 0) : S \geq 0\} \). If \( I(0) = 0 \) and \( B(0) > 0 \), then \( I'(0) > 0 \) by assumption (P-5). Similarly, if \( B(0) = 0 \) and \( I(0) > 0 \), then \( B'(0) > 0 \). Thus, it follows that \( (S(t), I(t), B(t)) \notin \partial X_0 \) for \( 0 < t << 1 \). This implies that \( M_\eta \subseteq \{(S, 0, 0) : S \geq 0\} \), and hence, we have (143).

Now, let us consider the fixed point \( M_0 = (N, 0, 0) \) and define \( W^S(M_0) = \{x_0 : P^m(x_0) \to M_0, m \to \infty\} \). We show that

\[
W^S(M_0) \cap X_0 = \emptyset.
\]  \hspace{1cm} (144)

Based on the continuity of solutions with respect to the initial conditions, for any \( \epsilon > 0 \), there exists \( \delta > 0 \) small enough such that for all \( (S(0), I(0), B(0)) \in X_0 \) with \( \|(S(0), I(0), B(0)) - M_0\| \leq \delta \), we have

\[
\|u(t, (S(0), I(0), B(0))) - u(t, M_0)\| < \epsilon, \quad \forall t \in [0, \omega].
\]  \hspace{1cm} (145)

We claim that

\[
\limsup_{m \to \infty} \|P^m(S(0), I(0), B(0)) - M_0\| \geq \delta, \quad \forall (S(0), I(0), B(0)) \in X_0.
\]  \hspace{1cm} (146)
Suppose by contradiction; that is, we suppose \( \limsup_{m \to \infty} \|P^m(S(0), I(0), B(0)) - M_0\| < \delta \) for some \((S(0), I(0), B(0)) \in X_0\). Without loss of generality, we assume that \( \|P^m(S(0), I(0), B(0)) - M_0\| < \delta, \forall m \geq 0 \). Thus,

\[
\|u(t, P^m(S(0), I(0), B(0))) - u(t, M_0)\| < \epsilon, \quad \forall t \in [0, \omega] \text{ and } m \geq 0. \tag{147}
\]

Moreover, for any \( t \geq 0 \), we can write \( t = t' + n\omega \), where \( t' \in [0, \omega) \) and \( n \) being the greatest integer less than or equal to \( t/\omega \). Then we obtain

\[
\|u(t, (S(0), I(0), B(0))) - u(t, M_0)\| = \|u(t', P^m(S(0), I(0), B(0))) - u(t', M_0)\| < \epsilon \tag{148}
\]

for any \( t \geq 0 \). Let \((S(t), I(t), B(t)) = u(t, (S(0), I(0), B(0)))\). It follows that \( N - \epsilon < S(t) < N + \epsilon, 0 < I(t) < \epsilon \) and \( 0 < B(t) < \epsilon \). Note again that \( \epsilon < \epsilon^* \). Then, based on assumptions (P-1) and (P-6), we have

\[
\frac{dI}{dt} \geq N \cdot I \cdot \frac{\partial f}{\partial I}(t, 0, 0) + N \cdot B \cdot \frac{\partial f}{\partial B}(t, 0, 0) - (\gamma + b)I
\]

\[
+ N \cdot \epsilon \cdot \frac{1}{2} I \cdot \frac{\partial^2 f}{\partial I^2}(t, 0, 0) + N \cdot \epsilon \cdot \frac{1}{2} B \cdot \frac{\partial^2 f}{\partial B^2}(t, 0, 0) - N \cdot \epsilon \cdot I \cdot \frac{\partial^2 f}{\partial I \partial B}(t, 0, 0)
\]

\[
- \epsilon \cdot I \cdot \frac{\partial f}{\partial I}(t, 0, 0) - \epsilon \cdot B \cdot \frac{\partial f}{\partial B}(t, 0, 0) - \epsilon \cdot \epsilon \cdot I \cdot \frac{\partial^2 f}{\partial I \partial B}(t, 0, 0),
\]

and

\[
\frac{dB}{dt} \geq I \cdot \frac{\partial h}{\partial I}(t, 0, 0) + B \cdot \frac{\partial h}{\partial B}(t, 0, 0)
\]

\[
+ \epsilon \cdot \frac{1}{2} I^2 \cdot \frac{\partial^2 h}{\partial I^2}(t, 0, 0) + \epsilon \cdot \frac{1}{2} B \cdot \frac{\partial^2 h}{\partial B^2}(t, 0, 0) - \epsilon \cdot I \cdot \frac{\partial^2 h}{\partial I \partial B}(t, 0, 0).
\]

Hence, we obtain

\[
\begin{bmatrix}
\frac{dI}{dt} \\
\frac{dB}{dt}
\end{bmatrix} \geq \begin{bmatrix}
F - V - \epsilon \cdot K \\
I
\end{bmatrix} \cdot \begin{bmatrix}
I \\
B
\end{bmatrix}, \tag{149}
\]

where \( F - V \) was given by equation (135) and

\[
-\epsilon \cdot K = \begin{bmatrix}
\frac{1}{2} N \frac{\partial^2 f}{\partial I^2}(t, 0, 0) - \frac{\partial f}{\partial I}(t, 0, 0) - (N + \epsilon) \frac{\partial^2 f}{\partial I \partial B}(t, 0, 0) & \frac{1}{2} N \frac{\partial^2 f}{\partial B^2}(t, 0, 0) - \frac{\partial f}{\partial B}(t, 0, 0) \\
\frac{1}{2} \frac{\partial^2 h}{\partial I^2}(t, 0, 0) - \frac{\partial^2 h}{\partial I \partial B}(t, 0, 0) & \frac{1}{2} \frac{\partial^2 h}{\partial B^2}(t, 0, 0)
\end{bmatrix}.
\tag{150}
\]
Again based on Theorem 2.2 in [66], \( R_0 > 1 \) if and only if \( \rho(\Phi_{F-V}(\omega)) > 1 \). Thus, for \( \epsilon > 0 \) small enough we have \( \rho(\Phi_{F-V-\epsilon,K}(\omega)) > 1 \). Using Lemma 17 and the comparison principle, we obtain
\[
\lim_{t \to \infty} I(t) = \infty \quad \text{and} \quad \lim_{t \to \infty} B(t) = \infty, \quad (151)
\]
which is a contradiction.

Hence, \( M_0 \) is acyclic in \( M_0 \), and \( P \) is uniformly persistent with respect to \((X_0, \partial X_0)\), which implies the uniform persistence of the solutions to the original system. Consequently, the Poincaré map \( P \) has a fixed point \((\bar{S}(0), \bar{I}(0), \bar{B}(0)) \in X_0\), and it can be easily seen that \( \bar{S}(0) \neq 0 \). Thus, \((\bar{S}(0), \bar{I}(0), \bar{B}(0)) \in \text{Int}(\mathbb{R}_+) \times \text{Int}(\mathbb{R}_+) \times \text{Int}(\mathbb{R}_+) \) and \((\bar{S}(t), \bar{I}(t), \bar{B}(t)) = u(t, (\bar{S}(0), \bar{I}(0), \bar{B}(0)))\) is a positive \( \omega \)-periodic solution of the system.

\[\Box\]

4.4 EXAMPLES AND NUMERICAL SIMULATIONS

We briefly discuss three different, and specific, cholera models in periodic environments. The models presented below are extended from work of Codeço [15], and more recently, of Mukandavire et al. [47] and Tien and Earn [62] (see Appendix A for the original models). We focus on simulating seasonal variations by incorporating periodic environment-to-human transmission rates and periodic rates of human contribution to the population of \textit{V. cholerae} in the aquatic environment. We study the epidemic and endemic cholera dynamics of a hypothetical community with \( N = 10,000 \) as the (normalized) total population, and compute the basic reproduction number \( R_0 \) for each model. Meanwhile, the time-averaged reproduction number \([R_0]\) can be easily calculated for each of these models, though it has been noted that \([R_0]\) may overestimate or underestimate the infection risk for a non-autonomous epidemiological system [66]. Thus, it is of our interest to compare the values of \( R_0 \) and \([R_0]\) for these models. Also, we conduct numerical simulation for each model with initial conditions \( B(0) = R(0) = 0, S(0) = N, \) and \( I(0) = 1 \); that is, one infected individual enters an entirely susceptible community. For easy comparison, we use the same parameter setting for all the three models, and these parameter values are based on the cholera data published on the recent Zimbabwe cholera outbreak [47,70]. We present typical infection curves for both scenarios, \( R_0 < 1 \) and \( R_0 > 1 \), demonstrating disease extinction and disease persistence. Finally, in presenting each of these
Table 2. Incidence functions and pathogen concentration functions

<table>
<thead>
<tr>
<th>Model</th>
<th>Incidence function f(t, I, B)</th>
<th>Pathogen concentration rate of change h(t, I, B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Codeço</td>
<td>(a(t)\lambda(B))</td>
<td>(e(t)I - \beta B)</td>
</tr>
<tr>
<td>Mukandavire et al.</td>
<td>(\beta_e(t) \frac{B}{K+B} - \beta h I)</td>
<td>(\xi(t)I - \delta B)</td>
</tr>
<tr>
<td>Tien and Earn</td>
<td>(b_w(t)W - b_I I)</td>
<td>(\alpha(t)I - \xi W)</td>
</tr>
</tbody>
</table>

models, we keep the same notations for variables and parameters from the original autonomous model. We will clarify the different notations among the three extended models when necessary.

4.4.1 THE MODEL OF CODEÇO

The original model in [15] is now modified as

\[
\begin{align*}
\frac{dS}{dt} &= n(H - S) - a(t)\lambda(B)S, \quad (152) \\
\frac{dI}{dt} &= a(t)\lambda(B)S - r I, \quad (153) \\
\frac{dB}{dt} &= e(t)I - \beta B, \quad (154)
\end{align*}
\]

which includes seasonal oscillations of the rate of exposure to contaminated water, \(a(t)\), and the rate of human contribution to the population of the pathogen, \(e(t)\), that are both periodic functions of time with a common period, \(\omega = 365\) days, or 1 year:

\[
a(t) = \bar{a} \left[ 1 + \bar{a} \sin \left( \frac{2\pi t}{365} \right) \right], \quad e(t) = \bar{e} \left[ 1 + \bar{e} \sin \left( \frac{2\pi t}{365} \right) \right]. \quad (155)
\]

The periodic contact rate \(a(t)\) simulates the seasonal variations in water quality whereas the periodic per capita excretion rate simulates the seasonal variations in per capita water contamination. Here \(\bar{a}\) (or \(\bar{e}\)) is the baseline value, or the time average, of \(a(t)\) (or \(e(t)\)), and \(\bar{a}\) (or \(\bar{e}\)) denotes the (relative) amplitude of the seasonal oscillation in \(a(t)\) (or \(e(t)\)). To ensure both rates to be positive, we require \(0 < \bar{a} < 1\) and \(0 < \bar{e} < 1\). In this model, \(H\) is the total population, \(\lambda(B) = B/(K+B)\) is the probability a susceptible person becomes infected with cholera, \(\beta = mb - nb\) represents the net
death rate of vibrios, and only the environment-to-human transmission pathway is considered. The incidence is \( f(t, I, B) = a(t) \lambda(B) \) and the pathogen function is \( h(t, I, B) = e(t) I - \beta B \). It is easily verified that the assumptions (P-1) - (P-6) hold for the system (152) - (154).

The disease-free equilibrium is given by

\[
X_0 = (S_0, I_0, B_0)^T = (H, 0, 0)^T. \tag{156}
\]

From the next generation matrices

\[
F(t) = \begin{bmatrix}
0 & \frac{a(t)H}{K} \\
0 & 0
\end{bmatrix}, \quad V(t) = \begin{bmatrix}
r & 0 \\
-e(t) & \beta
\end{bmatrix},
\]

it follows that basic reproduction number of the time-averaged autonomous system, based on (120), is given by

\[
\mathcal{R}_0 = \frac{H}{r} \left( \frac{\bar{a}}{K \bar{\beta}} \right) = \frac{H \bar{a} \bar{e}}{K r \bar{\beta}}. \tag{157}
\]

The evolution operator \( Y(t, s) \) is given by

\[
Y(t, s) = \begin{bmatrix}
e^{-r(t-s)} & 0 \\
\bar{Y}(t, s) & e^{-\beta(t-s)}
\end{bmatrix}
\]

where

\[
\bar{Y}(t, s) = e^{-r(t-s)} \bar{e} \left( \frac{1}{\beta - r} + \frac{2 \pi}{365} \left( \frac{\beta - r}{\beta} \right)^2 \right) \left( \left( \beta - r \right) \sin \left( \frac{2 \pi t}{365} \right) - \frac{2 \pi}{365} \cos \left( \frac{2 \pi t}{365} \right) \right),
\]

\[
- e^{-\beta(t-s)} \bar{e} \left( \frac{1}{\beta - r} + \frac{2 \pi}{365} \left( \frac{\beta - r}{\beta} \right)^2 \right) \left( \left( \beta - r \right) \sin \left( \frac{2 \pi s}{365} \right) - \frac{2 \pi}{365} \cos \left( \frac{2 \pi s}{365} \right) \right).
\]

Thus,

\[
G(t, s) = \sum_{k=0}^{\infty} Y(t, t - s - k \omega) F(t - s - k \omega)
\]

\[
\approx \frac{H \bar{a}}{K} \left( 1 + \bar{a} \sin \left( \frac{2 \pi (t - s)}{365} \right) \right) \sum_{k=0}^{M} \begin{bmatrix}
0 & e^{-r(s+k\omega)} \\
0 & \bar{Y}(t, t - s - k \omega)
\end{bmatrix}
\]

for some positive integer \( M \). To compute the basic reproduction number \( \mathcal{R}_0 \), the matrix \( A \) can be constructed by arranging the entries of \( G \) and the spectral radius of \( A \) can be numerically determined as described previously in Section 4.1. We have conducted numerical simulation to this model, and computed the reproductive
numbers $R_0$ and $[R_0]$, for various values of $a(t)$ and $e(t)$. For illustration, we focus on the variation of $a(t)$ here. In Figures 6 and 7, we vary $a$ and $\bar{a}$, respectively, while keeping the values of other parameters fixed. In Figure 6, we see that $R_0 = 1$ when $\bar{a} \approx 0.0625$ and $[R_0] = 1$ when $\bar{a} \approx 0.0667$. It is clear that the time-averaged basic reproduction number underestimates the infection risk. Meanwhile, in Figure 7, we see that $R_0 = 1$ when $\bar{a} \approx 0.8407$ and $[R_0] = 0.9$ for all $\bar{a}$, again showing the inaccuracy of using $[R_0]$ for infection prediction. In addition, Figure 8 shows a typical infection curve of this model when $R_0 < 1$, where we observe the disease quickly dies out and the disease-free equilibrium is asymptotically stable. In contrast, Figure 9 is a typical infection curve of this model when $R_0 > 1$, where the disease persists and there is a positive $\omega$-periodic solution.

4.4.2 THE MODEL OF MUKANDAVIRE ET AL.

We extend the original model in [47] to a periodic environment based on the
Figure 7. Plot of the periodic threshold of $\mathcal{R}_0$ for various $\bar{a}$. $\mathcal{R}_0 = 1$ when $\bar{a} \approx 0.8407$ and $[\mathcal{R}_0] = 0.90$ for all $\bar{a}$.

Figure 8. The model of Codeço: A typical infection curve when $\mathcal{R}_0 < 1$, with initial condition $I(0) = 1$. The solution quickly converges to the disease-free equilibrium with $I_0 = 0$. 
Figure 9. The model of Codeço: A typical infection curve when $R_0 > 1$, with initial condition $I(0) = 1$. A periodic solution with $\omega = 365$ days forms after a long transient period.

The following differential equations:

$$\frac{dS}{dt} = \mu N - \beta_e(t)S \frac{B}{\kappa + B} - \beta_h SI - \mu S, \quad (158)$$

$$\frac{dI}{dt} = \beta_e(t)S \frac{B}{\kappa + B} + \beta_h SI - (\gamma + \mu)I, \quad (159)$$

$$\frac{dB}{dt} = \xi(t)I - \delta B, \quad (160)$$

$$\frac{dR}{dt} = \gamma I - \mu R. \quad (161)$$

The two periodic functions are defined as

$$\beta_e(t) = \tilde{\beta}_e \left[ 1 + \tilde{\beta}_e \sin \left( \frac{2\pi t}{365} \right) \right], \quad \xi(t) = \tilde{\xi} \left[ 1 + \tilde{\xi} \sin \left( \frac{2\pi t}{365} \right) \right], \quad (162)$$

where $\beta_e(t)$ is the environment-to-human transmission rate and $\xi(t)$ is the rate of contribution to $V.\ cholerae$ in the aquatic environment. Though in different notations, $\beta_e(t)$ and $\xi(t)$ have the same meaning as $\alpha(t)$ and $e(t)$ in (155). The incidence is $f(t, I, B) = \beta_e(t) \frac{B}{\kappa + B} + \beta_h I$ and the rate of change for the bacterial concentration is $h(t, I, B) = \xi(t)I - \delta B$. Both environment-to-human and human-to-human transmission pathways are included in this model; in particular, the environment-to-human
transmission factor is based on a saturating form, which is the same as that in model (152) - (154), and the human-to-human transmission mode takes a bilinear form. It is clear that the assumptions (P-1) - (P-6) hold for the system (158) - (161) as long as \(0 < \tilde{\beta}_e < 1\) and \(0 < \tilde{\xi} < 1\).

The disease-free equilibrium is given by

\[ X_0 = (S_0, I_0, B_0, R_0)^T = (N, 0, 0, 0)^T. \]  

(163)

From the next generation matrices

\[
F(t) = \begin{bmatrix}
\beta_h N & \frac{\beta_e(t)N}{\kappa} \\
0 & 0
\end{bmatrix}, \quad V(t) = \begin{bmatrix}
\gamma + \mu & 0 \\
-\xi(t) & \delta
\end{bmatrix},
\]

it follows that the time-averaged basic reproduction is

\[
[R_0] = \frac{N}{\gamma + \mu} \left( \beta_h + \frac{\beta_e \tilde{\xi}}{\kappa} \right) = \frac{N}{\delta \kappa (\gamma + \mu)} (\kappa \delta \beta_h + \tilde{\xi} \tilde{\beta}_e).
\]

(164)

The evolution operator \(Y(t, s)\) is given by

\[
Y(t, s) = \begin{bmatrix}
\exp^{-((\gamma + \mu)(t-s))} & 0 \\
\tilde{Y}(t, s) & \exp^{-\delta(t-s)}
\end{bmatrix}
\]

where

\[
\tilde{Y}(t, s) = \exp^{-((\gamma + \mu)(t-s))} \tilde{\xi} \left[ \frac{1}{\delta - (\gamma + \mu)} \right.
\]

\[
\left. + \frac{\tilde{\xi}}{(2\pi)^2 + (\delta - (\gamma + \mu))^2} \left( (\delta - (\gamma + \mu)) \sin \left( \frac{2\pi s}{365} \right) - \frac{2\pi}{365} \cos \left( \frac{2\pi s}{365} \right) \right) \right].
\]

Thus,

\[
G(t, s) = \sum_{k=0}^{\infty} Y(t, t - s - k\omega) F(t - s - k\omega)
\approx N \sum_{k=0}^{M} \begin{bmatrix}
\beta_h \exp^{-((\gamma + \mu)(s+k\omega))} & \frac{\tilde{\beta}_e}{\kappa} \left( 1 + \tilde{\beta}_e \sin \left( \frac{2\pi(t-s)}{365} \right) \right) \exp^{-((\gamma + \mu)(s+k\omega))} \\
\beta_h \tilde{Y}(t, t - s - k\omega) & \frac{\tilde{\beta}_e}{\kappa} \left( 1 + \tilde{\beta}_e \sin \left( \frac{2\pi(t-s)}{365} \right) \right) \tilde{Y}(t, t - s - k\omega)
\end{bmatrix}.
\]

Using the function \(G(t, s)\), the matrix \(A\) can be constructed and its spectral radius can be computed. In Figures 10 and 11, we vary \(\tilde{\beta}_e\) and \(\tilde{\xi}\), respectively, while

Figure 10. Plot of the periodic threshold of $R_0$ for various $\tilde{\beta}_e$. $R_0 = 1$ when $\tilde{\beta}_e \approx 0.0321$ and $[R_0] = 1$ when $\hat{\beta}_e \approx 0.0334$.

keeping other parameters fixed. In Figure 10, we again observe that the curve of $[R_0]$ is below that of $R_0$, and we notice that $R_0 = 1$ when $\tilde{\beta}_e \approx 0.0321$. In Figure 11, we see that $R_0 = 1$ when $\tilde{\beta}_e \approx 0.05688$ and $[R_0] = 0.9797$ for all $\tilde{\beta}_e$. Note that $\tilde{\beta}_e$ and $\hat{\beta}_e$ correspond to $\bar{a}$ and $\bar{\bar{a}}$, respectively, in (155). Comparing the result in Figure 10 to that in Figure 6, we see that a lower value of the magnitude of the indirect transmission rate ($\tilde{\beta}_e \approx 0.0321$ versus $\bar{a} \approx 0.0625$) is needed to reach the threshold value $R_0 = 1$ for the current model, due to the incorporation of the direct transmission mode. Similarly, we observe that the values of $[R_0]$ in Figures 10 and 11 are lower than those in Figures 6 and 7 for the same value of the parameter. In addition, Figure 12 is an infection curve when $R_0 < 1$, and Figure 13 is an infection curve when $R_0 > 1$, for the current model. We observe similar patterns as in Figures 8 and 9. Figure 14 shows a zoomed-in picture for the periodic model of Mukandavire et al. where the periodic solution is highlighted and a period of $\omega = 365$ days (or 1 year) can be observed.
Figure 11. Plot of the periodic threshold of $R_0$ for various $\beta_c$. $R_0 = 1$ when $\beta_c \approx 0.5688$ and $[R_0] = 0.9797$ for all $\beta_c$.

Figure 12. The model of Mukandavire et al.: A typical infection curve when $R_0 < 1$, with initial condition $I(0) = 1$. The solution quickly converges to the disease-free equilibrium with $I_0 = 0$. 
Figure 13. The model of Mukandavire et al.: A typical infection curve when $R_0 > 1$, with initial condition $I(0) = 1$. A periodic solution with $\omega = 365$ days forms after a long transient period.

Figure 14. A typical infection curve for the model of Mukandavire et al. when $R_0 > 1$, with initial condition $I(0) = 1$ zoomed in.
4.4.3 THE MODEL OF TIEN AND EARN

The original model in [62], where the pathogen concentration is denoted $W$ instead of $B$, is extended to a periodic environment in the form of

$$
\frac{dS}{dt} = \mu N - b_W(t)WS - b_I SI - \mu S, \quad (165)
$$

$$
\frac{dI}{dt} = b_W(t)WS + b_I SI - (\gamma + \mu)I, \quad (166)
$$

$$
\frac{dW}{dt} = \alpha(t)I - \xi W, \quad (167)
$$

$$
\frac{dR}{dt} = \gamma I - \mu R, \quad (168)
$$

where

$$
b_W(t) = b_W \left[ 1 + b_W \sin \left( \frac{2\pi t}{365} \right) \right], \quad \alpha(t) = \tilde{\alpha} \left[ 1 + \tilde{\alpha} \sin \left( \frac{2\pi t}{365} \right) \right], \quad (169)
$$
denote the water-to-person transmission rate and the shedding rate from infected individuals into the water, respectively. Here the time-periodic parameters $b_W(t)$ and $\alpha(t)$ play the same role as $a(t)$ and $e(t)$ in model (152) - (154), or $\beta_e(t)$ and $\xi(t)$ in model (158) - (160). The incidence in the current model is $f(t, I, W) = b_W(t)W + I$ and the pathogen function is $h(t, I, W) = \alpha(t)I - \xi W$. The dual-transmission pathways are included in this model by using bilinear forms, however, no saturation effect was considered. It is straightforward to verify that the assumptions (P-1) - (P-6) hold for the system (165) - (168) given that $0 < b_W < 1$ and $0 < \tilde{\alpha} < 1$.

Clearly, the disease-free equilibrium is given by

$$
X_0 = (S_0, I_0, W_0, R_0)^T = (N, 0, 0, 0)^T. \quad (170)
$$

From the next generation matrices

$$
F(t) = \begin{bmatrix} N b_I & N b_W(t) \\ 0 & 0 \end{bmatrix}, \quad V(t) = \begin{bmatrix} \gamma + \mu & 0 \\ -\alpha(t) & \xi \end{bmatrix},
$$
it follows that

$$
[R_0] = \frac{N}{\gamma + \mu} \left( b_I + b_W \frac{\tilde{\alpha}}{\xi} \right) = \frac{N}{\xi(\gamma + \mu)} \left( \xi b_I + \tilde{\alpha} b_W \right). \quad (171)
$$

The evolution operator $Y(t, s)$ is given by

$$
Y(t, s) = \begin{bmatrix} e^{-(\gamma + \mu)(t-s)} & 0 \\ \tilde{Y}(t, s) & e^{-\xi(t-s)} \end{bmatrix},
$$
where

\[ Y(t, s) = e^{-(\gamma + \mu)(t-s)} \alpha \left[ \frac{1}{\xi - (\gamma + \mu)} + \frac{\tilde{\alpha}}{(\frac{2\pi}{365})^2 + (\xi - (\gamma + \mu))^2} \left( (\xi - (\gamma + \mu)) \sin \left( \frac{2\pi t}{365} \right) - \frac{2\pi}{365} \cos \left( \frac{2\pi t}{365} \right) \right) \right] - e^{-\xi(t-s)} \tilde{\alpha} \left[ \frac{1}{\xi - (\gamma + \mu)} + \frac{\tilde{\alpha}}{(\frac{2\pi}{365})^2 + (\xi - (\gamma + \mu))^2} \left( (\xi - (\gamma + \mu)) \sin \left( \frac{2\pi s}{365} \right) - \frac{2\pi}{365} \cos \left( \frac{2\pi s}{365} \right) \right) \right]. \]

Thus,

\[ G(t, s) = \sum_{k=0}^{\infty} Y(t, t-s-k\omega) F(t-s-k\omega) \approx N \sum_{k=0}^{M} \left[ \frac{b_{f} e^{-(\gamma + \mu)(s+k\omega)}}{b_{f} Y(t, t-s-k\omega)} \frac{b_{w} \left( 1 + b_{w} \sin \left( \frac{2\pi(t-s)}{365} \right) \right) e^{-(\gamma + \mu)(s+k\omega)}}{b_{w} \left( 1 + b_{w} \sin \left( \frac{2\pi(t-s)}{365} \right) \right) Y(t, t-s-k\omega)} \right]. \]

We have conducted similar numerical simulations as before and calculated the two reproduction numbers. In presenting the results of \( R_0 \), we could, in principle, vary \( b_{w} \) while keeping other parameters fixed. However, due to the bilinear form of the indirect transmission mode employed in the current model, the meaningful values of \( b_{w} \) are several magnitudes smaller than those of \( a \) in equation (155), or \( \beta_{c} \) in equation (162), making it impossible to compare the result with the other two models. Thus, we have chosen to only present the result of \( R_0 \) (and \( [R_0] \)) versus \( b_{w} \) in Figure 15. We see that \( R_0 = 1 \) when \( b_{w} \approx 0.3706 \) and \( [R_0] = 0.9872 \) for all \( b_{w} \). The result shows similar pattern to that in Figure 11 as both models include dual transmission pathways. Figure 16 displays an infection curve when \( R_0 < 1 \) for the current model, and Figure 18 shows an infection curve when \( R_0 > 1 \).

Finally, from Figures 8, 12 and 16, as expected, we see that when \( R_0 < 1 \), the infected population \( I \) quickly decreases to zero and stays there forever (for example, see Figure 17 for the long term behavior of the periodic model of Tien and Earn), showing that the disease dies out in each model. Indeed, similar patterns were observed for various initial conditions (not shown here), an evidence that the disease-free equilibrium is globally asymptotically stable for each model. Figures 9, 13 and 18 illustrate typical infection curves for the three models when \( R_0 > 1 \). In this case, for each model, the disease persists and after a long, transient period, the infection approaches a positive \( \omega \)-periodic solution.
Figure 15. Plot of the periodic threshold of $\mathcal{R}_0$ for various $b_w$. $\mathcal{R}_0 = 1$ when $b_w \approx 0.3706$ and $[\mathcal{R}_0] = 0.9872$ for all $b_w$.

Figure 16. The model of Tien and Earn: A typical infection curve when $\mathcal{R}_0 < 1$, with initial condition $I(0) = 1$. The solution quickly converges to the disease-free equilibrium with $I_0 = 0$. 
Figure 17. The model of Tien and Earn: Long-term behavior of a typical infection curve when $R_0 < 1$, with initial condition $I(0) = 1$. The solution quickly converges to the disease-free equilibrium with $I_0 = 0$.

Figure 18. The model of Tien and Earn: A typical infection curve when $R_0 > 1$, with initial condition $I(0) = 1$. A periodic solution with $\omega = 365$ days forms after a long transient period.
4.5 MULTI-GROUP CHOLERA MODEL WITH SEASONALITY

Finally, we extend the generalized multi-group model in Chapter 3 to a periodic environment, thus, incorporating spatial and temporal heterogeneity. Therefore, we have the following dynamical system,

\[
\frac{dS_i}{dt} = bN_i - \sum_{j=1}^{n} S_i f_j(t, I_j, B_j) - bS_i ,
\]

\[
\frac{dI_i}{dt} = \sum_{j=1}^{n} S_i f_j(t, I_j, B_j) - (\gamma_i + b)I_i , \quad i = 1, \ldots, n
\]

\[
\frac{dR_i}{dt} = \gamma_i I_i - bR_i ,
\]

\[
\frac{dB_i}{dt} = h_i(t, I_i, B_i) .
\]

The functions \( f_i(t, I_i, B_i) \) and \( h_i(t, I_i, B_i) \) are both differentiable and periodic in time with a common period \( \omega \). Hence, we have

\[
f_i(t + \omega, I_i, B_i) = f_i(t, I_i, B_i) \quad \text{and} \quad h_i(t + \omega, I_i, B_i) = h_i(t, I_i, B_i).
\]

We assume (P-1) - (P-6) are satisfied for \( i = 1, \ldots, n \) and \( t \geq 0 \). It is clear that the disease-free equilibrium is given by

\[
X_0 = (S_1^0, I_1^0, B_1^0, \ldots, S_n^0, I_n^0, B_n^0) = (N_1, 0, 0, \ldots, N_n, 0, 0).
\]

For convenience, let

\[
\frac{\partial f_i}{\partial I_i}(t, 0, 0) \equiv p_i(t), \quad \frac{\partial f_i}{\partial B_i}(t, 0, 0) \equiv q_i(t),
\]

\[
\frac{\partial h_i}{\partial I_i}(t, 0, 0) \equiv r_i(t), \quad \frac{\partial h_i}{\partial B_i}(t, 0, 0) \equiv u_i(t),
\]

for \( i = 1, \ldots, n \). Then, the next generation matrices evaluated at the disease-free equilibrium, \( X_0 \), are given by

\[
F(t) = \begin{bmatrix}
N_1 p_1(t) & \cdots & N_1 p_n(t) & N_1 q_1(t) & \cdots & N_1 q_n(t) \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
N_n p_1(t) & \cdots & N_n p_n(t) & N_n q_1(t) & \cdots & N_n q_n(t) \\
0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & 0
\end{bmatrix}.
\]
It follows that the time-averaged basic reproduction number is given by

$$ [R_0] = \rho([F][V]^{-1}) = \sum_{i=1}^{n} \frac{N_i}{\gamma_i + b} \left\{ \left[ \frac{\partial f_i}{\partial I_i} \right] - \left[ \frac{\partial f_i}{\partial B_i} \right] \left[ \frac{\partial h_i}{\partial B_i} \right]^{-1} \left[ \frac{\partial h_i}{\partial I_i} \right] \right\}. \quad (177) $$

The evolution operator $Y(t, s)$ is given by

$$ Y(t, s) = \begin{bmatrix} E & 0 \\ J & U \end{bmatrix}, $$

where

$$ E = \begin{bmatrix} e^{-(\gamma_1 + b)(t-s)} & 0 & \cdots & 0 \\ 0 & e^{-(\gamma_2 + b)(t-s)} & 0 & \cdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & e^{-(\gamma_n + b)(t-s)} & 0 \end{bmatrix}, $$

$$ U = \begin{bmatrix} e^{\int_s^t u_1(\tau) d\tau} & 0 & \cdots & 0 \\ 0 & e^{\int_s^t u_2(\tau) d\tau} & 0 & \cdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & e^{\int_s^t u_n(\tau) d\tau} & 0 \end{bmatrix}, $$

and

$$ J = \begin{bmatrix} \tilde{Y}_1(t, s) & 0 & \cdots & 0 \\ 0 & \tilde{Y}_2(t, s) & 0 & \cdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & \tilde{Y}_n(t, s) \end{bmatrix}. $$
with
\[
\tilde{Y}_i(t, s) = \left\{ \int_s^t e^{-\int_s^r u_\epsilon(\tau)d\tau} G_i(\tau)e^{-(\gamma_i+b)(\tau-s)d\tau} d\tau \right\} / e^{-\int_s^t u_i(\tau)d\tau}.
\]

Thus,
\[
G(t, s) \approx \sum_{k=0}^{M} Y(t, t - s - k\omega) F(t - s - k\omega)
\]

where
\[
A_1 = \begin{bmatrix}
N_1 p_1 (t - s - k\omega)e^{(\gamma_1-b)(s+k\omega)} & \cdots & N_1 p_n (t - s - k\omega)e^{(\gamma_1-b)(s+k\omega)} \\
\vdots & \ddots & \vdots \\
N_n p_1 (t - s - k\omega)e^{(\gamma_n-b)(s+k\omega)} & \cdots & N_n p_n (t - s - k\omega)e^{(\gamma_n-b)(s+k\omega)}
\end{bmatrix},
\]

\[
A_2 = \begin{bmatrix}
N_1 q_1 (t - s - k\omega)e^{(\gamma_1-b)(s+k\omega)} & \cdots & N_1 q_n (t - s - k\omega)e^{(\gamma_1-b)(s+k\omega)} \\
\vdots & \ddots & \vdots \\
N_n q_1 (t - s - k\omega)e^{(\gamma_n-b)(s+k\omega)} & \cdots & N_n q_n (t - s - k\omega)e^{(\gamma_n-b)(s+k\omega)}
\end{bmatrix},
\]

\[
A_3 = \begin{bmatrix}
N_1 p_1 (t - s - k\omega) \tilde{Y}_1 (t, t - s - k\omega) & \cdots & N_1 p_n (t - s - k\omega) \tilde{Y}_1 (t, t - s - k\omega) \\
\vdots & \ddots & \vdots \\
N_n p_1 (t - s - k\omega) \tilde{Y}_n (t, t - s - k\omega) & \cdots & N_n p_n (t - s - k\omega) \tilde{Y}_n (t, t - s - k\omega)
\end{bmatrix},
\]

\[
A_4 = \begin{bmatrix}
N_1 q_1 (t - s - k\omega) \tilde{Y}_1 (t, t - s - k\omega) & \cdots & N_1 q_n (t - s - k\omega) \tilde{Y}_1 (t, t - s - k\omega) \\
\vdots & \ddots & \vdots \\
N_n q_1 (t - s - k\omega) \tilde{Y}_n (t, t - s - k\omega) & \cdots & N_n q_n (t - s - k\omega) \tilde{Y}_n (t, t - s - k\omega)
\end{bmatrix}.
\]

4.5.1 DISEASE EXTINCTION OF A PERIODIC MULTI-GROUP MODEL

We follow a similar argument of disease extinction as that seen in Section 4.2 for the general periodic model (115) - (118). First, consider the matrix function
\[
F(t) - V(t) = \begin{bmatrix}
C_1 & C_2 \\
C_3 & C_4
\end{bmatrix},
\]
where

\[
C_1 = \begin{bmatrix}
N_1p_1(t) - (\gamma_1 + b) & N_1p_2(t) & \cdots & N_1p_n(t) \\
N_2p_1(t) & N_2p_2(t) - (\gamma_2 + b) & \cdots & N_2p_n(t) \\
\vdots & \vdots & \ddots & \vdots \\
N_np_1(t) & \cdots & \cdots & N_np_n(t) - (\gamma_n + b)
\end{bmatrix};
\]

\[
C_2 = \begin{bmatrix}
N_1q_1(t) & \cdots & N_1q_n(t) \\
N_2q_1(t) & \cdots & N_2q_n(t) \\
\vdots & \ddots & \vdots \\
N_nq_1(t) & \cdots & N_nq_n(t)
\end{bmatrix};
\]

\[
C_3 = \begin{bmatrix}
r_1(t) & 0 & \cdots & 0 \\
0 & r_2(t) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & r_n(t)
\end{bmatrix}; \quad C_4 = \begin{bmatrix}
u_1(t) & 0 & \cdots & 0 \\
0 & u_2(t) & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & u_n(t)
\end{bmatrix}.
\]

Note that \( F(t) - V(t) \) is continuous, cooperative, irreducible and \( \omega \)-periodic. Using assumption (P-4), it follows that

\[
\frac{dI_i}{dt} = \sum_{j=1}^{n} S_{ij}f_j(I_j, B_j) - (\gamma_i + b)I_i \leq \sum_{j=1}^{n} N_i \{I_jp_j(t) + B_jq_j(t)\} - (\gamma_i + b)I_i, \quad (179)
\]

and

\[
\frac{dB_i}{dt} = h_i(t, I_i, B_i) \leq I_ir_i(t) + B_iu_i(t). \quad (180)
\]

Thus,

\[
\frac{d}{dt} \begin{bmatrix}
I_1 \\
\vdots \\
I_n \\
B_1 \\
\vdots \\
B_n
\end{bmatrix} \leq \begin{bmatrix}
F(t) - V(t)
\end{bmatrix} \begin{bmatrix}
I_1 \\
\vdots \\
I_n \\
B_1 \\
\vdots \\
B_n
\end{bmatrix}. \quad (181)
\]

Therefore, by a similar argument presented in Section 4.2, we obtain the following result.

**Theorem 21.** If \( R_0 < 1 \), then the disease-free equilibrium of the model (172) - (175) is globally asymptotically stable, and \( \lim_{t \to \infty} X(t) = X_0 = (N, 0, 0, 0)^T \) for any solution \( X(t) \) of the system (172) - (175).
4.5.2 Disease Persistence of a Periodic Multi-Group Model

Again, we take a similar approach to proving uniform persistence as the proof in Section 4.3. Let $\mathcal{R}_0 > 1$ and define

$$X = \mathbb{R}^{3n}; \quad X_0 = \mathbb{R}_+^n \times \text{Int}(\mathbb{R}_+^n) \times \text{Int}(\mathbb{R}_+^n); \quad \partial X_0 = X \setminus X_0.$$ 

Let $P : X \to X$ be the Poincaré map associated with the model (172) - (175) such that $P(x_0) = u(\omega, x_0)$ for all $x_0 \in X$, where $u(t, x_0)$ denotes the unique solution of the system with $u(0, x_0) = x_0$.

Let $S = (S_1, \ldots, S_n), I = (I_1, \ldots, I_n), B = (B_1, \ldots, B_n)$ and set

$$M_0 = \{(S(0), I(0), B(0)) \in \partial X_0 : P^m(S(t), I(t), B(t)) \in \partial X_0 \forall m \geq 0\}.$$ 

Consider the fixed point $M_0 = (N, 0, 0)$ where $N = (N_1, \ldots, N_n)$. And define $W^S(M_0) = \{x_0 : P^m(x_0) \to M_0, m \to \infty\}$. We show that

$$W^S(M_0) \cap X_0 = \emptyset.$$ 

Based on the continuity of solutions with respect to the initial conditions, for any $\epsilon > 0$, there exists $\delta > 0$ small enough such that for all $(S(0), I(0), B(0)) \in X_0$ with $\|P^m(S(t), I(t), B(t)) - M_0\| \leq \delta$, we have

$$\|u(t, (S(0), I(0), B(0))) - u(t, M_0)\| < \epsilon, \quad \forall t \in [0, \omega].$$

We make the claim that

$$\limsup_{m \to \infty} \|P^m(S(0), I(0), B(0)) - M_0\| \geq \delta, \quad \forall (S(0), I(0), B(0)) \in X_0.$$ 

Suppose by contradiction, that is, we suppose $\limsup_{m \to \infty} \|P^m(S(0), I(0), B(0)) - M_0\| < \delta$ for some $(S(0), I(0), B(0)) \in X_0$. Without loss of generality, we assume that $\|P^m(S(0), I(0), B(0)) - M_0\| < \delta, \forall m \geq 0$. Thus,

$$\|u(t, P^m(S(0), I(0), B(0))) - u(t, M_0)\| < \epsilon, \quad \forall t \in [0, \omega] \text{ and } m \geq 0.$$ 

Moreover, for any $t \geq 0$, we can write $t = t' + n\omega$, where $t' \in [0, \omega)$ and $n$ being the greatest integer less than or equal to $t/\omega$. Then we obtain

$$\|u(t, (S(0), I(0), B(0))) - u(t, M_0)\| = \|u(t', P^m(S(0), I(0), B(0))) - u(t', M_0)\| < \epsilon$$
for any $t \geq 0$. Let $(S(t), I(t), B(t)) = u(t, (S(0), I(0), B(0)))$. It follows that $N - \epsilon < S(t) < N + \epsilon$, $0 < I(t) < \epsilon$ and $0 < B(t) < \epsilon$, and thus,

\[ N_i - \epsilon < S_i(t) < N_i + \epsilon, \quad 0 < I_i(t) < \epsilon, \quad 0 < B_i(t) < \epsilon. \]

Again, note that $\epsilon < \epsilon^*$. Then, assuming (P-1) and (P-6), we have

\[
\frac{dI_i}{dt} = \sum_{j=1}^{n} S_i f_j(t, I_j, B_j) - (\gamma_i + b) I_i
\]

\[
\geq \sum_{j=1}^{n} (N_i - \epsilon) \cdot f_j(t, I_j, B_j) - (\gamma_i + b) I_i
\]

\[
\geq \sum_{j=1}^{n} (N_i - \epsilon) \left( f_j(t, 0, 0) + I_j \cdot \frac{\partial f_j}{\partial I_j}(t, 0, 0) + B_j \cdot \frac{\partial f_j}{\partial B_j}(t, 0, 0) + \frac{1}{2} I_j^2 \cdot \frac{\partial^2 f_j}{\partial I_j^2}(t, 0, 0) \right) - (\gamma_i + b) I_i
\]

\[
\geq \sum_{j=1}^{n} N_i \cdot \left( I_j \cdot \frac{\partial f_j}{\partial I_j}(t, 0, 0) + B_j \cdot \frac{\partial f_j}{\partial B_j}(t, 0, 0) \right) - (\gamma_i + b) I_i + \sum_{j=1}^{n} I_i \cdot \frac{\partial h_i}{\partial I_i}(t, 0, 0) + B_i \cdot \frac{\partial h_i}{\partial B_i}(t, 0, 0)
\]

\[
+ \epsilon \cdot \frac{1}{2} I_i \cdot \frac{\partial^2 h_i}{\partial I_i^2}(t, 0, 0) + \frac{1}{2} B_i \cdot \frac{\partial^2 h_i}{\partial B_i^2}(t, 0, 0) - \epsilon \cdot I_i \cdot \left| \frac{\partial^2 f_j}{\partial I_j \partial B_j}(t, 0, 0) \right|.
\]

and

\[
\frac{dB_i}{dt} = h_i(t, I_i, B_i)
\]

\[
\geq h_i(t, 0, 0) + I_i \cdot \frac{\partial h_i}{\partial I_i}(t, 0, 0) + B_i \cdot \frac{\partial h_i}{\partial B_i}(t, 0, 0)
\]

\[
+ \frac{1}{2} I_i^2 \cdot \frac{\partial^2 h_i}{\partial I_i^2}(t, 0, 0) + I_i \cdot B_i \cdot \frac{\partial^2 h_i}{\partial I_i \partial B_i}(t, 0, 0) + \frac{1}{2} B_i \cdot \frac{\partial^2 h_i}{\partial B_i^2}(t, 0, 0)
\]

\[
\geq I_i \cdot \frac{\partial h_i}{\partial I_i}(t, 0, 0) + B_i \cdot \frac{\partial h_i}{\partial B_i}(t, 0, 0)
\]

\[
+ \epsilon \cdot \frac{1}{2} I_i \cdot \frac{\partial^2 h_i}{\partial I_i^2}(t, 0, 0) + \frac{1}{2} B_i \cdot \frac{\partial^2 h_i}{\partial B_i^2}(t, 0, 0) - \epsilon \cdot I_i \cdot \left| \frac{\partial^2 h_i}{\partial I_i \partial B_i}(t, 0, 0) \right|.
\]

For further convenience, let

\[
\frac{\partial^2 f_i}{\partial I_i^2}(t, 0, 0) \equiv \hat{\rho}_i(t), \quad \frac{\partial^2 f_i}{\partial B_i^2}(t, 0, 0) \equiv \hat{\lambda}_i(t), \quad \frac{\partial^2 f_i}{\partial I_i \partial B_i}(t, 0, 0) \equiv \hat{\gamma}_i(t),
\]

\[
\frac{\partial^2 h_i}{\partial I_i^2}(t, 0, 0) \equiv \hat{\tau}_i(t), \quad \frac{\partial^2 h_i}{\partial B_i^2}(t, 0, 0) \equiv \hat{\mu}_i(t), \quad \frac{\partial^2 h_i}{\partial I_i \partial B_i}(t, 0, 0) \equiv \hat{\zeta}_i(t),
\]
for $i = 1, \ldots, n$. Thus,

$$\frac{dI_i}{dt} \leq \sum_{j=1}^{n} N_i \cdot (I_j \cdot p_j(t) + B_j \cdot q_j(t)) - (\gamma_i + b)I_i + \sum_{j=1}^{n} N_i \cdot \left( \epsilon \cdot \frac{1}{2} I_j \cdot \hat{p}_j(t) + \epsilon \cdot \frac{1}{2} B_j \cdot \hat{q}_j(t) - \epsilon \cdot I_j \cdot \hat{f}_j(t) \right),$$

and

$$\frac{dB_i}{dt} \leq I_i \cdot r_i(t) + B_i \cdot u_i(t) + \epsilon \cdot \frac{1}{2} I_i \cdot \hat{r}_i(t) + \epsilon \cdot \frac{1}{2} B_i \cdot \hat{u}_i(t) - \epsilon \cdot I_i \cdot \hat{h}_i(t).$$

Hence, we obtain

$$\begin{bmatrix}
\frac{dI_1}{dt} \\
\vdots \\
\frac{dI_n}{dt} \\
\frac{dB_1}{dt} \\
\vdots \\
\frac{dB_n}{dt}
\end{bmatrix} \leq \begin{bmatrix}
F - V - \epsilon \cdot K
\end{bmatrix} \cdot \begin{bmatrix}
I_1 \\
\vdots \\
I_n \\
B_1 \\
\vdots \\
B_n
\end{bmatrix},$$

where $F - V$ was given by equation (178) and

$$-\epsilon \cdot K = \epsilon \cdot \begin{bmatrix}
D_1 & D_2 \\
D_3 & D_4
\end{bmatrix},$$

where

$$D_1 = \begin{bmatrix}
\frac{1}{2} N_1 \hat{p}_1(t) - p_1(t) - (N_1 + \epsilon) |\hat{f}_1(t)| & \cdots & \frac{1}{2} N_1 \hat{p}_n(t) - p_n(t) - (N_1 + \epsilon) |\hat{f}_n(t)| \\
\vdots & \ddots & \vdots \\
\frac{1}{2} N_n \hat{p}_1(t) - p_1(t) - (N_n + \epsilon) |\hat{f}_1(t)| & \cdots & \frac{1}{2} N_n \hat{p}_n(t) - p_n(t) - (N_n + \epsilon) |\hat{f}_n(t)|
\end{bmatrix};$$

$$D_2 = \begin{bmatrix}
\frac{1}{2} N_1 \hat{q}_1(t) - q_1(t) & \cdots & \frac{1}{2} N_1 \hat{q}_n(t) - q_n(t) \\
\vdots & \ddots & \vdots \\
\frac{1}{2} N_n \hat{q}_1(t) - q_1(t) & \cdots & \frac{1}{2} N_n \hat{q}_n(t) - q_n(t)
\end{bmatrix};$$

$$D_3 = \begin{bmatrix}
\frac{1}{2} \hat{r}_1(t) - |\hat{h}_1(t)| & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{1}{2} \hat{r}_n(t) - |\hat{h}_n(t)|
\end{bmatrix};$$

$$D_4 = \begin{bmatrix}
\frac{1}{2} \hat{u}_1(t) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{1}{2} \hat{u}_n(t)
\end{bmatrix}.$$
Again based on Theorem 2.2 in [66] (also presented in Appendix C as Theorem 2), \( R_0 > 1 \) if and only if \( \rho(\Phi_{F-V}(\omega)) > 1 \). Thus, for \( \epsilon > 0 \) small enough we have \( \rho(\Phi_{F-V-\epsilon,K}(\omega)) > 1 \). Using Lemma 17 and the comparison principle, we immediately obtain

\[
\lim_{t \to \infty} I_i(t) = \infty \quad \text{and} \quad \lim_{t \to \infty} B_i(t) = \infty, \quad i = 1, \ldots, n, \tag{183}
\]

which is a contradiction.

Therefore, \( M_0 \) is acyclic in \( M_0 \), and \( P \) is uniformly persistent with respect to \((X_0, \partial X_0)\), which implies the uniform persistence of the solutions to the original system. Consequently, the Poincaré map \( P \) has a fixed point \((\hat{S}(0), \hat{I}(0), \hat{B}(0)) \in X_0\), and it can be easily seen that \( \hat{S}(0) \neq 0 \). Thus, \((\hat{S}(0), \hat{I}(0), \hat{B}(0)) \in \text{Int}(\mathbb{R}_+) \times \text{Int}(\mathbb{R}_+) \times \text{Int}(\mathbb{R}_+) \) and \((\hat{S}(t), \hat{I}(t), \hat{B}(t)) = u(t, (\hat{S}(0), \hat{I}(0), \hat{B}(0))) \) is a positive \( \omega \)-periodic solution of the system. Hence, we have established the following result.

**Theorem 22.** Let \( R_0 > 1 \) and let \((P-1) - (P-6)\) hold. Then the solutions of the system (172) - (175) are uniformly persistent, and the system admits at least one positive \( \omega \)-periodic solution.

We have presented a general non-autonomous cholera model in a periodic environment. Seasonally variational factors have been incorporated into the incidence function \( f \) and the pathogen function \( h \). Using the next infection operator introduced in [66], we have derived and computed the basic reproduction number \( R_0 \) of our periodic cholera model, and have conducted a careful analysis on the epidemic and endemic dynamics. Our results have established \( R_0 \) as a sharp threshold for cholera dynamics in periodic environments; i.e., disease completely dies out if \( R_0 < 1 \) and uniformly persists if \( R_0 > 1 \). The general analysis is demonstrated through three specific cholera models, and numerical simulation results are consistent with analytical predictions. We have also extended the generalized multi-group model to a periodic environment. More detailed analysis of this multi-group periodic model will be completed in the near future.

The complication of cholera modeling lies in that, on top of the multiple transmission pathways that involve both environment-to-human (or, indirect) and human-to-human (or, direct) routes, disease dynamics are also subject to strong seasonal variation. Thus, many different factors, ranging from ecological, environmental, societal, and climatic, need to be considered in constructing a more accurate mathematical model. We have incorporated periodicity into the general incidence and pathogen
functions in our model, in order to represent these various seasonal oscillations in a generic manner. Although in the three specific examples presented in Section 4.4 we have focused on two periodic parameters (i.e., the rates of human-environment contact and human contribution to environmental vibrios) for the purposes of demonstration and easy comparison, one can easily incorporate periodicity into other model parameters, depending on the context of the modeling. In addition, similar analysis can be conducted to other cholera models (e.g., [28]), and the framework can be extended to model other water-borne infectious diseases, such as dysentery, typhoid fever, and campylobacteriosis.
CHAPTER 5

CONCLUSIONS AND FUTURE WORK

Cholera is currently in its seventh pandemic and remains a growing public health problem in different parts of the world, with outbreaks showing complex patterns, partly explained with genetic changes in the organisms [49, 55]. Despite the available knowledge on its prevention and treatment, the disease is emerging as one of the leading cause of mortality in developing countries. Successful control and eradication of the disease requires good understanding of the biological, epidemiological and environmental factors shaping these outbreaks. Infectious disease modeling helps us to understand the mechanisms influencing disease transmission dynamics. To that end, we have presented and analyzed three different cholera mathematical models: an autonomous model with added public health control measures, a general multi-group model incorporating spatial heterogeneity and a periodic model incorporating seasonal variations.

First, we modified an autonomous cholera model in a homogeneous environment to include three public health interventions (vaccination, medical treatment, and water sanitation) in an effort to better understand the effects of different control strategies. We explicitly determined the new basic reproduction number and conducted a stability analysis of the disease-free and endemic equilibria for the system with the added controls. The addition of these three control measures reduces $R_0$, and hence, reduces the risk of infection. However, a cholera epidemic could still occur if the control measures are not strong enough to reduce $R_0$ to below one. Consequently, $R_0$ remains a significant epidemic threshold (if $R_0 < 1$, then the disease will be eradicated, but if $R_0 > 1$, then the disease will persist and spread) and effective control of cholera remains a critical and complex problem to solve.

Next, we proposed a general multi-group model to study the effects of spatial heterogeneity and dispersal on cholera transmission via direct and indirect pathways. This model incorporated a general formulation for the incidence and pathogen concentration in each group. By design, this framework allows for variation of the risk of infection and concentration of toxigenic vibrios in the aquatic environment between
different regions, and hence unifies many existing multi-group cholera models. Under biologically reasonable conditions, the basic reproduction number $\mathcal{R}_0$ continues to be a sharp threshold for cholera dynamics in multiple groups. In fact, the basic reproduction number $\mathcal{R}_0$ is the sum of the individual reproduction numbers from all of the $n$ groups. The individual reproduction numbers consist of a contribution from the direct transmission and a contribution from the indirect transmission within each group, implying that the two modes of transmission can independently or jointly start an epidemic, first within the group and then potentially spread into other groups. Therefore, we now can more accurately model cholera dynamics and the implementation and effects of specific control measures in various spatial regions where infection risks are high, toxigenic vibrios are prevalent, accessibility is restricted, or provisions are not readily available or in dire need. Additionally, we conducted a stability analysis of the disease-free and endemic equilibria. We presented a two-group cholera model to verify our analysis.

Finally, we proposed a generalized cholera model in a time-periodic environment. The force of infection and pathogen concentration in the aquatic environment are considered as periodic functions to illustrate seasonal and climatic patterns. We derived the basic reproduction number using the next infection operator and established $\mathcal{R}_0$ as a sharp threshold for cholera dynamics in periodic environments; when $\mathcal{R}_0 < 1$, the disease dies out, and when $\mathcal{R}_0 > 1$, the disease persists. Further, we conducted a careful analysis on the epidemic and endemic dynamics. We validated our analysis through numerical simulation of three different cholera models with time-periodic incidence and pathogen concentration functions. Specifically, we studied periodic variations of contact rate with contaminated water and a periodic rate of human contribution to the pathogenic concentration. These factors allowed us to simulate the seasonal variations in water quality and the aquatic reservoir due to climatic occurrences such as monsoons, floods, droughts and water temperature changes. Thus, the significant contribution of this general non-autonomous cholera model in a periodic environment is that it provides a basic framework for the consideration of many different temporal environmental factors in an effort to more accurately model the complex cholera dynamics which are subject to seasonal oscillations.

Furthermore, we have extended the generalized multi-group model to a periodic setting. That is, we have constructed a model that incorporates seasonality as well
as spatial heterogeneity to more realistically describe cholera dynamics. In the future, we hope to conduct a more detailed study of this non-autonomous model with spatial heterogeneity. To that end, this research illustrates some weaknesses in the proposed generalized models. While the multi-group and periodic models provide a basic framework for autonomous and non-autonomous infectious waterborne disease models, respectively, the multi-group model omits seasonal factors which are significant in endemic regions. On the other hand, the periodic model does not consider movement and interaction between various spatial regions and their impact on cholera dynamics; i.e., the entire population being studied must exist under the same conditions in the same environment which is not realistic. Hence, a non-autonomous model that incorporates spatial heterogeneity would provide significant insight into and a better representation of the complex cholera dynamics.

In addition to a more thorough study of a multi-group periodic cholera model, we hope to have a better comprehension of the ecology of cholera vibrios and, thus, can describe the dynamics of the toxigenic vibrios in the aquatic reservoir more realistically. Since *V. cholerae* can survive for long periods of time in water, we wish to improve our understanding of this autochtonous growth of vibrios and include this behavior into a cholera model. Another attribute of *V. cholerae* is that it can assume a viable, but non-culturable form \[68\] which complicates the modeling and understanding of cholera dynamics. Thus, in the future, we aim to expand our knowledge and comprehension on more complex cholera epidemiological models. We are currently studying and analyzing cholera dynamics through a PDE cholera model that includes diffusion coefficients to incorporate spatial heterogeneity and a cholera model that incorporates bacterial growth and possible Allee effects.
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APPENDIX A

SOME CHOLERA MODELS IN HOMOGENEOUS SETTINGS

We briefly present four autonomous mathematical cholera models in homogeneous environments for reference.

A.1 CODEÇO’S MODEL

In 2001, Codeço [15] proposed the following mathematical cholera model:

\[
\begin{align*}
\frac{dS}{dt} &= n(H - S) - a\lambda(B)S, \\
\frac{dI}{dt} &= a\lambda(B)S - rI, \\
\frac{dB}{dt} &= B(nb - mb) + eI.
\end{align*}
\]

(A1)

(A2)

(A3)

In this model, \( H \) represents the total human population and \( n \) is the human birth and death rate. The incidence is given by \( a\lambda(B) = a\frac{B}{B+K} \) where \( a \) is the rate of exposure to contaminated water and \( K \) is the concentration of \( V. \) cholerae in water that yields 50% chance of catching cholera, also known as the half saturation rate. The parameter \( r = n + \gamma \) where \( \gamma \) is the rate at which people recover from cholera and the parameter \( e \) is the contribution of each infected person to the population of \( V. \) cholerae in the aquatic environment. Finally, \( nb \) and \( mb \) are the growth rate and loss rate, respectively, of \( V. \) cholerae in the aquatic environment.

A.2 MODEL OF MUKANDAVIRE ET AL

Mukandavire et al. [47] proposed the following system of differential equations
describing cholera dynamics in 2011,

\[
\begin{align*}
\frac{dS}{dt} &= \mu N - \beta_e S \frac{B}{\kappa + B} - \beta_h SI - \mu S, \quad (A4) \\
\frac{dI}{dt} &= \beta_e S \frac{B}{\kappa + B} + \beta_h SI - (\gamma + \mu)I, \quad (A5) \\
\frac{dR}{dt} &= \gamma I - \mu R, \quad (A6) \\
\frac{dB}{dt} &= \xi I - \delta B. \quad (A7)
\end{align*}
\]

In this model, \( N \) represents the total human population and \( \mu \) is the natural human birth and death rate. The incidence is given by \( \beta_e \frac{B}{\kappa + B} + \beta_h I \) where \( \beta_e \) and \( \beta_h \) denote environment-to-human transmission and human-to-human transmission, respectively. Further, \( \kappa \) corresponds to \( K \), \( \gamma \) corresponds to \( r \), \( \xi \) corresponds to \( e \), and \( \delta \) corresponds to \( mb - nb \) in the model of Codego.

### A.3 Tien and Earn's Model

Tien and Earn [62] proposed the following compartmental ODE model in 2010,

\[
\begin{align*}
\frac{dS}{dt} &= \mu N - b_w WS - b_I SI - \mu S, \quad (A8) \\
\frac{dI}{dt} &= b_w WS + b_I SI - \gamma I - \mu I, \quad (A9) \\
\frac{dW}{dt} &= \alpha I - \xi W, \quad (A10) \\
\frac{dR}{dt} &= \gamma I - \mu R. \quad (A11)
\end{align*}
\]

The pathogen concentration is denoted by \( W \) instead of \( B \). Parameters \( b_w \) and \( b_I \) represent the transmission rate for water-to-person and person-to-person contact, respectively. Also, \( \alpha \) corresponds to \( e \), and \( \xi \) corresponds to \( mb - nb \) in the model of Codego. We note that this model is similar to that of Mukandavire et al., but no saturation effect was considered.

### A.4 Wang and Liao's Model

In 2012, Wang and Liao [65] proposed the following generalized cholera model in
a homogeneous setting:

\[
\begin{align*}
\frac{dS}{dt} &= bN - Sf(I, B) - bS, \\
\frac{dI}{dt} &= Sf(I, B) - (\gamma + b)I, \\
\frac{dR}{dt} &= \gamma I - bR, \\
\frac{dB}{dt} &= h(I, B)
\end{align*}
\]

(A12) \quad (A13) \quad (A14) \quad (A15)

where \( f(I, B) \) is the incidence function which determines the rate of new infection, and the function \( h(I, B) \) describes the rate of change for the pathogen in the environment. In this model, \( b \) represents the human birth and death rate.
We briefly review the background of the graph theoretical approach in [58] to construct a Lyapunov function to assist in proving global stability of the endemic equilibrium. Let \((G, A)\) be a weighted digraph where \(G\) has \(n\) vertices and \(A = [a_{ij}] \geq 0\) is the \(n \times n\) weight matrix. If the directed arc \((j, i)\) exists, then the entry \(a_{ij}\) is equal to the weight of the arc, otherwise \(a_{ij} = 0\). A digraph \(G\) is strongly connected if for any pair of distinct vertices \(i, j\), there exists a directed path from \(i\) to \(j\) (and also from \(j\) to \(i\)) [58]. A weighted digraph \((G, A)\) is strongly connected if and only if the weight matrix \(A\) is irreducible [6].

Let \(T_i\) be the set of all spanning trees of \((G, A)\) that are rooted at vertex \(i\). For \(T \in T_i\), the weight of \(T\), denoted by \(w(T)\), is the product of weights on all arcs of \(T\). Let
\[
C_i = \sum_{T \in T_i} w(T), \quad i = 1, \ldots, n. \tag{B1}
\]
Then \(C_i \geq 0\), and for any family of functions \(H_i(z)_{i=1}^{n}\) with \(z = (z_1, \ldots, z_m)^T \in \mathbb{R}^m\), the following holds
\[
\sum_{i,j=1}^{n} c_{i}a_{ij}H_i(z) = \sum_{i,j=1}^{n} c_{i}a_{ij}H_j(z).
\]
In particular, if \((G, A)\) is strongly connected (i.e., \(A\) is irreducible), then \(c_i > 0\) for \(i = 1, \ldots, n\).

Then, we have the following result for construction of Lyapunov functions for infectious disease models.

**Theorem 1.** [58] Let \(U\) be an open set in \(\mathbb{R}^m\). Let
\[
z_k' = f_k(z_1, z_2, \ldots, z_m), \quad k = 1, 2, \ldots, m, \tag{B2}
\]
be a differential equation system with \(z = (z_1, z_2, \ldots, z_m) \in U\). Suppose that the following assumptions are satisfied:
(i) There exist functions $D_i : U \to \mathbb{R}$, $G_{ij} : U \to \mathbb{R}$ and constants $a_{ij} \geq 0$ such that for every $1 \leq i \leq n$, $D'_i = D'_i|_{(B2)} \leq \sum_{j=1}^{n} a_{ij} G_{ij}(z)$ for $z \in U$.

(ii) For $A = [a_{ij}]$, each directed cycle $C$ of $(G, A)$ has $\sum_{(s,r) \in \epsilon(C)} G_{rs} \leq 0$ for $z \in U$, where $\epsilon(C)$ denotes the arc set of the directed cycle $C$.

Then, the function $D(z) = \sum_{i=1}^{n} c_i D_i(z)$, with constants $c_i \geq 0$ as given in equation (B1), satisfies $D' = D'|_{(B2)} \leq 0$; that is, $D$ is a Lyapunov function for the system (B2).
APPENDIX C

BASIC REPRODUCTION NUMBER FOR EPIDEMIC MODELS IN PERIODIC ENVIRONMENTS

We briefly review the work in [66] below. Following the setup for autonomous epidemic models [64] (also briefly reviewed in Section 2.1), consider an epidemiological model represented by the non-autonomous system

\[
\frac{dx_i}{dt} = f_i(t, x) = F_i(t, x) - V_i(t, x) \quad i = 1, \ldots, n
\]

where \( F_i(t, x) \) denotes the rate of appearance of new infections in the \( i \)th compartment, and \( V_i(t, x) \) denotes the rate of transfer of individuals into or out of the \( i \)th compartment. Both \( F_i(t, x) \) and \( V_i(t, x) \) are \( \omega \)-periodic in \( t \) for some \( \omega > 0 \). Let \( x_1, x_2, \ldots, x_m \) denote the infected compartments, and \( x_{m+1}, x_{m+2}, \ldots, x_n \) denote the uninfected compartments. Define \( X_S \) to be the set of all disease-free states:

\[
X_S = \{ x \geq 0 \mid x_i = 0, 1 \leq i \leq m \}. 
\]

In addition, assume that system (C1) has a disease-free periodic solution \( x^0(t) = (0, \ldots, 0, x^0_{m+1}(t), \ldots, x^0_n(t))^T \) and define

\[
M(t) = \left( \frac{\partial f_i(t, x^0(t))}{\partial x_j} \right)_{m+1 \leq i, j \leq n}. 
\]

Let \( \Phi_M(t) \) denote the monodromy matrix of the \( \omega \)-periodic system \( dz/dt = M(t)z \).

It is further assumed that \( x^0(t) \) is linearly asymptotically stable in the disease-free subspace \( X_S \); i.e.,

\[
\rho(\Phi_M(\omega)) < 1 \quad (C2)
\]

where \( \rho(\Phi_M(\omega)) \) is the spectral radius of \( \Phi_M(\omega) \).

It follows that

\[
D_x F(t, x^0(t)) = \begin{pmatrix} F(t) & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad D_x V(t, x^0(t)) = \begin{pmatrix} V(t) & 0 \\ J(t) & -M(t) \end{pmatrix}
\]
where $F(t)$ is a non-negative matrix and $-V(t)$ is a cooperative matrix defined by

$$\begin{align*}
F(t) &= \left( \frac{\partial F_i(t, x^0(t))}{\partial x_j} \right)_{1 \leq i, j \leq m}, \\
V(t) &= \left( \frac{\partial V_i(t, x^0(t))}{\partial x_j} \right)_{1 \leq i, j \leq m}
\end{align*}$$

respectively.

Further, let $Y(t, s), t \geq s$, be the evolution operator of the linear $\omega$-periodic system

$$\frac{dy}{dt} = -V(t)y.$$ (C3)

Now assume that $\phi(s)$ is $\omega$-periodic and is the initial distribution of infectious individuals. Define the linear operator $L : C_\omega \to C_\omega$ where $C_\omega$ is the ordered Banach space of all $\omega$-periodic functions from $\mathbb{R}$ to $\mathbb{R}^m$ equipped with the maximum norm $\| \cdot \|_\infty$ and the positive cone $C_\omega^+ = \{ \phi \in C_\omega : \phi(t) \geq 0, \forall t \in \mathbb{R} \}$ by

$$(L\phi)(t) = \int_0^\infty Y(t, t-s)F(t-s)\phi(t-s)ds, \quad \forall t \in \mathbb{R}. \quad (C4)$$

This $L$ is referred to as the next infection operator, and the basic reproduction number is defined as the spectral radius of $L$, i.e.,

$$\mathcal{R}_0 = \rho(L). \quad (C5)$$

The following theorem is established to characterize $\mathcal{R}_0$.

**Theorem 1.** Consider the linear $\omega$-periodic equation

$$\frac{dw}{dt} = \left( -V(t) + \frac{1}{\lambda} F(t) \right) w, \quad t \in \mathbb{R}, \ w \in \mathbb{R}^n, \ \lambda \in (0, \infty).$$

Let $W(t, s, \lambda), t \geq s, s \in \mathbb{R}$ be the evolution operator of this system on $\mathbb{R}^m$. Then the following statements are valid:

(i) If $\rho(W(\omega, 0, \lambda)) = 1$ has a positive solution $\lambda_0$, then $\lambda_0$ is an eigenvalue of $L$, and hence $\mathcal{R}_0 > 0$.

(ii) If $\mathcal{R}_0 > 0$, then $\lambda = \mathcal{R}_0$ is the unique solution of $\rho(W(\omega, 0, \lambda)) = 1$.

(iii) $\mathcal{R}_0 = 0$ if and only if $\rho(W(\omega, 0, \lambda)) < 1$ for all $\lambda > 0$.

On the other hand, based on the assumption (C2) and the observation

$$D_xf(t, x^0(t)) = \begin{pmatrix}
F(t) - V(t) & 0 \\
-J(t) & M(t)
\end{pmatrix},$$

one obtains the result below.
Theorem 2. The following statements are valid:

(i) $R_0 = 1$ if and only if $\rho(\Phi_{F-V}(\omega)) = 1$.

(ii) $R_0 > 1$ if and only if $\rho(\Phi_{F-V}(\omega)) > 1$.

(iii) $R_0 < 1$ if and only if $\rho(\Phi_{F-V}(\omega)) < 1$.

Thus, $x^0(t)$ is asymptotically stable if $R_0 < 1$, and unstable if $R_0 > 1$. 
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