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the beam angular divergence of

5(t) «  0.011 eV x V i .  (118)

8.2 U N C E R T A IN T IE S  A F F E C T IN G  T H E  S L O P E  O F T H E  
F O R W A R D  P E A K  B  

8.2.1 B A C K G R O U N D S

The origins of the backgrounds in this experiments are related to  several sources 
such as beam-gas interactions, particles th a t originate from the beam halo or inelastic 
events. If these events are not excluded from the analysis sample, they may affect 
the extracted nuclear slope B  value. In order to  prevent this from happening, the 
co-linearity condition was used during the da ta  selection procedure. The x 2 analysis 
removes a large portion of non-elastic events (see Chapter 5.1.11).

Additionally, during the estimate of the i-ranges used for fitting of the extracted 
elastic i-distributions, regions of low-£ were avoided due to  the presence of so called 
“hot spots” or in other words, regions highly populated with events th a t originated 
from the beam halo.

8.2.2 U N C E R T A IN T IE S  IN  T H E  F IT T IN G  P A R A M E T E R S : p A N D  atot

The least squares fit for the nuclear slope param eter B  uses nominal values for 
p and atot. Our estimates of uncertainties related to variations in these parameters 
are found to  be ^  =  16 (c2/G eV 2) and =  —.016 (c2/G eV 2)/m b, respectively. 
Consequently, changes in p and atot of about 10% results in negligible changes in 
slope parameter B.

8.2.3 U N C E R T A IN T IE S  R E L A T E D  T O  T R IG G E R IN G  L O G IC  (T A C )

The largest contribution to  the uncertainty of the slope parameter B  comes from 
the trigger timing cut-off. Understanding of TAC logic mechanism is of importance 
for the slope extraction. The TAC cut-off, or in other words, decrease in triggering 

efficiency, biases our experimental da ta  and consequently our nuclear slope parameter 
B  [12],
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RHIC clock  input to  QT

QT gate

QT gate 
start

signal de,ay

QT gate width
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com m on sto p

(Delayed RHIC clock  input)

current source

TAC

time

(a) Example of a leading edge PMT signals with respect to 
the QT gate start [12].

RHIC clock  input to  QT

QT gate

QT gate 
| start

signal delay

QT gate width

threshold

com m on stoi

(Delayed RHIC clock input)

current source

TAC  
=  p e d e s t a l

time

(b) Example of a trailing edge (early arrival) PMT signals 
with respect to the QT gate start [12].

FIG. 56. Working principle of the QT and TAC electronics. Images curtesy of R. 

Sikora [12].
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The triggering system is described in Chapter 3. It consisted of one scintillator, 
two photomultiplier tubes and Q T and TAC boards [12], for controlling our trigger 
logic settings. Figs. 56(a) and 56(b) illustrate timing settings during “pp2pp at 
STAR” Run9. The general idea behind the trigger setup is following:

1. QT gate is started by RHIC clock input.

2. PM T signal arrival and check whether the signal is above threshold.

3 .  D  flip-flop device checks for the timing of arrival of the PMT signal i.e. whether 
the signal was on the leading or the trailing edge.

4. If the PM T signal was on the leading edge, discriminator fires and current 
source starts charging a  capacitor.

5. Collected charge is converted into TAC value.

A very im portant property of the triggering mechanism is that even though PM T 
signals are “level triggered” they go through a “D flip-flop” device which passes them  
through only if the triggering point lays on their leading edge. Thus, in the case of an 
early arrival of the PM T signals with respect to the gate starts, even at the moment 

of the gate openings and even if they were above the set threshold, the source would 
not fire and charge a capacitor and TAC will be assigned the pedestal value (see 
Fig. 56(b)).

Due to  early PM T signal arrivals with respect to  the gate starts, i.e. early 
collisions or shifted vertex etc., certain fraction of events were not triggered and 
were, therefore, lost which decreased detection/tracking efficiency of our Roman pot 
system.

Fig. 57 shows one example of the typical TAC signal distributions for the two 
PMTs of one Roman pot detector package. The TAC trigger levels setup in 
RHIC Run9 are presented in Chapter 5.1.9. Pre-set TAC ranges in Run9 were 

100 < T A C y  <  1700 and A D C  >  5 for ether of the PMTs of one Roman pot 
detector package. All the events th a t fall into this range were accepted. However, 
one can observe “cut-offs” in the distribution at the levels above T A C y  >  1200 and 
a portion of events in which first of the PM Ts had appropriate trigger levels and the 

second did not (events on Fig. 57 with T A C y  < 100).



FIG. 57. TAC values from the two PMTs of one Roman pot package.

As previously described events th a t had early PM T signals were autom atically 
assigned pedestal values (TACy <  100) and if this happened for both  PM Ts, these 

events were lost. This loss will have direct impact on the detecting efficiency and 
hence our reconstructed ^distributions and nuclear parameter B.

£ 0.6

0.005 0.01 0.015 0.02 0.025 0.03 0.03
t[(GeV/cfl

FIG. 58. TAC efficiency for one Roman po t package (preliminary). Image curtesy of 
R. Sikora, [12].
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A qualitative study of this effect was performed [12]. This study is based on a 

GEANT4 Monte Carlo simulation of the Roman pot triggering system. An early 
estimate on trigger efficiencies related to TAC “cut-offs” show th a t low-t ranges are 
more influenced by this effect, Fig. 58.

A quantitative estimate of the uncertainty in nuclear parameter slope B  from 
this study and in the fitting ranges according to  Table 15 is about 10%. However, 
from Fig. 58, [12] it is clear th a t this uncertainty in B  will not be symmetric. It 
is estimated th a t the nuclear parameter slope B  is less likely to take smaller values 
from what is presented in Eq. (119).

8 .2 .4  U N C E R T A IN T Y  R E L A T E D  T O  £ -D E P E N D E N T  C U T S  O N  p

An independent analysis of the data  was performed using different selections of 
hits and elastic events. In particular, a ^-dependent cut on p  was applied, which 
allowed an increase in the t  range and the number of accepted elastic events. This 

systematical effect is tightly related to the TAC trigger inefficiency. Thus, selecting 
wider ip cuts changes the B  slope values. Obtained parameter slope values from both  
analyses agree within systematical TAC trigger errors.

8.3 T H E  E V A L U A T IO N  O F  T H E  S Y S T E M A T IC  U N C E R T A IN T IE S  
O F T H E  S L O P E  P A R A M E T E R  B  B A S E D  O N  M O N T E  C A R L O  
S IM U L A T IO N S

The evaluation of the systematic errors due to the uncertainty in beam emittance, 
vertex positions and spread, beam transport m atrix elements, and incoming beam 
angles was based on Monte Carlo simulations. These simulations used the geometry 

of the experimental setup and efficiency of the detectors as an input. The largest 
source for the systematic error was the uncertainty of the initial colliding beam angles.

In order to estimate systematic uncertainties from this largest single source, upper 
limits on the initial beam angles obtained from the data were used and the possible 
shift of the ^-distribution scale was studied. The horizontal component of a  possible 
initial angle has a negligible effect on the t-distribution, while the vertical component 

leads to an uncertainty in the absolute value of t  for the reconstructed protons. This 
resulted in an uncertainty on the fitted slope parameter of about 1.5% which agrees 
within statistical errors.

The Monte Carlo simulation used for the estimate of systematic errors due to
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above effects follows these steps:

1. G eneration:

•  R andom  generation  o f  t ,  ip values togeth er  w ith  v ertex  p osition  

and its  spread, z0 and aZo values. The four momentum transfer 
squared |t| was generated from both uniform and also form distributions 

determined by the equation for the differential elastic cross-section (see 
Eq. (34)) with p, atot and B  parameters fixed to the expected values 
obtained from extrapolation of all available experimental data. Simulated 
|i| range was between 0.001 GeV2/c 2 and 0.04 GeV2/c 2. The ip angle was 
generated as a uniform random distribution of numbers between 0 and 2ir. 
Vertex positions z0 and <r2o were generated as normal distributions with 
requirement to match experimental vertex shifts and spread.

•  C alculating scattering angles from generated  t and p  
distributions and sm earing o f calcu lated  angle values using th e  

angular beam  d ivergence value from  R H IC  R un9. Angular beam 
divergences were varied by changing eminence values between tx <  e  < 
157T.

<70(e)-angular beam dvergence,

0" -  =  v/ H / p 2 ,

9IP =  atan(tan#cos</?) +  Gauss(0 , 00 (e))

9yP =  atan(tan#sin</?) +  G auss(0,00 (e))

•  A ddition  o f crossing angles, calcu lating “generated” xo and y0 
beam  shifts.

0*S(to t) =  0xj(scattering) +  ° E tw  (crossing)
x f n =  zq ■ t a n ^ F(tot)

y len =  z0 ■ t a x i d y  (tot)

•  R ecalculation  o f transport m atrix  elem ents based  on  vertex  zo 
positions.

a 12 =  a  12 +  z 0  ■ a n

« 1 4  =  ^ 14  +  Z q ■ a i 3

O32 =  U32 +  z0 • a3i



122

& 3 4  —  a 34  +  Z q • 0,$$

•  “P ropagation” o f scatterin g  angles and p osition s to  th e  R om an  

p ot d etectio n  poin t w hile checking Q ^'w  ̂ and Q ^ ’w  ̂ acceptances.

■ X R P  ' X q

dRP e IPX

y RP
—  T M 9en1 IV1(W;E)/ (H;V)

X

yo
r—

... 1

i A p .

2. R econstruction:

•  A dditional sm earing o f  reconstructed  positions at th e  d etectio n  
point to  sim ulate uncerta inty  o f  d etected  p artic le  p osition s.
A xrp  and AyRp are kicker and alignment corrections and a RP *s the 
position uncertainty. This detected position uncertainty was determined 
from the experiment and was set to be about 400/xm while kicker and 
alignment corrections were set as in the experiment.

x 'r p  = x RP + Gauss (A x RP, a RP)

Vrp  =  VRP +  Gauss (At/hp, a RP)

•  C alculation o f scatterin g  angles at th e  IP  using recon stru ction  
T M  coefficients: A x-y, B x-y, Cx-y, Dx;y. Scattering angles at the IP were 
reconstructed using the equations below and generated crossing angles 
were subtracted. Transport m atrix coefficients were calculated by the 

use of slightly changed transport matrices to  simulate the uncertainties 
in transport m atrix elements. The difference was 1% in leading terms. 

Furthermore, an uncertainty in (xq£C, y jec) was introduced to  incorporate 
any scattering angle miscalculation th a t may have occurred due to  the 

lack of knowledge of the beam positions at the IP in the reconstruction 
procedure.

&iP(rec) =  A x ■ x'RP + B x • y'RP + Cx • x r0ec +  Dx ■ yr0ec 

6yP(rec) = A y ■ y'RP +  By • x 'RP +  Cy ■ yr0ec + Dy ■ x r0ec

3. U ncertainties estim ates: The uncertainties of individual effects such as the 

beam emittance, vertex positions and spread, beam transport m atrix elements, 
and incoming beam angles or any of their combinations are estim ated in the

t-space by plotting A t / t gen vs. tgen, where A t =  trec — tgen. As previously
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described, the resulting uncertainty of all effects above and in the range of t 
given in Table 15, was estimated to  be of the order of up to 1.5% which is 
illustrated on Fig. 59.

WratedtĜ /C2]

FIG. 59. Resulting uncertainty due to the  uncertainty in beam emittance, vertex 
positions and spread, beam transport m atrix elements, and incoming beam  angles.

The total systematic error was calculated by adding in quadrature all the above 

described systematic errors. As previously described, the m ajor contributions 
to  overall uncertainty of this work are due to triggering logic and the choice of

i-dependent ranges of the selected elastic data sample. Total systematic and to tal 
(syst. +  stat.) errors are presented in Chapter 9.
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SUMMARY AND CONCLUSIONS

We present here the measurement of the slope parameter B  in forward 
proton-proton elastic scattering obtained by the “Physics W ith Tagged Forward 
Protons At STAR” , formerly known as the upp2pp a t STAR” experiment at the 
Relativistic Heavy Ion Collider (RHIC) in the squared four-momentum transfer range 
0.006 < \t\ < 0.02 GeV2/c 2 a t =  200 GeV/c.

The upp2pp a t STAR” experiment is designed to measure polarized pp elastic 
scattering and diffractive dissociation a t RHIC in the squared four-momentum 
transfer range 4 x 10~4 <  |£| <  1.3 GeV2/c 2 and 50 <  <  500 GeV/c. The
measurements of elastic scattering in the non-perturbative regime of QCD at RHIC 
allows us to  probe the exchanged mediators of the  force, the Pomeron and its odd 
C-parity partner, the Odderon. This experiment addresses one of the main unsolved 
problems in particle physics: long range QCD and confinement.

The slope parameter B  in the squared four-momentum transfer range |£| <  
0.05 GeV2/c 2 is sensitive to  the exchange process and its -v/5-dependence allows us to 
distinguish among various QCD based models of hadronic interactions. Furthermore, 
observation of the B  slope param eter in pp collisions at the  RHIC energies will allow 
comparison with some interesting features of B  observed in the case of pp elastic 
scattering. It is of interest to see the B  behavior in the RHIC energy range and 

compare the values of B  for the cases of pp and pp elastic scattering. This interest is 
due to the fact th a t \t\ distributions of the pp and pp elastic scattering become less 

steep as |£| increases from 0.02 to  0.20 GeV2/c 2 which was not observed a t higher 
energies.

At RHIC the two protons collide at six interaction regions. Since the elastic 
scattering angles are very small, scattered protons stay within the beam pipes of 
the accelerator. Their trajectories are determined by the accelerator “optics” until 

they reach the detectors which measure their positions. The coordinates of proton 
positions are related to the scattering angles a t the IP  by the beam transport 

equations, Eqs. (95). The optimum condition for this experiment is to  minimize 
the dependence of the measured coordinates on the unknown collision vertex which
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is called “parallel to point focusing” . By tuning the accelerator optics, this desired 
condition is achieved, which simplifies Eqs. (95).

The data presented here were recorded during several days of app2pp a t STAR” 

Run9 (run of 2009). The squared four-momentum transfer range was 0.006 <  |t| <  
0.02 GeV2/c 2 a t \ fs  =  200 GeV/c.

The identification of recorded elastic events was based on a co-linearity condition 
and thus, it required simultaneous detection of two eo-linear protons on either side of 
the interaction point. To achieve this, the use of co-linear Roman pot detectors was 
needed. Roman pots are cylindrical vessels carrying four silicon micro-strip detectors. 
They can be inserted inside beam pipes without disturbing the accelerator vacuum 
allowing four silicon detectors to  be positioned very close to  the proton beam orbits. 
The layout and description of our detector system is shown in Chapter 3.

In the time span of the upp2pp a t STAR” Run9 about 30 million elastic triggers 
were recorded. To reduce the contam ination of the elastic event sample w ith tracks 
from background particles we applied a  range of selection criteria which reduced the 
event sample, leaving about 22 million elastic events. For each event the squared 
four-momentum t and azimuth <p were calculated and then averaged. A restriction 

of the <p range and the d N /d t  distribution corrections using Monte Caxlo methods 
led to a uniform geometric acceptance in a  limited i-range. The determ ination of the 
slope parameter B  is confined to  the t  regions given in Table 15.

Least squares fits were performed to  the distributions of Figs. 51 to  55 using 

Eq. (106) with B  and a normalization constant as free parameters. Since the to tal 
cross section atot and p parameters have not been measured in this study, we have 

used values from fits to the existing pp and pp data. We used a tot =  51.6 mb [9] and 
p =  0.13 [10], which agree with the predictions from other models [87], [86], [88] and 

[89].
We report our measurement of the nuclear slope parameter B  obtained from 

the RHIC Run9 in the squared four-momentum transfer range 0.006 <  |t| <
0.02 GeV2/c 2 a t y/s =  200 GeV/c to be:

B  = 14.0 db 0.2 (stat.) + 1 '4 (G eV /c)-2. (119)
V -0 .2  (syst.) V ' ’ K ’

This result is presented in Fig. 60 together with the first slope param eter result 
reported by the “pp2pp” collaboration in 2004 [13] and the  world da ta  on elastic pp 
and pp scattering.
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FIG. 60. Nuclear slope parameter B  for this experiment (red triangle) compared 
to  the world pp and pp data  set. The asymmetric error displayed for our result 
includes both statistical and systematic uncertainties, which have been computed by 

a quadrature sum. The open square represents the “pp2pp” result from 2004 [13].

Evaluation of the systematic errors due to the vertex positions and spread, 
uncertainty in beam emittance, beam transport m atrix elements, and incoming 
beam angles was based on Monte Carlo simulations (see Chapter 8). The major 
contributions to the overall uncertainty of this work are due to the timing of PM T 

signals [12] and the choice of a ^-dependent tp range of the selected elastic data  
sample and the uncertainty of the initial colliding beam angles. The to tal systematic 

uncertainty was calculated by a quadrature sum of all the above systematic errors. 
Total systematic and total (syst. +  stat.) errors are presented in Fig. 60.
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TABLE 17. Systematic errors in I?-nuclear slope param eter (SB) due to  systematic 

uncertainties in beam emittance (Se), vertex position and spread (Sxq, Syo, S zq  and 
SaZQ), beam transport m atrix elements (SLe/ / ), beam crossing angles (S9^oss), and 

timing of PM T signals (STAC p m t )• The to tal system atic experimental uncertainty 
has been computed by a  quadrature sum.

SB c2
GeV'-i

Se
Sxo, Syo
Szo, Soz0 ± 0 .2

SLeff
XfllP
u u cross.

STACpm t ±1.4

Total Syst.
±1.4
- 0 .2

The “Physics W ith Tagged Forward Protons At STAR” experiment is entering 
its Phase-11* (* - initial stage of the upp2pp a t STAR” Phase-II). In this new 
experimental phase wider kinematic coverage is expected to be achieved. The new, 
redesigned vertically oriented Roman pot detectors will be mounted each at 15.2 
m and 17.3 m which will allow high luminosity sampling, clean trigger and tight 
constraint in exclusivity of the event and parallel running with other experiments 

of the STAR detector with collaboration. Some of the  physics processes to  be 
covered with Phase-II* are spin dependent elastic processes up to  the “dip” region, 

central exclusive diffraction (double Pomeron exchange), polarized 3He ±  p and other 
processes.
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