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Can oysters *Crassostrea virginica* develop resistance to dermo disease in the field: The impediment posed by climate cycles
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ABSTRACT

Populations of eastern oysters, *Crassostrea virginica*, are commonly limited by mortality from dermo disease. Little development of resistance to *Perkinsus marinus*, the dermo pathogen, has occurred, despite the high mortality rates and frequency of epizootics. Can the tendency of the parasite to exhibit cyclic epizootics limit the oyster’s response to the disease despite the presence of alleles apparently conferring disease resistance? We utilize a gene-based population dynamics model to simulate the development of disease resistance in *Crassostrea virginica* populations exposed to cyclic mortality encompassing periodicities expected of dermo disease over the geographic range at which epizootics have been observed. Cyclic disease reduces the incremental rate of development of disease resistance profoundly, primarily as a consequence of a reduction in the time-integrated population mortality rate, which will be about half the cycle’s apogean rate. Cyclicity enhances host survival for more susceptible genotypes at cycle nadir. Moreover, alleles conferring disease resistance typically are rare in the naïve population. Cyclicity permits these rare alleles to drift and most often, that drift is towards lower frequencies because fewer animals carrying these alleles predestines a lower probability of their successful dissemination during sweepstakes reproduction at cycle nadir. Variations in population dynamics, such as differences in abundance, fecundity at size, and in the number of individuals successfully producing recruits varied the outcome little. The large number of loci contributing to disease resistance, the cyclic nature of the exposure relieving the population in predictable time units from selection pressure, and the tendency for conditions that might enhance development of disease resistance such as rapid growth to be counterbalanced by multiple yearly spawnings, hamper the rapid development of disease resistance. Unfortunately, epizootic mortality rates at cycle apogee, twice that observed at cycle nadir or prior to onset of disease, are consequential from the standpoint of population sustainability, but much less consequential for driving selection towards disease resistance. The periodicity of dermo epizootics may doom oyster populations to an extended period of low abundance, during which disease resistance slowly improves; bit by bit limiting the depredations of the disease.
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1. Introduction

In the modern age, the abundance of eastern oysters, *Crassostrea virginica*, is commonly limited by mortality produced by disease (Andrews, 1988; Fegley et al., 2003; Powell et al., 2009c). Resistance to MSX disease (causative agent *Haplosporidium nelsoni*) has developed in a number of populations (Ford and Haskin, 1982; Ford, 1988; Burreson, 1991; Ford and Tripp, 1996; Carnegie and Burreson, 2011), but the development of resistance to dermo disease (causative agent *Perkinsus marinus*) would appear much more muted (Ford et al., 1999; Encomio et al., 2005; Brown et al., 2005a,b), despite the high mortality rates and frequency of epizootics (e.g., Soniat and Gauthier, 1989; Crosby and Roberts, 1990; Powell et al., 1996; Burreson and Ragone Calvo, 1996; Volety et al., 2000; Ragone Calvo et al., 2001). Powell et al. (2011a) considered whether aspects of the host’s genetics in concert with its population dynamics might limit the population’s development of disease resistance despite the apparent opportunity afforded by individuals with alleles conferring disease resistance or tolerance. They found that resistance to dermo disease in simulated populations increased over time with increases more or less in proportion to the increment in mortality rate imposed by the disease. However, the simulations revealed that a significant population response occurs even at its most precipitate rate on decadal to vicennial time scales. As the mortality rate declines with increasing disease resistance, the rate of improvement in disease resistance commensurately diminishes. Thus, disease resistance develops over decadal time scales at a 30% per year increment in mortality rate to 40% from the pre-disease level of 10%, but when mortality rate declines to 25% per year, a 15% increment, the rate of development of disease resistance falls to half-century time scales. Notwithstanding what at first glance seems to be an abysmally slow response, the rate of development of resistance predicted by Powell et al. (2011a) is sufficiently fast that oysters with increased resistance to dermo disease should have been observed in regions where dermo has been monitored for long periods of time. This includes the Gulf of Mexico, Chesapeake Bay, and Delaware Bay (Wilson et al., 1990; Andrews, 1996; Ford, 1996; Ray, 1996; Cook et al., 1998; Ragone Calvo et al., 2001). Powell et al. (2011a) provide tantalizing data suggestive of a modicum of response over two decades in Delaware Bay, but the time series is still too short for verification and the degree of response is still limited in comparison to what might be anticipated from the increased mortality accompanying the disease (Powell et al., 2008).

One of the salient characteristics of dermo disease is the tendency for epizootics to follow climate cycles. In the Gulf of Mexico, the El Niño-Southern Oscillation generates an approximately four-year cycle in precipitation with a resultant salinity cycle of the

---

4. Hereafter, we apply the term ‘disease resistance’ to both disease resistance and tolerance (e.g., Schneider and Ayres, 2008), recognizing them to be indistinguishable in their effect on population dynamics, as inferred from presently available time-series data.

5. Throughout, the term ‘mortality rate’ applies to the fraction dying per year. Values given are not true rates; rather, they are equivalent to \(1 - e^{-mt}\) in the equation \(N_t = N_0 e^{-mt}\) with \(m\) in units of yr\(^{-1}\) and \(t = 1\) yr.
same period (Douglas and Englehart, 1981; Kahya and Dracup, 1993; Schmidt and Luther, 2002; Tolan, 2007). Prevalence and infection intensity of *P. marinus*, the agent of dermo disease, declines at low salinity (Andrews, 1988; Soniat, 1985; Powell *et al.*, 1996) and, consequently, infection intensity follows a four-year cycle in the Gulf of Mexico (Powell *et al.*, 1992; Soniat *et al.*, 2006, 2009). Transmission is sufficiently fast that a delay in population response due to transmission is limited if present at all (Hofmann *et al.*, 1995; Kim and Powell, 1998; Soniat *et al.*, 2006). In the northeast, the North Atlantic Oscillation (NAO) contains an 8-year signal. This signal is primarily manifested as a cycle in winter temperature (Hurrell and van Loon, 1997; Notaro *et al.*, 2006), an important determinant of the dynamics of dermo disease (Quick and Mackin, 1971; Powell *et al.*, 1996; Cook *et al.*, 1998; Ford and Smolowitz, 2007). Consequently, a cycle of approximately eight years is typically present in the dynamics of dermo disease in the northeast (Powell *et al.*, 2008, 2009a; Soniat *et al.*, 2009; Bushek *et al.*, this issue).

Climate cycles may affect species population dynamics in a multitude of ways, from population abundance (e.g., Mullin, 1995; Tunberg and Nelson, 1998; Attrill and Power, 2002; Thatje *et al.*, 2008) to recruitment (Dawe *et al.*, 2000) to contaminant body burden (Wilson *et al.*, 1992; Kim *et al.*, 1999) to parasite prevalence (e.g., Mouritsen and Poulin, 2002; Oliva *et al.*, 2008). In some cases the interaction of disease with host population dynamics is inherently cyclic (Elderd *et al.*, 2008), but in the marine world, climate cycles often serve as inducers of cyclicity in population dynamics. Climate cycles may influence the development of disease resistance by controlling the timing of epizootic mortalities that foster selection. The influence of cycles may be modulated by the relative length of the host’s life span relative to the cycle period. Longer life spans may expose a host cohort to several rounds of selection. Shorter life spans may enable some cohorts to avoid increased mortality and hence circumvent selection. In the marine world, climate cycles may exert an important control over animal life span (Powell and Cummins, 1985). For the case of dermo, the average life span of the oyster is strongly influenced by the frequency of epizootics because the increment in mortality rate typically more than doubles the baseline mortality rate (e.g., Powell *et al.*, 2009a). Thus, life span might be anticipated to approximate the period of the climate cycle controlling mortality through the disease.

Cyclicity of epizootics offers one viable explanation for the incongruity between the great promise of disease resistance revealed by genetic analysis through identification of resistant genotypes and its meager deliverance through selection. Here, we employ a gene-based population dynamics model configured for the eastern oyster, *Crassostrea virginica*, to evaluate the influence of climate cycles on the development of resistance to dermo disease. We investigate three cycle periods: a 4-year period typical of ENSO (Cane, 2005; Tolan, 2007; Thatje *et al.*, 2008), an 8-year period typical of the NAO (Bojariu and Gimeno, 2003; Notaro *et al.*, 2006; Soniat *et al.*, 2009), and a 16-yr period of unknown origin that seems to be present in the Delaware Bay time series for the oyster stock (Powell *et al.*, 2009a), but which is reminiscent of the Lunar Nutation cycle of about 18 yr (Gray and Christie, 1983).
2. Methods

a. The model – DyPoGen (Dynamic Population Genetics Engine)

Further details of the model are provided in Powell et al. (2011a,b,c).

i. Model structure and flow. The Dynamic Population Genetics Engine (DyPoGen) is a numerical model which simulates, for this implementation, the genetic structure and population dynamics of *Crassostrea virginica*. The model can be described as the marriage of three components, a post-settlement population dynamics submodel that contains parameterizations for growth, mortality, and reproduction; a larval submodel that contains parameterizations for larval mortality; and a gene submodel that describes each animal in terms of its genetic structure and that tracks genotype through time from one cohort to the next. Alleles can be lost through drift and, for some, through selection. For the latter, a genotype-phenotype interface interprets genotype in terms of fitness that then influences the post-settlement submodel. This permits the feedback between genotype and phenotype that drives selection.

Many of the processes in the model depend on a random draw. Unless otherwise indicated, a number is drawn from a uniform distribution with a range from 0 to 1. These uniform deviates \( R \) are obtained from the pseudo-random generator function \( ran3^6 \) described by Press et al. (1986). Whenever a normal deviate \( N \) is required, the \( gasdev \) routine of Press et al. (1986) is used to obtain a random deviate from a zero mean, unit variance normal distribution. Repeat simulations using different sequences of random numbers returned results with only modest variations in scale and trend in initial trials. Consequently, results are provided only for single simulations for each set of parameter values.

ii. Post-settlement population dynamics.

- Sex determination. Oysters are protandric (Kennedy, 1983; Morton, 1990; Guo et al., 1998). Gender is specified by a recessive protandric allele \( P \) and a dominant male allele \( M \) (Guo et al., 1998). The homozygous male animal \( MM \) does not occur. The heterozygote male \( PM \) acts only as a male. The protandric individual \( PP \) is male at an early age and converts to female at some later age. Each generation, a protandric male is given the chance to convert to a functional female. A conversion probability was obtained from empirical data from Delaware Bay (Powell et al., 2012) using age-length relationships recorded by Kraeuter et al. (2007). Powell et al. (2012) found that the relationship between the fraction female, \( F_f \), and age could be modeled as a Gompertz curve (Gompertz, 1825):

\[
F_f = \alpha e^{\beta e^{(\gamma \cdot \text{Age})}} 
\]

(1)

where \( \text{Age} \) is the age of the animal in years. Eq. (1) can be used to estimate a probability for any animal changing from male to female based on its derivative:

\[
Df = \frac{dF_f}{d\text{Age}} = \alpha \beta \gamma e^{((\gamma \cdot \text{Age}) + (\beta e^{(\gamma \cdot \text{Age})}))}. 
\]

(2)

6. Model parameters are shown in typewriter font whereas variables are shown in *italics* font.
The three von-Bertalanffy curves used. The rapid-growth curve is from Addison (2006) for oysters from Hackberry Bay and Snail Bay, Louisiana. The intermediate-growth and slow-growth curves come from Chesapeake Bay and Delaware Bay populations, respectively.

The probability is then calculated as

$$P = \min \left(1, \frac{Df}{1 - Ff}\right).$$

(3)

For the simulations used here, the parameter values for the high-mortality beds in Delaware Bay (for descriptions of bed regions, see Figure 1 in Powell et al., 2008; for mortality trends between bed regions, see Figure 15 in Powell et al., 2011a) have been used: $\alpha = 0.79$, $\beta = -3.9$, $\gamma = 0.653$. All oysters that are protandric begin life as male. However, some recruits convert to female prior to first spawning, as appears to be the case in the field (Powell et al., 2012). Due to the age dependency of the probability of sex change, all long-lived protandric individuals eventually become functional females.
• Reproduction. Each simulated mating season creates a cohort of newly-recruited individuals. With one exception, animals born in one year were assumed not to spawn in the same year, a reproductive pattern typical of all but the most southern climes (Stauber, 1950; Hayes and Menzel, 1981; Kennedy and Krantz, 1982; Barber et al., 1991). The fraction of the population parenting the next generation is derived from a predefined fraction of parents spawning each mating season, $\text{FracParents}$, based upon estimates of effective population number for oysters (Hedgcock et al., 1992; Hedgcock, 1994; He et al., this issue):

$$\text{FrParents} = \text{FracParents} \cdot 10^{(N \cdot \text{FracParentsVar})}$$  \hspace{1cm} (4)

$\text{FracParentsVar}$ permits variability to exist in the fraction of parents reproducing. $\text{FrParents}$ is used to determine the number of mating pairs as

$$nParents = 0.5 \cdot \text{FrParents} \cdot \text{LastAnimal}$$  \hspace{1cm} (5)

where $\text{LastAnimal}$ is the count of adult animals in the population.

Potential parents are drawn randomly, without replacement, from a list of all animals to provide $nParents$, or until the list of animals is exhausted. Males and females are matched randomly, without replacement, from the parents’ lists. During meiosis, each set of haploid chromosomes is obtained by randomly choosing one from each pair of chromosomes. Recombination is implemented by the random choice of a location for each chromosome pair for each parent and the genetic information is crossed over at this point. Then, the chromosome pairs for each parent are separated and one of the two strands is chosen at random for each offspring. The number of offspring produced by each parent is controlled by $\text{MaxOffspring}$ which is set at the beginning of the simulation. However, oyster fecundity varies with size (Choi et al., 1993; Hofmann et al., 1994; Kobayashi et al., 1997). Consequently, the number of offspring is affected by parental age through a weight-based von-Bertalanffy process (Fabens, 1965; Mancera and Mendo, 1996; Jensen, 1997) relating size and fecundity to age:

$$W = W_\infty (1 - e^{-kt})^b$$  \hspace{1cm} (6)

where $k$ and $L_\infty$ are the von-Bertalanffy parameters and $W_\infty$ is obtained from $L_\infty$ by the allometric equation relating length to dry weight, $W = aL^b$, with $a = 0.0003$ and $b = 2$. For oysters, weight scales more nearly to the square of the length rather than the more typical cube [compare Froese (2006) to Yoo and Yoo (1973), Powell and Stanton (1985), Harding et al., 2010; for Delaware Bay, few exponentials exceed 2.2 (Powell, unpubl. data)].

Three von-Bertalanffy curves have been used in this study (Fig. 1), covering a range of growth rates typical of oysters in temperate latitudes. The von-Bertalanffy parameters are: for fast growth, parameters were fit from data obtained from oysters in Snail Bay and Hackberry Bay, Louisiana (Addison, 2006), $k = 1.2$, $L_\infty = 100$; for intermediate
growth, parameters were obtained for \(C.\ virginica\) from the James River in Chesapeake Bay (Mann, pers. comm.), \(k = 0.4\) and \(L_\infty = 100\) mm. For slower growth, parameters for the high-mortality beds of Delaware Bay were obtained from Kraeuter et al. (2007), \(k = 0.23\), \(L_\infty = 140\). We recognize that the values of \(L_\infty\) are likely biased low relative to prehistoric populations little affected by fishing or disease. These three cases are representative of literature values that cover a relatively wide range (e.g., Rothschild et al., 1994; Arizpa, 1996; Mancera and Mendo, 1996; Mann and Evans, 2004). Slower growth rates are known from these latitudes [e.g., the low-mortality region of Delaware Bay (Kraeuter et al., 2007)], however these populations typically live under conditions not conducive to \(Perkinsus\ marinus\) proliferation and so are not considered further in this study.

Eq. (6) is applied to fecundity by assuming that oyster spawn is a standard fraction of biomass (Hofmann et al., 1992, 1994). Hence, the fecundity equivalent of \(W_\infty\), \(MaxOffspring\), is scaled to animals of a range of sizes by the von-Bertalanffy correction factor, \(AgeFactor\), defined as

\[
AgeFactor = (1 - e^{-k(age_{0} - age)})^b
\]  

(7)

\(AgeFactor\) is the same for males and females of the same age; however, the partner producing the fewest gametes determines the total fecundity. The number of eggs produced is

\[
n_{Off} = 1 + (2^{(2^N\eta)} \cdot AgeFactorF \cdot MaxOffspring)
\]  

(8)

and the number of sperm produced is

\[
n_{OffM} = 1 + (2^{(2^N\eta)} \cdot AgeFactorM \cdot (MaxOffspring \cdot 2^{11}))
\]  

(9)

where \(\eta\) takes the value 0 or 1 so that variability can be imposed when desired and the factor \(2^{11}\) represents the greater number of sperm made from a given amount of gonadal mass [compare Dong (2005) and Gallager and Mann (1986)]. The value of two multiplying \(N\) approximates the factor of two difference in spawning potential observed in the genus \(Crassostrea\) between, for example, \(C.\ virginica\) and \(C.\ gigas\) (Héral and Deslous-Paoli, 1983; Choi et al., 1993, 1994; Kang et al., 2003; Ngo et al., 2006). Fertilization is assumed never to be sperm-concentration limited (Powell et al., 2012).

- **Adult mortality.** Adult mortality is specified as age-dependent. Although juvenile mortality is high in bivalves, this portion of mortality was subsumed into larval mortality, as the purpose of the simulations was to examine the influence of mortality factors acting on sexually mature animals. Age-dependent mortality is an inherent attribute of oyster populations impacted by dermo disease (Hofmann et al., 1995; Powell et al., 1996; Harding et al., 2010) and is characteristic of some other bivalves such as hard clams, \(Mercenaria mercenaria\) (Hofmann et al., 2006; Kraeuter et al., 2008). Whether mortality in oyster populations existing prior to the onset of disease or human exploitation was age-dependent is unknown. However, the mismatch in life expectancy based on observed adult mortality
rates prior to disease onset of 10% to 13% per year (Powell et al., 2008, 2009a) inferred from an assumption of constant mortality (e.g., Hoenig, 1983) and the few pertinent direct estimates of adult age frequency (e.g., Harding et al., 2008) supports such a formulation, as the mortality rate inferred from surveys prior to disease onset would predict the observation of older animals than are observed.

Consequently, the probability of dying is derived from the age of the animal according to the formulae:

\[
AM = \text{AvgAgeMort} - ((1 - \text{FitFac}) \cdot d\text{AvgAgeMort} \cdot \text{TimeFac}),
\]  

\[
ASM = \text{AvgSpreadMort} - ((1 - \text{FitFac}) \cdot d\text{AvgSpreadMort} \cdot \text{TimeFac}),
\]

and

\[
P = 0.5 \left[ 1 + \tanh \left( \frac{\text{AgeMort} - \text{AM}}{\text{ASM}} \right) \right]
\]

where \( P \) is the probability of death, \( \text{AvgAgeMort} \) is the average age of mortality (\( P \) is 0.5 at this age), and \( \text{AvgSpreadMort} \) controls how rapidly the mortality approaches 1. An increase in mortality, such as might occur with the onset of dermo disease, is introduced by non-zero values for \( d\text{AvgAgeMort} \) and \( d\text{AvgSpreadMort} \). \( \text{FitFac} \) is a fitness factor that permits this increase in mortality to be modulated by the individual’s genotype as described later. \( \text{TimeFac} \) imposes a periodicity to the mortality rate:

\[
\text{TimeFac} = 0.5 \left( 1 - \cos \left( \frac{2 \pi \text{SY}}{\text{MortPeriod}} \right) \right)
\]

where \( \text{MortPeriod} \) is the cycle period in years and \( \text{SY} \) is the simulation year. Note that Eq. (13) stipulates that cyclic mortality occurs only with non-zero values for \( d\text{AvgAgeMort} \) and \( d\text{AvgSpreadMort} \). That is, the pre-disease natural mortality rate specified by \( \text{AvgAgeMort} \) and \( \text{AvgSpreadMort} \) is assumed to be noncyclic. Whether mortality rates in undiseased oyster populations are influenced by climatic cycles is unknown, as time series of such populations are insufficient to provide empirical guidance.

\text{iii. Larval mortality.} Larval survival is controlled by an estimated population reproductive capacity which depends on \( \text{MaxOffspring} \), \( \text{nParents} \) (the number of parent pairs), and \( \text{LastAnimal} \). The estimated reproductive capacity, standardized to the number of individuals is

\[
\text{ReprPerAdult} = \frac{\text{MaxOffspring} \cdot \text{nParents}}{4 \cdot \text{LastAnimal}}
\]

where the factor of 4 includes the average of the uniform random deviates (0.5) and the fact that the number of offspring per parent is one-half of the number of offspring per female.
The probability of a larva surviving is

\[
LarvalSurv = (0.5 + 1.5R) \frac{CarryCapacity}{4 \cdot ReprPerAdult \cdot LastAnimal}
\]  

(15)

where CarryCapacity imposes a logistic process in which average recruitment per adult declines as population abundance increases with respect to the environmental carrying capacity; thereby limiting population expansion at high abundance. A compensatory relationship between broodstock and recruitment has been identified in a number of molluscan stocks (e.g., Hancock, 1973; Peterson and Summerson, 1992; Kraeuter et al., 2005), including oysters (Powell et al., 2009c), and the ability of oysters to filter water more rapidly than its resupply generating food limitation downstream (Wilson-Ormond et al., 1997) provides a theoretical basis for this expectation.

The probability of death for each larva is calculated as

\[
P = 1 - LarvalSurv.
\]

(16)

For a random draw, if \( R < P \), then the larva dies.

**iv. Genetic structure and fitness**

- **Model initialization.** Each animal is specified to have 10 chromosome pairs (Wang et al., 1999, 2005), each with 4 genes, each with 2 alleles. Thus, each animal is specified by 40 genes and 80 alleles and the genotypes permitted for each locus are AA, AB, and BB. To initiate a simulation, an initial population numbering NewAnimals is created with a biased-random genetic structure. Alleles for loci not affecting disease resistance are assigned to the A or B genotype randomly. Alleles on loci identified as potentially conferring dermo-disease resistance are assigned with a 1:9 A:B probability. Thus, initial allele frequency for alleles conferring disease resistance, all given the A genotype, approximated 10%. This low allele frequency invokes the assumption that such alleles are rare in naïve populations, possibly due to the likelihood that such alleles are inherently deleterious if the disease is not present (e.g., Cotter et al., 2004; Detilleux, 2005; Zbinden et al., 2008; Hasu et al., 2009; Duffy and Forde, 2009).

Guo (unpubl. data) identified fourteen loci with alleles that may confer some degree of resistance to mortality from dermo disease. These loci were identified as having significant shifts in genotype frequency within families after disease-caused mortality. The exact mechanisms are unknown; however, we assume each directly affects disease resistance rather than, for instance, influencing a more general trait related to, as examples, growth rate or production that might indirectly affect the relationship of parasite and host (Powell et al., 1996; Waaij et al., 2000). The fourteen are major loci supported by two or more closely linked markers, and likely represent an unknown, but important, proportion of all loci involved in disease resistance. Certain of these alleles may confer a greater increment in survival than others; however, the data presently available are insufficient to provide more than a crude and relatively uncertain ranking. For the purposes of this study, the importance
Table 1. The allele fitnesses (\textit{PhysioFuncWeight}) for each of the fourteen loci associated with resistance to dermo disease. In each case, the \textit{AA} genotype is given a value of 1.0 and the remaining genotypes are valued relative to that ranking (Guo, unpubl. data). Chromosomes are numbered according to Wang \textit{et al.} (2005). Locus number is simply an ordinal assignment. Position on the chromosome was assigned for convenience to site 1 for a single locus contributing to disease resistance, positions 1 and 3 for dual loci, and positions 1, 2, and 3 or 1, 2, and 4 for a triplex of loci. Adult fitness is defined between 0 and 1, inclusive, by standardizing the maximal adult fitness, all participating loci homozygous \textit{AA}, to 1.0 and the minimal adult fitness, all participating loci homozygous \textit{BB}, ignoring underdominance, to 0.0. Thus some rare and unlucky individuals might have an adult fitness <0.

<table>
<thead>
<tr>
<th>Locus</th>
<th>Chromosome</th>
<th>Assigned Position on Chromosome</th>
<th>Relative Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>\textit{AA}</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>3</td>
<td>1.0</td>
</tr>
<tr>
<td>11</td>
<td>9</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>3</td>
<td>1.0</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td>1</td>
<td>1.0</td>
</tr>
</tbody>
</table>

of this information is to establish (1) that a rather large number of alleles may be involved in the selection process and (2) that these loci are distributed among the majority of the chromosomes (Table 1).

- \textbf{Definition of fitness.} Ultimately, fitness of any potential parent is established by the number of progeny that live to reproduce. Since the fraction of the population successfully spawning is small [Eq. (4)] and post-settlement mortality rate is often high, many recruits fail to spawn successfully before they die. Discounting the probabilistic aspects of the model, the factors that control the number of progeny that reproduce include the growth rate that controls lifetime spawning potential by influencing size at age and the mortality rate that is age dependent. The first is imputed to the model by means of a von-Bertalanffy process. The second, in this study, is influenced by selection. For simplicity, we use adjectival modifiers to the term ‘fitness’ to refer to three subsets of this overall process. The term ‘allele fitness’ is applied to the contribution of any specific locus (relative fitness in Table 1) to ‘adult fitness’. The term ‘adult fitness’ refers to the arithmetic average of the genetic complement of loci that influences the probability of death at age for a given animal. The term ‘population
fitness’ refers to the arithmetic average of the adult fitness values for the individuals in the population.

• **Implementation of fitness.** The value for allele fitness for each genotype potentially present at a locus, AA, AB, or BB, is provided by the first, second or third, respectively, value of \( \text{PhysioFuncWeight} \) (Table 1). Each locus on a chromosome pair is assigned a set of allele fitnesses through the array \( \text{PhysioFuncClass} \). Thus, one locus may be characterized by dominance and another underdominance, for example. For these simulations, the fourteen loci have been assigned allele fitnesses as described in Table 1, based on the designation of \( A \) for the allele conferring disease resistance and the designation of \( B \) for the remaining alleles. Each is given a weight relative to 1.0, which is assigned to the AA homozygote, in keeping with the earlier caveat that only the relative ranking of effect on disease resistance among genotypes can now be assigned with any degree of confidence. Note that most of these loci are characterized by some degree of dominance; however two are characterized by underdominance (loci 8 and 11) and several are characterized by a limited differential between the BB and the AB genotype (e.g., loci 13 and 14, Table 1). The array \( \text{FitnessClass} \) then determines which of the genes influences adult fitness. Positions of each such gene on each chromosome are reported in Table 1.

Thus, adult fitness is determined for each individual as follows. Each allele pair at a locus is identified as AA, AB, or BB. The entry for that locus in \( \text{FitnessClass} \) identifies whether it is among those potentially conferring disease resistance and the entry in \( \text{PhysioFuncClass} \) identifies which set of allele fitnesses to use; the \( \text{PhysioFuncWeight} \) for the allele pair gives the value contributing to adult fitness by that locus. The adult fitness for the animal is determined as the average of the fourteen values from each of the fourteen loci conferring disease resistance. Most oyster loci have more than two alleles (Launey and Hedgecock, 2001; Wang and Guo, 2007). For these simulations, we assume that only one of these alleles is associated with disease resistance, so that a two-allele configuration can be used with the second allele representing the host of alleles having no influence on disease resistance. We assume no epistasis, having limited information to the contrary (e.g., Sokolova et al., 2006), though epistasis is a common occurrence in Crassostrea (Hedgecock et al., 1995, 1996).

In some cases, the simple average of the maximum or minimum values of allele fitness for the designated loci may define a range narrower than 0 to 1, inclusive. From Table 1, an animal with all BB genotypes at the 14 loci would have an adult fitness value well above 0, for example. This is an inherent outcome of the relative rankings provided by genetic analyses (Guo, unpubl. data). To retain the important distinction between the most and least fit animals within a specified 0-to-1 range for adult fitness, the minimal and maximal fitness values obtained from sums of the individual fitness values for each of the designated alleles are standardized to values of 0 and 1, respectively, and any value between 0 and 1 standardized within the 0-to-1 continuum by interpolation. The final adult fitness for each animal, then, has a value between 0 and 1, inclusive. We recognize that an animal with AB genotype at the two loci showing underdominance and otherwise BB would have an adult
fitness value below zero; such rare animals are re-defined with an adult fitness of zero for convenience.

- Genotype-phenotype interface. In simulations reported here, the survival of the adult animal is affected by a fitness value, FitFac, as specified in equations (10)–(11). Each simulation is referenced against a base case configured for a mortality rate thought to be characteristic of oyster populations before the onset of significant mortality by dermo disease. This mortality rate is of the order of 10% to 15% of the adult population per year (Powell et al., 2008, 2009a). Base cases were run for 200 generations with one cohort born per year to permit drift to modify allele frequencies from the initial state. The population after 200 generations (200 years) is defined as the naïve population. Dermo disease is introduced in generation 201 by increasing the value of dAvgAgeMort and dAvgSpreadMort in equations (10) and (11) from zero to some value between 0 and the value of AvgAgeMort and AvgSpreadMort. This increases the rate of adult mortality to the degree permitted by the fitness value of the individual as determined by FitFac. An example is shown in Figure 2 in which a naïve population with a yearly mortality of about 13% of the stock without the disease (labeled F=1 in Fig. 2) is exposed to a yearly mortality of about 25% of the stock at FitFac = 0 (labeled F=0 in Fig. 2). After developing complete resistance to the disease at FitFac = 1, the stock attains the natural mortality rate of the unexposed naïve population (labeled F=1 in Fig. 2).

b. Statistics

Generation time was calculated after Felsenstein (1971) with one modification. We defined all PP males as immature females and all PP females as senescent males. Then, mean generation time T is:

\[ T = \sum_{i=0}^{n} l_{i,g} b_{i,g} i. \]  

(17)

where \( i \) is animal age in years, \( n \) is the maximum age achieved by animals in the cohort, with one cohort per year implicit. The probability of survival to age \( i \) for animals in any given cohort \( g \), \( l_{i,g} \), is defined as

\[ l_{i,g} = \frac{N_{i,g}}{N_{0,g}}, \]  

(18)

where \( N_0 \) is the initial number of animals in the cohort, and \( N_i \) is the number of individuals surviving at age \( i \). The number of offspring per female of age \( i \) and cohort \( g \), \( b_{i,g} \), is defined as

\[ b_{i,g} = \frac{O_{i,g}}{N_{i,g}}, \]  

(19)

where \( O \) is the number of recruited offspring produced by animals of age \( i \) in cohort \( g \).
Figure 2. An example of the mortality trends with age for adult fitness varying by 0.2 units from a fitness of 0 to a fitness of 1. The fitness-of-0 case (F=0 or naïve exposed) yields a population mortality rate of about 25%. The fitness-of-1 case (F=1 or naïve unexposed) yields a population mortality rate of about 13%.

c. Simulation constraints

Simulations of more than 200 generations following disease onset were deemed unnecessary as simulations of this length proved to be sufficient to reveal how adult fitness, determined by changes in adult mortality, influenced genotype frequency in the population. In some cases, a stable ending genotype frequency was obtained; in other cases, the trajectory for future selection was well established. Each case was initialized by a 200-year simulation without disease so that allele frequencies varied from the original 50:50 or 10:90 A:B ratio prior to disease onset. Carrying capacity was set so that population abundance remained high enough that genetic drift never resulted in the loss of neutral alleles during these initial 200 generations. Parameter values varying by simulation are summarized in Table 2.
<table>
<thead>
<tr>
<th>Simulation Series</th>
<th>Number of Disease Carrying Capacity Fraction Variation Mortality Parameters</th>
<th>von-Bertalanffy-</th>
<th>von-Bertalanffy-</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alleles Scale Parents AvgAgeMort dAvgAgeMort Variance k L∞</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delaware Bay Low Abundance</td>
<td>Delaware Bay Increased Abundance</td>
<td>Chesapeake Bay Low Abundance</td>
<td>Gulf Coast One-Generation</td>
</tr>
<tr>
<td>Figures 8–9, 14–15, 17</td>
<td>Figures 3–8, 14–16, 17</td>
<td>Figures 10, 14–15, 17</td>
<td>Figures 10, 14–15, 17</td>
</tr>
<tr>
<td>Base Case</td>
<td>14 100,000 0.0005 Off 12.7 0.0 Off 0.23 140</td>
<td>14 300,000 0.0005 Off 12.7 0.0 Off 0.23 140</td>
<td>14 100,000 0.0005 Off 12.7 0.0 Off 0.40 100</td>
</tr>
<tr>
<td>Level 1 Mortality</td>
<td>14 100,000 0.0005 Off 12.7 3.2 Off 0.23 140</td>
<td>14 300,000 0.0005 Off 12.7 3.2 Off 0.23 140</td>
<td>14 70,000 0.0005 Off 12.7 0.0 Off 1.20 100</td>
</tr>
<tr>
<td>Level 2 Mortality</td>
<td>14 100,000 0.0005 Off 12.7 3.2 Off 0.23 140</td>
<td>14 300,000 0.0005 Off 12.7 3.2 Off 0.23 140</td>
<td>14 70,000 0.0005 Off 12.7 3.2 Off 1.20 100</td>
</tr>
<tr>
<td>Level 3 Mortality</td>
<td>14 100,000 0.0005 Off 12.7 3.2 Off 0.23 140</td>
<td>14 300,000 0.0005 Off 12.7 3.2 Off 0.23 140</td>
<td>14 70,000 0.0005 Off 12.7 3.2 Off 1.20 100</td>
</tr>
<tr>
<td>Level 4 Mortality</td>
<td>14 100,000 0.0005 Off 12.7 3.2 Off 0.23 140</td>
<td>14 300,000 0.0005 Off 12.7 3.2 Off 0.23 140</td>
<td>14 70,000 0.0005 Off 12.7 3.2 Off 1.20 100</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Simulation Series</th>
<th>Number of Disease Resistant Alleles</th>
<th>CarryCapacity</th>
<th>Fraction Parents</th>
<th>Variation in FracParents</th>
<th>Mortality Parameters</th>
<th>von-Bertalanffy- L∞ Varied</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AvgAgeMort dAvgAgeMort dAvgSpreadMort Offspring Variance</td>
<td>Aktivation Gesamt</td>
</tr>
<tr>
<td>Gulf Coast Two-Generation Figures 12, 14–15, 17</td>
<td>Base Case</td>
<td>14</td>
<td>30,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 1 Mortality</td>
<td>14</td>
<td>30,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 2 Mortality</td>
<td>14</td>
<td>30,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 3 Mortality</td>
<td>14</td>
<td>30,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 4 Mortality</td>
<td>14</td>
<td>30,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td>Increased Variation in Fraction Spawning Figures 11, 14–15, 17</td>
<td>Base Case</td>
<td>14</td>
<td>60,000</td>
<td>0.0005</td>
<td>On</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 1 Mortality</td>
<td>14</td>
<td>60,000</td>
<td>0.0005</td>
<td>On</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 2 Mortality</td>
<td>14</td>
<td>60,000</td>
<td>0.0005</td>
<td>On</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 3 Mortality</td>
<td>14</td>
<td>60,000</td>
<td>0.0005</td>
<td>On</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 4 Mortality</td>
<td>14</td>
<td>60,000</td>
<td>0.0005</td>
<td>On</td>
<td>12.7</td>
</tr>
<tr>
<td>Increased Fraction Spawning Figures 12, 14–15, 17</td>
<td>Base Case</td>
<td>14</td>
<td>80,000</td>
<td>0.005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 1 Mortality</td>
<td>14</td>
<td>80,000</td>
<td>0.005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 2 Mortality</td>
<td>14</td>
<td>80,000</td>
<td>0.005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 3 Mortality</td>
<td>14</td>
<td>80,000</td>
<td>0.005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 4 Mortality</td>
<td>14</td>
<td>80,000</td>
<td>0.005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td>Increased Variation in Fecundity Figures 11, 14–15, 17</td>
<td>Base Case</td>
<td>14</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 1 Mortality</td>
<td>14</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 2 Mortality</td>
<td>14</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 3 Mortality</td>
<td>14</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Level 4 Mortality</td>
<td>14</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Simulation Series</th>
<th>Number of Disease Resistant Alleles</th>
<th>Carrying Capacity Scale CarryCapacity</th>
<th>Fraction Parents FracParents</th>
<th>Variation in Parents FracParents</th>
<th>Mortality Parameters AvgAgeMort dAvgAgeMort Offspring Bertalanffy ( k )</th>
<th>von-Bertalanffy ( L_\infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chesapeake Bay High Abundance Figures 12, 14–15, 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base Case</td>
<td>14</td>
<td>900,000</td>
<td>0.005</td>
<td>Off</td>
<td>12.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Level 1 Mortality</td>
<td>14</td>
<td>900,000</td>
<td>0.005</td>
<td>Off</td>
<td>12.7</td>
<td>5.3</td>
</tr>
<tr>
<td>Level 2 Mortality</td>
<td>14</td>
<td>900,000</td>
<td>0.005</td>
<td>Off</td>
<td>12.7</td>
<td>7.4</td>
</tr>
<tr>
<td>Level 3 Mortality</td>
<td>14</td>
<td>900,000</td>
<td>0.005</td>
<td>Off</td>
<td>12.7</td>
<td>8.5</td>
</tr>
<tr>
<td>Level 4 Mortality</td>
<td>14</td>
<td>900,000</td>
<td>0.005</td>
<td>Off</td>
<td>12.7</td>
<td>10.6</td>
</tr>
<tr>
<td>Seven Allele Case Figure 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base Case</td>
<td>7(C1L1,C4L1, C7L1L4, C9L1L3,C10L1)</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Level 1 Mortality</td>
<td>7(C1L1,C4L1, C7L1L4, C9L1L3,C10L1)</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
<td>5.3</td>
</tr>
<tr>
<td>Level 2 Mortality</td>
<td>7(C1L1,C4L1, C7L1L4, C9L1L3,C10L1)</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
<td>7.4</td>
</tr>
<tr>
<td>Level 3 Mortality</td>
<td>7(C1L1,C4L1, C7L1L4, C9L1L3,C10L1)</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
<td>8.5</td>
</tr>
<tr>
<td>Level 4 Mortality</td>
<td>7(C1L1,C4L1, C7L1L4, C9L1L3,C10L1)</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
<td>10.6</td>
</tr>
<tr>
<td>Two Allele Case Figure 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base Case</td>
<td>2(C1L1,C7L1)</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Level 1 Mortality</td>
<td>2(C1L1,C7L1)</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
<td>5.3</td>
</tr>
<tr>
<td>Level 2 Mortality</td>
<td>2(C1L1,C7L1)</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
<td>7.4</td>
</tr>
<tr>
<td>Level 3 Mortality</td>
<td>2(C1L1,C7L1)</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
<td>8.5</td>
</tr>
<tr>
<td>Level 4 Mortality</td>
<td>2(C1L1,C7L1)</td>
<td>100,000</td>
<td>0.0005</td>
<td>Off</td>
<td>12.7</td>
<td>10.6</td>
</tr>
</tbody>
</table>
3. Results

a. Influence of cyclic mortality on population dynamics: a base case

We first examine the influence of cyclic mortality on an oyster population in Delaware Bay challenged in Year 201 with dermo disease increasing mortality by a factor over three (Table 2, Delaware Bay, Increased Abundance). For clarity, we impose the disease with a 16-year cycle. This Delaware Bay case shows a stable population of about 1,200,000 individuals over the first 200 years during which dermo disease was not present. The population has a mortality rate consistent with populations unencumbered by disease of about 13%, congruous with observations reported by Powell et al. (2008, 2009a) for the 1950s prior to the onset of disease (Fig. 3, years 1–200). No alleles are lost over the first 200 generations. Allele frequency varies moderately with drift (Fig. 4). The naïve population in Year 200 contains animals with a range of values of low adult fitness with the expected mode of 0.1 based on the initial frequency of alleles conferring disease resistance of 10%. Very few animals exceed an adult fitness of 0.3 on a 0-to-1 scale (Fig. 5). Such a population would be expected to be susceptible to epizootic mortality upon onset of a new disease challenge.
Figure 4. Trajectories for the fourteen alleles conferring disease resistance for the Delaware Bay Increased Abundance case (Table 2). Dermo disease was not present in the first 200 years; during this time these alleles drifted as neutral alleles. Selection for disease resistance began in year 201. Genotype contributions to disease resistance are given in Table 1. Alleles reaching highest frequencies are in green. Alleles with lowest frequencies, two of which are the two alleles showing underdominance, are in blue. Alleles used for two-allele simulations are in orange.

Dermo-induced epizootic mortality is inherently modulated by the local environment, particularly the late summer temperature and salinity (Andrews, 1988; Powell et al., 1996; Ragone Calvo et al., 2001). Thus, we considered two levels of mortality at the onset of disease, interpretable as relative measures of the virulence of the pathogen or...
Figure 5. Frequency of adult fitness values for the Delaware Bay Increased Abundance case in which disease pressure was imposed at the high-mortality rate and with a 16-year cycle (Table 2). Generations 1, 91, and 191 are prior to the onset of disease. Generations 241, 291, 341, and 391 follow the onset of disease. Alleles conferring disease resistance were allowed to drift without selective advantage for the first 200 generations.

Conduciveness of the environment: ~40% and ~25% of the population yearly at cycle apogee (Figs. 3, 6). These will be referred to as high-mortality and moderate-mortality levels, respectively, hereafter. The moderate-mortality case is representative of epizootic mortality rates often observed in Delaware Bay (Powell et al., 2008, 2009a). The high-mortality case is a conservative value for the Gulf of Mexico (Mackin and Sparks, 1962; Mackin and Hopkins, 1962) and a level observed in the initial epizootics after onset of dermo disease in the highest mortality-regions of Delaware Bay (Powell et al., 2008, 2009a, 2011a). Chesapeake Bay mortality rates also fall within the moderate-to-high mortality range (Andrews and Hewatt, 1957; Burreson and Ragone Calvo, 1996; Mann et al., 2009). Simulations supporting Figures 3–5 were conducted with the higher level of mortality.
At Year 201, disease enters the population with a periodicity of 16 years. Population abundance declines and tends to vary from a nadir of 400,000 to 600,000 to an apogee of about 1,000,000. The population contracts as disease pressure increases mortality rate to about 40% per year and expands as lessoning disease pressure returns mortality rate to pre-disease levels. Most alleles conferring disease resistance increase in frequency at the onset of disease in Year 201; a few are unaffected or modestly decrease (Fig. 4). Among the three responding little or not at all are the two loci displaying underdominance (loci 8 and 11, Table 1). The third is on a chromosome with such a locus (locus 12). After disease onset, except when alleles reach high frequency, alleles conferring disease resistance drift lower during the cycle trough and increase in frequency during the cycle crest. This progression-regression behavior slows the development of disease resistance. Adult fitness of the population increases over the 200 generations following the onset of disease, achieving a modal adult fitness of about 0.35, with most of the population falling between 0.25 and 0.45 (Fig. 5). A few animals reach a value of 0.6 on a 0-to-1 scale.
Both the high and moderate mortality rates result in populations that decline in abundance upon onset of the disease with the expected greater decline at cycle apogee for the higher mortality rate (Figs. 3, 6). In both cases, population average age declines (Fig. 7). In the moderate-mortality case, average age drops from about 5 years to less than 4 years at cycle apogee; for the high-mortality case, the decline reaches less than 3 years at cycle apogee. Female generation time falls from about 10 years in the population prior to the

7. Note that cycle apogee for disease influence and mortality nearly equates with cycle nadir for abundance; all references to cycle periodicity will refer to the periodicity of mortality rate, and therefore will be nearly diametric to cyclic behavior inferred from e.g., abundance and population average age.
onset of disease to about 5 years at cycle apogee for the moderate-mortality case; for the high-mortality case, generation time falls near 3 years at cycle apogee (Fig. 7). Thus, the disease substantively modifies population dynamics, converting a classic bet-hedger (Stearns, 1976) into something more akin to an r-selected species (Stearns, 1976; Parry, 1981), though iteroparity remains the standard condition.

b. The influence of cycles and population abundance: Delaware Bay cases

Simulations were conducted for the moderate mortality rate and the high mortality rate for cycles of 4-year, 8-year, and 16-year periodicities. Each was compared to the case in which the disease was continuously present, most of which were considered in more detail in Powell et al. (2011a). Abundance was varied by a factor of about three to evaluate the influence of drift on disease-resistant alleles.

Disease-resistance develops faster at the higher mortality rate and without cyclic behavior by the disease, if drift exerts a negligible influence (Fig. 8). For the higher level of disease mortality, oysters exposed to a 4-year cycle increase in disease resistance slightly more rapidly than the 8-year and 16-year cases. For the moderate mortality rate, little discriminates the population response under the three cycle periods (Fig. 8). The degree of development of disease resistance for the moderate-mortality case, without periodicity, is nearly as great as that observed for the high-mortality case with the two shortest periodicities.
Lower abundance modifies this outcome (Fig. 8). First, the differentials between outcomes for the two mortality rates and three cycle periods are comparatively muted; disease resistance builds up somewhat more slowly in all cases. Second, the adult fitness for the population exposed to high-mortality without cyclic behavior asymptotes near Year 270. This aberration originates from the loss of alleles conferring disease resistance during the initial epizootic while they are still rare in the population; this allele loss later limits the population response. Cyclicity limits this allele loss (compare for example Figs. 4 and 9).

Note that asymptotic behavior in which the maximal level of adult fitness falls below 1 in subsequent simulations also is indicative of allele loss through drift. Nearly all such cases of allele loss occur shortly after the onset of disease and at the higher mortality rate (e.g., Figs. 8 and 10, no cyclicity, high mortality, low abundance).

c. Modulation by population dynamics – growth rate and fecundity

Growth rate may influence the potential of Dermo disease in controlling the oyster’s population dynamics (Powell et al., 1996). We compared three sites, Delaware Bay, Chesapeake Bay, and the Gulf of Mexico. Differential growth rates (Fig. 1) did not materially influence the degree of development of disease resistance at any cycle period (Figs. 8-Low Abundance and Fig. 10). Variation in recruitment can also influence the development of dermo epizootics (Powell et al., 1996). Simulations in which egg production was varied...
Figure 10. Population fitness for the Chesapeake Bay and Gulf of Mexico cases otherwise equivalent to Figure 8, Delaware Bay-Low Abundance case, for two levels of disease intensity and commensurate population mortality, three cycle periods, and the absence of periodicity (Table 2). The naïve, unexposed case is shown for Years 150–200. The two levels of disease, and the onset of cyclic mortality when specified, began in Year 201. Fitness ranges from 0 to 1. Note that the y-axis reaches only 0.7.

stochastically by as much as a factor of two between females of equivalent size produced trends in the development of disease resistance somewhat less rapid than the former three cases (Figs. 8-Low Abundance and Fig. 10) at the higher mortality rate, but overall the influence was relatively minor (Fig. 11). Varying the fraction of the population parenting the next generation produced approximately the same results (Fig. 11). Thus, variation in population dynamics did not much influence the outcome of the development of disease resistance when influenced by 4-year, 8-year, or 16-year cycles.

d. Modulation by population dynamics – extreme conditions

We increased the fraction of parents spawning by a factor of 10. This is equivalent to a much higher effective population size. The development of disease resistance, if anything, was slowed by this condition (Fig. 12). We dramatically increased the size of the simulated population, by about a factor of 10. Results varied little from previous simulations (Fig. 12). Finally, we carried out a simulation using the higher growth rates characteristic of the Gulf of Mexico, but with two spawnings (and two generations) per year. Such conditions do occur at some Gulf locations. Two spawnings per year distinctly reduced the development of disease resistance in populations affected by 4-year, 8-year, and 16-year disease cycles (compare Figs. 10 and 12).
Figure 11. Population fitness for the Chesapeake Bay case for two levels of disease intensity and commensurate population mortality, three cycle periods, and the absence of periodicity, but with stochastic variation in egg production per female (Increased Variation in Fecundity) or stochastic variation in the fraction of parents spawning (Table 2). The comparative figure is in Figure 10. The naïve, unexposed case is shown for Years 150–200. The two levels of disease, and the onset of cyclic mortality when specified, began in Year 201. Fitness ranges from 0 to 1. Note that the y-axis reaches only 0.7.

e. Variation in allele number

Certain of the alleles conferring disease resistance (Table 1) may endow a greater increment in survival than others; however, insufficient data are available to weight their relative importance. Thus, one possibility is that only a few of the alleles provide most of the fitness response. Accordingly, we compared the cases for Delaware Bay (Fig. 8) and Chesapeake Bay (Fig. 10) with two cases for Chesapeake Bay in which fewer alleles conferred disease resistance. We selected from the fourteen loci with alleles conferring disease resistance two synthetic sets of loci, a set of seven and a set of two. All of the chosen loci exhibited dominance; the loci exhibiting underdominance were eschewed. Specifications are provided in Table 2. Note that the outcome of the two-loci case is strongly dependent upon locus choice. Choosing loci showing underdominance, for example, would very likely produce strongly divergent results.

Reducing the number of loci from fourteen to seven did not materially change the outcome for any cycle period, as measured by the degree of acquisition of disease resistance over 200 years, although it enhanced the response for the population continuously exposed to the disease (Fig. 13). Reducing the number of loci from fourteen to two dramatically modified the outcome (Fig. 13). In this case, full disease resistance was established in many
Figure 12. Population fitness for the Chesapeake Bay case for two levels of disease intensity and commensurate population mortality, three cycle periods, and the absence of periodicity, but with a higher fraction of parents spawning or a larger population size (Table 2). Also depicted is the case for the Gulf of Mexico in which two generations occurred per year. The comparative figures are in Figure 10. The naïve, unexposed case is shown for Years 150-200. The two levels of disease, and the onset of cyclic mortality when specified, began in Year 201. Fitness ranges from 0 to 1. Note that the y-axis reaches only 0.7.
simulations within 200 simulation years and all cases resulted in population fitnesses of 0.8 or higher on the 0-to-1 scale, regardless of cycle period.

4. Discussion

a. Perspective

Cyclicity in climate is paradigmatic in oceanography. A plethora of investigations into the dynamics of marine organisms relate climate cycles to a host of outcomes (e.g., Fromentin and Planque, 1996; Tunberg and Nelson, 1998; Harvell et al., 2002; Zuur and Pierce, 2004). Oysters are no exception (Owen, 1953; Schoener and Tufts, 1987; Ebbesmeyer and Strickland, 1995; Powell et al., 2009a; Soniat et al., 2006, 2009). The influence of climate cycles on disease, though documented (e.g., Kim and Powell, 1998; Kim et al., 1999; Hayes et al., 2001; Jaenike, 2002; Harvell et al., 2002), are less universally described because the dynamics of transmission are influenced by many processes of varying timing and origination and the development of epizootics often depends upon contact between infected
and susceptible hosts that may subsume a complexity of behavior, thus limiting expression of a climatic influence. For some marine diseases, transmission rates are sufficiently rapid that the influence of disease is measured more in terms of infection intensity than prevalence. Dermo is one of these diseases (Mackin, 1962; Hofmann et al., 1995; Audemard et al., 2006; McCollough et al., 2007). In these cases, typically, climate has a more direct and immediate influence on the development of disease epizootics because most hosts are infected and, so, the rate of proliferation of the pathogen is paramount; and this rate is often environmentally controlled. Dermo is one of these diseases (Soniat et al., 2006, 2009).

Crassostrea virginica covers an extended latitudinal range much beyond the range of any of its diseases and parasites (Kim and Powell, 2006, 2009), and well beyond the range where any specific climate cycle holds principal sway. Thus, ENSO is a prognosticator of dermo disease in the Gulf of Mexico; the NAO is much more influential north of Cape Hatteras (Soniat et al., 2009). As a consequence, we investigated a number of cycle periods and also a number of von-Bertalanffy-based population dynamics, covering typical conditions from the Mid-Atlantic Bight to the Gulf of Mexico.

Our goal was to inform on a conundrum. Dermo has been a regulating force in oyster population dynamics in the Gulf of Mexico since at least the late 1940s (Dawson, 1955; Ray and Chandler, 1955; Mackin, 1953, 1962), in Chesapeake Bay since at least the early 1950s (Andrews, 1954, 1996; Hewatt and Andrews, 1954), and in Delaware Bay since 1990 (Ford, 1996). These time scales span minimally a score and maximally more than 100 generations of oysters, yet observations, meager though they are, have documented little development of disease resistance. In the Gulf of Mexico, mortality rates on the order of 50% per year are commonplace (e.g., Mackin et al., 1950; Mackin, 1959; Soniat and Brody, 1988). Farther north, in Delaware Bay, the mortality rate is lower; however, even here, dermo disease at least doubles the natural mortality rate of the market-size animals in epizootic years (Powell et al., 2008, 2009a). Mortality rates of this order might be expected to result in rapid development of disease resistance in the naïve population (e.g., Duffy and Sivars-Becker, 2007; Zbinden et al., 2008; Duffy et al., 2009). Indeed oysters responded as anticipated to MSX disease (Haskin and Ford, 1979; Ford, 1988; Ragone Calvo et al., 2003), yet this expectation remains unrealized for dermo disease.

A number of possible resolutions to this enigma may be postulated. (1) Perkinsus marinus can reside intracellularly in hemocytes (Mackin, 1962; Goedken et al., 2005) as well as extracellularly throughout the tissues and the cell coat may contain antigens unrecognized by the oyster’s immune system (see Choi et al. 1991; Dungan and Roberson, 1993; Montes et al., 2005). This crypticness may limit the oyster’s genetic response to the disease. The density dependency of P. marinus doubling times at higher infection levels may be an abetting agent. (Saunders et al., 1993). (2) Development of resistance to dermo disease may be rapidly countered by changing virulence. Different strains of P. marinus have been observed (Bushek and Allen, 1996; Gaffney and Bushek, 1996; Reece et al., 2001; Panko et al., 2008) and one suspects that these may be associated with a range of virulence (Brown et al., 2005a,b; Earnhart et al., 2004), although data remain limited on this
topic. The competition between the development of host resistance and the progression of parasite virulence is a well-documented component of host-parasite evolutionary models (e.g., Boots et al., 2004; Schneider and Ayers, 2008; Duffy and Forde, 2009). Whether such an interplay is at work in oyster populations remains unknown. (3) *Perkinsus marinus* dominantly kills mature animals, typically after at least one spawning cycle. Impact on oyster reproduction does not occur until infection intensity nears lethal levels (Choi et al., 1989; Paynter, 1996; Dittman et al., 2001). Thus, spawning is little influenced by disease intensification and many animals may spawn a number of times before death.

Powell *et al.* (2011a) examined the vexing mismatch of time span of exposure in comparison to increment in disease resistance from the aspect of basic population dynamics and the genetic response to selection. Their aspiration was to determine whether aspects of the host’s genetics or population dynamics limit the response to the disease despite the apparent opportunity afforded the host by alleles conferring disease resistance. They concluded that a significant population response to dermo disease challenge might be expected to take place, even at its most rapid rate, on decadal to vicennial time scales. At moderately increased mortality, a half-century time scale is more likely. This languidness of response is rooted in the confluence of two determinants. First, the large number of alleles conferring some degree of disease resistance perversely slows the overall functional response. Second, the relative rates of *P. marinus* proliferation and oyster growth assure that most females will reproduce at least once before death, often more than once, and pre-mortality morbidity is limited to animals nearing death; thus, morbidity is an inconsequential contributing agent. Accordingly, one anticipates selection to be relatively insensitive to exposure until death occurs. Together, the result is a perturbingly slow development of disease resistance.

Dermo disease is characterized by cyclic behavior, as pathogen proliferation, and consequently mortality, is affected by temperature and salinity. Temperature generates the yearly progression and regression of infection intensity (Andrews, 1988; Burreson and Ragone Calvo, 1996; Ray, 1996). Longer-term changes in temperature and precipitation generate multi-year signals in infection intensity recognized as cyclic epizootics (Soniat *et al*., 2006, 2009). ENSO and NAO are principal instigants. The cyclicity introduces periodicity in selection, in that selection is only strong at cycle apogee when mortality rate is maximal. Possibly, the congruence of the cycle period with the generation time is important. Cycle periods less than the generation time might permit some sensitive individuals to escape mortality, thus lessening selection. Cycle periods longer than the generation time might permit multiple generations to be exposed during one epizootic and also multiple exposures for a single cohort. However, cyclicity in the disease process may also influence generation time by enforcing coherency between cycle period and average life span (Powell and Cummins, 1985). Of possibly more influence is the simple fact that cycles relieve the population of an overarching source of mortality for a period of time near cycle nadir, and this lowers the time-integrated mortality rate. The mortality rate is the preponderant agent of selection imposed by the disease. Thus, cyclicity, simply by varying disease pressure, should retard the development of disease resistance.
Figure 14. Trajectories for population fitness summarized for the simulations described in Figures 8 and 10–12 with and without a 16-year cycle in disease mortality imposed and with the high-mortality rate. Note that the y-axis rises to 0.70 in comparison to Figure 15 wherein the y-axis reaches only 0.45.

b. The influence of disease cycles

Cycles profoundly influence the development of disease resistance, converting a depressingly slow process into a one of ponderous pace. Figure 14 compares a series of simulated populations in which a high mortality rate was imposed with and without a 16-year cycle. The simulation without the 16-year cycle yielding the slowest rate of development of disease resistance is for a population that develops disease resistance distinctly more rapidly than the population with the most intense response under the 16-year cycle, discounting two simulations in which many alleles were lost by drift as discussed later. The case that records...
the greatest level of development of disease resistance with cyclic disease is the case for the Gulf of Mexico (Fig. 10). The rapid rate of growth fosters increased fecundity of animals at young age. By comparison, the case with the most languid development of disease resistance, in which allele loss through drift was insignificant, is the case in which increased stochasticity in egg production resulted in an enhanced likelihood that pairs of susceptible individuals would excel in the sweepstakes competition\(^8\) (see Hedgecock et al., 2007; Hofmann et al., 2009). This tendency increased the retention of susceptible individuals in the population, thereby reducing the rate of development of disease resistance.

The cases depicted in Figure 14 are one extreme set of simulations, representing the cycle of longest period and the highest mortality rate. A potentially diametric case depicted in Figure 15 is a set of simulations for populations exposed to a 4-year cycle under moderate mortality compared to populations without the cycle. The results are altogether consistent with the previous set (Fig. 14), albeit the deviation of the two groups, populations exposed to cyclic or continuously increased mortality, is muted by the limited development of disease resistance possible under this mortality rate, even if the population is continuously exposed to the disease (the no-cycle cases).

Focusing on the case for Delaware Bay, the 16-year high-mortality case results in a population achieving a fitness level of 0.355 on a 0-to-1 scale after 200 years of exposure to disease. The equivalent outcome if the disease was continuously present over the 200 years, without cyclicity, is 0.645, a fitness level not quite twice as high (Fig. 14). In the other example, a population exposed to disease with a 4-year cycle and moderate mortality results in a population fitness value after 200 years of 0.182. When the disease is continuously present, the population fitness value achieved after 200 years is 0.346, a value again nearly twice as high (Fig. 15). The differential is consistent with the reduction in exposure to disease mortality anticipated from the cycle. The differential being near a factor of two is, however, somewhat unique to the parameter values used for these simulations. Other parameterizations depicted in Figure 14 yield differentials ranging from 0.86, limited divergence, to 0.53, nearly a factor of two divergent. Thus, the cycle routinely results in a retarded rate of development of disease resistance in these simulated populations of somewhere between half and 80% of the non-cycle rate.

Consequently, the simulations as a whole suggest that cyclic disease reduces the incremental rate of development of disease resistance and that this reduction often is of appreciable degree. Much of this influence likely is due to the reduction in the time-integrated population mortality rate, which will approximate half the apogean rate. This relaxation of the mortality rate enhances survival of animals with a lower complement of alleles conferring disease resistance for part of the cycle. Moreover, this relaxation permits rare alleles, such as alleles conferring disease resistance in the naïve population, to drift and given the sweepstakes assumption of population dynamics (e.g., Hedgecock et al., 2007), most often,

\(^8\) Sweepstakes reproductive success “occurs when a small fraction of adults contributes the vast majority of new recruits while the remaining adults contribute average numbers of, or no, offspring” (Hofmann et al., 2009).
that drift is towards lower frequencies because fewer animals carrying these alleles predetermines a lower probability of their successful dissemination during sweepstakes reproduction at cycle nadir.

c. The influence of cycle period

An expectation arises that the length of the cycle period may influence the outcome. In the few years following onset of the disease, of course, it must, as the naïve population is differentially exposed over the first several epizootics depending upon cycle period relative...
to continuous exposure. However, over a longer period of time, the differential anticipated from variations in cycle period is much muted. Dermo increases population mortality rate. This generates two interrelated modifications to the population dynamics. The average age of the population declines and the generation time of females is reduced. The generation time of males is less influenced because protandry converts males to females and so many males become, in a sense, senescent at early age.

The cases for Delaware Bay are compared in Figure 16. Variation in cycle period has limited influence on population average age. The population exposed to a 4-year cycle evinces a transient reduction in average age shortly after onset of disease, but that differential degrades persistently over time (Fig. 16). A larger, yet still transitory, differential occurs for female generation time. In this case, generation time averages considerably longer with the 16-year cycle following the onset of disease. The slow growth rates and inherently
long time to maturity exaggerate this difference. Thus, over an extended time period, this simulation suggests that differences in cycle period, over a range of biologically-relevant climate-cycle periods influencing oyster population dynamics, inconsequentially influence generation time and trivially influence population average age.

Review of the diversity of cases parameterized with varying population dynamics shown in Figures 8 and 10–13 discloses that population fitness tends to increase more rapidly in populations exposed to a 4-year cycle than a 16-year cycle, whenever a differential between the two exists, even though, for both cycle periods, the integrated mortality rate is half the apogean rate. Such a differential is not present in every case, but when it is, very likely the differing outcomes originate in the transiently higher generation time following onset of disease in the simulations with a 16-year cycle (Fig. 16). This extended generation time initially retains for a longer period alleles abetting disease susceptibility by permitting animals carrying them to reproduce more than once during the cycle’s nadiral phase.

One might assume that drift is inconsequential in most oyster populations, even with the low effective population sizes, because total abundance is high. Several simulations conducted with a reduced carrying capacity to keep abundance low (e.g., Figs. 8-Delaware Bay Low Abundance and 10-Chesapeake Bay Low Abundance) provide cases where drift was consequential. When alleles are lost by drift, that loss typically occurs early after the onset of disease when mortality rates climb and population abundance falls. Alleles conferring disease resistance, being rare, are often lost during this time, because each contributes in only a small way to adult fitness and, hence, increased survival. Cyclicality substantively reduces the probability of allele loss (Fig. 9). Much of this counteraction emanates from the lower time-integrated mortality rate as mortality rate is near pre-disease levels at cycle nadir. Regardless, however, onset of dermo, which can result in population mortality rates fully three times pre-disease rates or more during at least the initial epizootics, might promote wholesale loss of alleles, were it not for a combination of auspicious population size and cyclicity limiting the duration of the epizootic to a time span on the order of the pre-disease generation time or less. This is true for both the ENSO and NAO instigators.

d. Potential modulators of the process

Population abundance, effective population size, variability in fecundity at size, variability in the number of individuals successfully producing recruits, and differential growth may influence the rate of development of resistance to dermo disease. Some conditions simulated, such as differential growth, are based on known variability in oyster population dynamics. Others likely exceeded the typical ambit, although confirmatory data are inadequate. Regardless, the range of responses in the rate of development of disease resistance was limited for this suite of simulations conducted under the constraint of a moderate increase in mortality rate (Fig. 15). Population fitness varied from just under 0.2 to nearly 0.3. Thus, the response to the disease did not vary substantially over a broad spectrum of oyster population dynamics. The situation differed only modestly with a higher mortality
rate (Fig. 17). Simulations with a 4-year (or 16-year) cycle varied in population fitness from just under 0.3 to 0.45 (Figs. 14 and 17), a narrow range in outcomes little dependent upon cycle period. Thus, overall, details of the population dynamics little influence the outcome. The mortality increment due to disease was the overriding feature, modulated to a much smaller degree by the cycle period.

eye. The curious case of the Gulf of Mexico

The exposure period to dermo is considerably longer in Gulf-coast oysters than for oysters in northeastern estuaries. Exposure to dermo is recorded at least since the late 1940s (e.g.,
Mackin et al., 1950; Mackin, 1953, 1959) and arguably dermo has been present for a much greater period of time (Ray, 1996). On the other hand, at least one circa-1900 survey documents oyster populations with density and size-frequency characteristics that suggest a limited influence of the disease (Moore, 1907) in an area now heavily impacted (Craig et al., 1989; Wilson et al., 1990). Irrespective of the long-term history, even the most conservative estimate is an exposure period exceeding 60 years. Although not well documented, the mortality levels of the 1950s would seem to be apropos for the modern day. Certainly, dermo infection intensities remain high throughout much of the Gulf of Mexico (Craig et al., 1989; Wilson et al., 1990; Kim et al., 2001).

Consider, therefore, the possibility that >60 years of exposure has not resulted in a substantive improvement in disease resistance. Why? Note in Figs. 14–15 and 17 that the case parameterized for the Gulf of Mexico with one generation per year typically results in population fitnesses after 200 years nearly as high or higher than any of the remainder, in opposition to expectation from, albeit anecdotal, observation. Note however, in the same figures, that the case parameterized for the Gulf of Mexico with two generations per year typically results in population fitnesses after 200 years nearly as low or lower than any of the remainder. The Gulf of Mexico is strongly influenced by ENSO (Douglas and Englehart, 1981; Tolan, 2007; Soniat et al., 2006), that generates 4-year cyclicity in salinity, and consequently dermo infection intensity (Soniat et al., 2006, 2009). A 4-year cycle coupled with multiple generations per year severely impedes the rate of development of disease resistance in simulated populations. Although two generations per year is not necessarily fully realized in all locations, multiple spawnings per year are certainly the norm (Hopkins, 1954; Hayes and Menzel, 1981; Hofmann et al., 1994) resulting in a portion of the yearly recruits entering their first spawning season with limited exposure to the disease. This reduces the overall mortality rate, enhancing lifetime egg production, and permits common alleles, those enhancing disease susceptibility, to be retained in the population more readily by bypassing some portion of the lifetime selection pressure.

Whereas the inherent limitation in the response of the oyster to dermo disease may ultimately be explained by a variety of immune-system-related idiosyncrasies determining the relationship between the parasite and its host, or to the ability of Perkinsus marinus to evolve virulence factors in parallel to adaptation by the oyster host, the simulations supporting this study suggest that basic characteristics of oyster population dynamics in the Gulf of Mexico coupled with the imprint of the ENSO cycle would be sufficient to reduce the rate of development of disease resistance to a level that might not be detected over a 60-year period without a robust and detailed time series. Such a data resource does not exist.

5. Conclusions; Expectations for the future: dermo and oyster population dynamics

Unquestionably, dermo exerts a controlling influence on oyster population dynamics wherever environmental conditions permit epizootics to occur. Increments in mortality
easily are a factor of two to three above the nonepizootic rate. Such rates strain the oyster population’s ability to respond because neither recruitment nor growth rate have an equivalent ambit. As a consequence, abundance declines and can decline precipitously. Unquestionably, oysters can develop disease resistance to some protozoal diseases rapidly (e.g., Andrews, 1968; Farley, 1975; Ford and Haskin, 1982; see also Burreson, 1991; Burreson et al., 2000; Burreson and Ford, 2004), as well as to prokaryotic challenge (Ford and Tripp, 1996; Barber et al., 1998; Oliver et al., 2003; Gómez-León et al., 2008). Dermo is a relatively unique parasite in both its suspiciously cryptic relationship with the oyster’s immune system and its overt persistence as a source of mortality. Moreover, more than many other parasites and diseases (Kim and Powell, 2006, 2007; Kim et al., 2009), dermo is highly sensitive to climate cycles that influence temperature and salinity; consequently, epizootics are frequently cyclic phenomena.

*Perkinsus* is a wide ranging genus infecting a variety of clams and oysters (e.g., McLaughlin et al., 2000; Ngo and Choi, 2004; Leethochavalit et al., 2004; Bushek et al., 2008); whether the inferences derived herein for dermo disease can be applied more generally is unknown. Nevertheless, the simulations presented here bolster the conclusion that resistance to dermo disease cannot develop save slowly in oyster populations (Powell et al., 2011a). A large number of loci contributing alleles conferring disease resistance, the cyclic nature of the exposure relieving the population in predictable time units from selection pressure, and the tendency for conditions that might improve development of disease resistance such as rapid growth to be counterbalanced by multiple yearly spawnings, hamper the rapid development of disease resistance. Half-century to century time scales are implied by our simulations, even if the immune system is not compromised by crypticness or adaptively enhanced virulence of the parasite. Over a typical observational period of a decade or so, one should not expect to see an easily measurable increment in disease resistance.

Documented epizootics imply an additional impediment. Epizootic mortality rates at cycle apogee, twice that observed at cycle nadir or prior to the onset of disease, are consequential from the standpoint of population sustainability, judging from fisheries-related databases (e.g., Powell et al., 2008) that suggest overfishing at mortality rates of 20% per year or more. This same increment in mortality rate would seem insufficient to generate anything but modest rates of development of disease resistance, however. A tripling of mortality rate yields a more rapid development of disease resistance. However, epizootics of this scale are also rarer. Moreover, the more rapid increment in disease resistance anticipated from the more extreme selection events relatively rapidly reduces the increment in mortality rate to that factor of two that is still overwhelmingly consequential for oyster population dynamics, but a limited promoter of selection. This mismatch between expectation inferred from the dire influence of a doubled mortality rate on population dynamics and the capacity of selection inherent to the oyster’s genetic structure leads to the surmise that disease resistance that has not increased measurably to date may be anticipated to develop with elephantine slowness in the future. In fact, the periodicity of dermo epizootics may doom
oyster populations to an extended period of low abundance, during which disease resistance slowly improves; bit by bit limiting the depredations of the disease.
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