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ABSTRACT

FRIEND: A CYBER-PHYSICAL SYSTEM FOR TRAFFIC FLOW RELATED INFORMATION AGGREGATION AND DISSEMINATION

Samy S. El-Tawab
Old Dominion University, 2012
Director: Dr. Stephan Olariu

The major contribution of this thesis is to lay the theoretical foundations of FRIEND – A cyber-physical system for traffic Flow-Related Information aggregation and Dissemination. By integrating resources and capabilities at the nexus between the cyber and physical worlds, FRIEND will contribute to aggregating traffic flow data collected by the huge fleet of vehicles on our roads into a comprehensive, near real-time synopsis of traffic flow conditions. We anticipate providing drivers with a meaningful, color-coded, at-a-glance view of flow conditions ahead, alerting them to congested traffic.

FRIEND can be used to provide accurate information about traffic flow and can be used to propagate this information. The workhorse of FRIEND is the ubiquitous lane delimiters (a.k.a. cat’s eyes) on our roadways that, at the moment, are used simply as dumb reflectors. Our main vision is that by endowing cat’s eyes with a modest power source, detection and communication capabilities they will play an important role in collecting, aggregating and disseminating traffic flow conditions to the driving public. We envision the cat’s eyes system to be supplemented by road-side units (RSU) deployed at regular intervals (e.g. every kilometer or so). The RSUs placed on opposite sides of the roadway constitute a logical unit and are connected by optical fiber under the median. Unlike inductive loop detectors, adjacent RSUs along the roadway are not connected with each other, thus avoiding the huge cost of optical fiber. Each RSU contains a GPS device (for time synchronization), an active Radio Frequency Identification (RFID) tag for communication with passing cars, a radio transceiver for RSU to RSU communication and a laptop-class computing device.

The physical components of FRIEND collect traffic flow-related data from passing vehicles. The collected data is used by FRIEND’s inference engine to build beliefs about the state of the traffic, to detect traffic trends, and to disseminate relevant traffic flow-related information along the roadway. The second contribution of this thesis is the development of an incident classification and detection algorithm that can be used to classify different types of traffic incident. Then, it can notify the necessary target of the incident. We also compare our incident detection technique with other VANET techniques.
Our third contribution is a novel strategy for information dissemination on highways. First, we aim to prevent secondary accidents. Second, we notify drivers far away from the accident of an expected delay that gives them the option to continue or exit before reaching the incident location. A new mechanism tracks the source of the incident while notifying drivers away from the accident. The more time the incident stays, the further the information needs to be propagated. Furthermore, the denser the traffic, the faster it will backup. In high density highways, an incident may form a backup of vehicles faster than low density highways. In order to satisfy this point, we need to propagate information as a function of density and time.
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CHAPTER 1

INTRODUCTION

1.1 MOTIVATION

Several recent US Department of Transportation (US-DOT) and National Highway Traffic Safety Administration (NHTSA) statistics have revealed that in a single year congested highways cost the nation over $70 billion in lost worker productivity and over 8.5 billion gallons of fuel wasted, not to mention high levels of carbon emissions [5, 6]. One important insight offered by these statistics is that over half of all congestion is caused by highway traffic-related incidents rather than by rush-hour traffic in big cities. Congested highways are the leading cause of traffic accidents, and projected data, extrapolated from January-September 2010 statistics (the most recent statistics available at this writing), predict for 2011 an estimated 38,000 traffic-related fatalities [6]. Figure 1 illustrates the principle sources of congestion from a recent US-DOT source [7].

![Figure 1: Illustrating the main sources of congestion.]

Unfortunately, on most US highways congestion is a common occurrence and, at the moment, advance notification of imminent congestion is unavailable [7, 8, 5]. It has been
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argued convincingly that given sufficient advance notification, drivers could make educated decisions about taking alternate routes; in turn, this would improve traffic safety by reducing the severity of congestion reducing, at the same time, fuel consumption and carbon emissions [9, 10, 11, 12, 13]. In fact, reducing the number of traffic-related accidents, carbon emissions, fuel usage and travel delays on our roadways and city streets has been recognized as one of the National Grand Challenges [14, 15].

Traditionally, traffic monitoring was the purview of various federal and state transportation authorities. In support of providing traffic monitoring and data collection functions a series of methods and procedures, known collectively as Intelligent Transportation Systems (ITS) were set up over the decades. ITS uses mostly legacy technologies such as inductive loop detectors, magnetometers, video detection systems (e.g. cameras), acoustic tracking systems and microwave radar sensors in conjunction with probe vehicles and other means to estimate traffic parameters [16, 17, 18, 14]. The estimated parameters are then aggregated at a central location (usually a Traffic Management Center) and used for various (mostly statistical) purposes. Up to very recently, the collected data and inferred traffic conditions were not shared with the travelling public. It is well documented that the hardware installed in support of collecting traffic-related data is expensive to install and costly to maintain and repair, making hardware-based traffic data collection and incident detection rather ineffective and inefficient [9]. Not surprisingly, the US-DOT has started to investigate a number of possible alternatives [19, 20, 21]. For example, in the next decade, the US-DOT plans to develop an architecture for vehicle infrastructure integration that will collect data from passing vehicles and, after aggregation at a central message switch, will be distributed to the traveling public [22]. The architecture document states that all messages will be digitally signed, with a central certificate authority responsible for distributing public and private encryption keys.

Even though wireless technology was available for the past 90 years, until very recently it was not used to enable communications in support of preventing, or mitigating the effect of, traffic-related events. All this has changed a decade or so ago with the advent of Vehicular Ad-hoc Networks (VANET) that employ a combination of Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communications intended to give drivers advance notification of traffic-related events. In V2V systems, each vehicle is responsible for inferring the presence of an incident based on reports from other vehicles. This invites a host of well-documented security attacks that could cause vehicles to make incorrect inferences, possibly resulting in increased traffic congestion and a higher chance of severe accidents.
In addition, because of their reliance on insecure V2V and V2I communications, most of the VANET systems proposed thus far have serious privacy problems. Indeed, because V2V communications can be traced back to individual vehicles, the driver of a vehicle will not be able to preserve their privacy and may be subject to impersonation or Sybil attacks. It was recently argued that even if several pseudonyms are used, detecting the true identity of the driver, and the attendant loss of privacy, appears hard to prevent.

In support of traffic-related communications, the US Federal Communications Commission (FCC) has allocated 75MHz of spectrum in the 5.850 to 5.925 GHz band specially allocated by the FCC for Dedicated Short Range Communications (DSRC) [31]. It was recently noticed that the DSRC spectrum set aside by the FCC, by far exceeds the needs of traffic-related safety applications [4]. The realization of this fact has already motivated the investigation of offering value-added services including on-line gaming, mobile infotainment, along with various location-specific services [32]. We fully expect third-party infrastructure providers to deploy various forms of road-side infrastructure as well as advanced in-vehicle resources such as embedded powerful computing and storage devices, cognitive radios and cognitive radio networks, and multi-modal programmable sensor nodes. As a result, in the near future, vehicles equipped with computing, communication and sensing capabilities will be organized into ubiquitous and pervasive networks with virtually unlimited Internet access while on the move. This will revolutionize the driving experience making it safer, more enjoyable, and more environmentally friendly.

In spite of the phenomenal advances in wireless technology, it was soon recognized that V2V and V2I communications, by themselves, do not suffice to prevent congestion and/or to mitigate its effect. The missing link is a tight integration, at several scales, of the capabilities of VANET and ITS. Not surprisingly, the past few years have seen a rapid converge of VANET and ITS leading to the emergence of Intelligent Vehicular Networks (InVeNet) with the expectation to revolutionize the way we drive by creating a safe, secure, and robust ubiquitous computing environment that will eventually pervade our highways and city streets. Lately, various solutions for traffic monitoring and incident detection have been proposed at the nexus of VANET and ITS.

However, the synergy of a confluence between VANET and ITS does not, in and by itself, address the most critical issues that underlie the deployment of automated incident detection and traffic-related information dissemination to the driving public. For example, the systems proposed thus far are neither secure nor privacy-aware, leaving the drivers
vulnerable to location tracking, impersonation or Sybil attacks. The problem stems from the fact that, even with the use of pseudonyms, vehicular communications can be traced back to individual cars. As VANET is being integrated into the fabric of the society, secure networking is fundamental to achieve trustworthiness and effective operation in such a decentralized environment consisting of thousands of autonomous nodes with heterogeneous capabilities. We do not yet have a well-validated and widely-accepted set of design principles for building such systems.

Thus, there is a need for a secure and privacy-aware system that automatically detects existing traffic conditions and anticipates discernible trends in the traffic flow, based on which it can intelligently predict imminent traffic events and alert the driving public to their likely occurrence. Such a system, commonly referred to as a cyber-physical system (CPS), must integrate in a coherent way and at various scales the resources and capabilities of its hardware and the software components. A CPS can be thought of as a perfect example of the classical adage asserting that “The whole is more than the sum of its parts”. Cyber-physical systems are characterized by a tight coordination between the system’s computational and physical components. Today, we begin to see cyber-physical systems being developed in areas as diverse as the aerospace and automotive industries, nuclear power plants, civil engineering, health-care, transportation, entertainment, and consumer appliances. It is expected that the cyber-physical systems of tomorrow will far exceed those of today in terms of adaptability, autonomy, efficiency, functionality, reliability, safety, and usability [33].

1.2 OBJECTIVES AND GOALS

This thesis proposes to lay the theoretical foundations and to evaluate FRIEND: A cyber-physical system for traffic-related event detection and dissemination. FRIEND will explore the integration of wireless networking with lightweight roadside infrastructure into a CPS that enables privacy-aware detection of traffic-related events and the dissemination to the driving public of such aggregated information both in the form of a color-coded traffic status report and traffic advisories in the case of serious incidents.

We are optimistic that FRIEND will improve road safety by alerting the public to discernible trends in traffic patterns and road conditions. FRIEND is not intended to supplant existing ITS systems. Instead, the intention is to show how existing ITS-based systems can be extended, along several dimensions, by integrating them with wireless communications and probabilistic reasoning.
Put succinctly, FRIEND has three defining goals:

1. To collect traffic data about the traffic-flow;

2. To aggregate the collected data in a way that allows to detect and/or to anticipate traffic-related events;

3. To disseminate relevant traffic-related information to the driving public.

The workhorse of FRIEND is a set of smart cat’s eyes and lightweight roadside units (RSUs) working in tandem. The roadside units, located by the roadside, collect traffic related information from passing vehicles as well as from the neighboring smart cat’s eyes. Suitable aggregated, the corresponding traffic-related information is then compared with a database of historical data in order to identify significant departures from expected values. Finally, relevant traffic-related information is disseminated to the traveling public in the form of a color-coded traffic status report and/or of traffic advisories alerting drivers to a variety of traffic-related events. Figure 2 shows the main infrastructure components of FRIEND.

![FIG. 2. Illustrating the main infrastructure components of the FRIEND.](image)

FRIEND uses both V2I and Infrastructure-to-Infrastructure (I2I) communications. As discussed in detail in Chapter 3, the instances of V2I communications are

- **Traffic data collection:** As already mentioned, in FRIEND most of the traffic data is collected either by roadside units or cat’s eyes from passing vehicles. It is important to note that the data collection is performed in a secure and privacy-aware manner. In particular, each message is associated anonymously with a unique
passing vehicle, so that no one vehicle can pretend to be multiple vehicles and, therefore, there is no need for vehicle IDs or pseudonyms;

- **Traffic status dissemination**: FRIEND disseminates to the drivers color-coded traffic status reports. These reports are location-aware, giving each driver a succinct synopsis of the status of the traffic up to ten km ahead;

- **Traffic advisories dissemination**: In the case of an incident, in addition to the color-coded traffic status report, FRIEND shares with the drivers information of the dynamics of the backup as well as the availability of alternate routes.

On the other hand, I2I communications are employed for the purpose of

- **Acquiring coarse-grained incident location information**: FRIEND has two mechanisms for locating an incident. In the first stage, a coarse-grain localization is performed by RSU to RSU communication, identifying an adjacent pair of RSUs that flank on both sides the location of the incident. The granularity of this localization is the distance between adjacent RSUs;

- **Acquiring fine-grained incident location information**: Once a coarse-grain localization of the incident has been performed, it is important to pinpoint the location of the incident, modulo the distance between a pair of adjacent cat’s eyes. This phase is performed, essentially, by running a leader election protocol on the set of cat’s eyes located in the road segment identified above;

- **Acquiring fine-grained information about incident dynamics**: It is fairly well known [18] that backups caused by incidents have complicated dynamics. It is of great interest to track, in near real-time, the location of the head and tail of the backup. This is done, again, by the cat’s eyes that notice phase transitions between stopped and moving traffic or vice-versa.

### 1.3 CONTRIBUTIONS

The key technical contribution of this thesis is to propose FRIEND: a cyber-physical system for traffic-related event detection and dissemination. It is worth noting that the physical component of FRIEND employs suitably enhanced hardware already deployed along our roadways. These include the ubiquitous cat’s eyes, the various lightweight infrastructure elements deployed by various transportation authorities as well as on-board
sensors that are either already reality or will become so in the near future. One such device is the concept of a smart wheel capable of disseminating instantaneous speed information to the cat's eyes. While present-day vehicles do not feature smart wheels, they are technically feasible under current technology and, we feel, it is only a matter of time before they will be offered, as an option, in high-end vehicles.

Similarly, the cyber components of FRIEND are anchored in various probabilistic estimates of the interplay between speed and headway distance (intended to reflect traffic density). To the best of our knowledge, headway distance has not been used as an approximation of instantaneous traffic density. We show that even a small sample of such headway distances yield a fairly robust approximation of the instantaneous traffic density.

One of the interesting and novel contributions of FRIEND is the dissemination to the driving public of location-aware traffic status reports in the form of a color-coded synopsis. This allows drivers to obtain an up-to-the-minute view of the state of the traffic about ten km ahead of them. We anticipate that such information can be used judiciously by the drivers to avoid congested areas and, consequently, to help prevent and mitigate the effects of congestion on our roadways.

Yet another contribution is to disseminate to the drivers information of the status of the backup in the case of a serious incident. This is done by using the cat's eyes to keep track, in real time, of both the head and tail (to be defined in Chapter 6) of the congested area.

In summary, the key technical contributions of FRIEND are:

- Laying the theoretical foundations of a scalable, non-intrusive traffic-event detection strategy that is also privacy-aware;

- Exploring the architectural issues and design principles underlying FRIEND;

- Laying the theoretical foundations of detecting traffic-related events based on aggregating collected data; this will allow us to tailor the best information dissemination strategy – we will study formal models that distinguish between dissemination of time-critical and non-time-critical traffic-related events. To the best of our knowledge this is the first study of its kind;

- To the best of our knowledge, FRIEND is the first non-intrusive cyber-physical system that will be able to assist the authorities with managing traffic-related emergencies.
1.4 ROADMAP

The remainder of this dissertation is organized as follows: in Chapter 2, we provide a succinct overview technical background, starting with related work pertaining to research to solve challenges in VANET, then discussing vehicle detection technology and then similar vehicular networking systems. In Chapter 3, we present the details of physical components of FRIEND, the main infrastructure used by our cyber-physical system, starting with nodes definition, then data communication in FRIEND and finally a taxonomy of applications in FRIEND. In Chapter 4, we reason about traffic flow parameters. In Chapter 5, we present the details about protocols of communication between nodes in FRIEND. In Chapter 6, we discuss the decision making in FRIEND. In Chapter 7, we describe our simulation and evaluation. Finally, in Chapter 8, we put the work in perspective, offer concluding remarks and highlight directions for future research.
CHAPTER 2

TECHNICAL BACKGROUND – REVIEW OF RELEVANT LITERATURE

FRIEND involves a number of research areas from wireless networking to intelligent transportation systems. The main goal of this chapter is to offer a succinct survey of the relevant state of the art in these areas, focusing particularly on previous work on which we plan to build.

In Section 2.1 we begin by discussing VANET Overview that motivated FRIEND in the first place. In Section 2.2, we summarize most of the vehicle detection technology. In Section 2.3, we discuss incident detection systems. In Section 2.4, we describe traffic monitoring in VANET. In Section 2.5, we discuss information dissemination systems. Finally, in Section 2.6, we give an example of one of VANET system "NOTICE”.

2.1 VANET OVERVIEW

The original goal of VANET was to provide drivers with notification of real-time traffic conditions. A few of these systems have been developed and deployed in Japan [34] and Europe [35, 36] in partnership either with government agencies or automobile companies. One of the most notable US initiatives is the California Partners for Advanced Transit and Highways (PATH) program [37], which has investigated issues from automated driving to transportation modeling to driver warning systems. A typical VANET system for reporting traffic conditions consists of vehicles exchanging information about their position and speed with each other. The vehicles then use this information to determine where traffic slowdowns are occurring and report that information to other vehicles.

A VANET system for reporting traffic conditions can be implemented either using a purely ad-hoc network approach (i.e. V2V communications only) or using a network that includes roadside infrastructure (V2I). V2V systems [38, 39, 40, 41] are attractive because they require no additional infrastructure to be installed along the roadside. However, this lack of infrastructure can cause a problem in sparse traffic or at low market penetration rates where a critical mass of equipped vehicles may not exist. Additionally, V2V systems have known security issues and are susceptible to impersonation and Sybil attacks, where
an adversary pretends to be one or more vehicles and sends erroneous data into the network [42, 43]. V2I systems that rely on roadside infrastructure [44, 45, 46, 47] do so for various reasons, including aggregation, processing, and Internet or wider-area network access. A few approaches use the roadside infrastructure to provide encryption keys and pseudonyms in an attempt to protect driver privacy and provide secure communication. However, complex roadside infrastructure is expensive to deploy and consumes huge amounts of power [22].

2.1.1 SECURITY AND PRIVACY ISSUES IN VANET

The topology of VANET is highly dynamic, with vehicles joining and leaving, complicating authentication and the establishment of trust relationships between vehicles, inviting infiltration, impersonation and spoofing. The critical nature of the information propagated by VANET exacerbates security concerns. Thus, VANET are inherently vulnerable to a multitude of threats, including eavesdropping, physical tampering, infiltration, Denial of Service (DoS), spoofing, traffic analysis and impersonation, among many others.

The overwhelming majority of security countermeasures for VANET use cryptographic techniques. At the heart of virtually all of these solutions lie encryption key agreements between various entities designed to bootstrap trust between communicating vehicles or between vehicles and the roadside infrastructure. Recently, a number of protocols have been developed for key agreement supporting confidentiality and authentication services in VANET [48, 49, 50, 51, 42]. There seems to be a consensus that while symmetric-key-based protocols tend to be simpler, some of these protocols are not sufficiently flexible for use in dynamically re-configurable networks, since they cannot efficiently handle unanticipated additions of vehicles to the network. Public key-based key establishment protocols offer more flexibility and scalability. But, the public key algorithms used in these protocols tend to be slow and to consume a great deal of computational resources.

A fundamental problem in securing V2V communications is authentication. One of the main authentication problems is broadcast authentication, which involves verifying the source of broadcast transmission to multiple receivers. The task of providing broadcast authentication in VANET is non-trivial. For example, public-key-based digital signatures typically used for broadcast authentication, are too expensive to be used in VANET where reconfiguration is the norm rather than the exception. Also, symmetric-key-based mechanisms cannot be directly applied to broadcast authentication, since a compromised receiver
can then easily forge any message from the sender.

In VANET there is a strong correlation between a vehicle’s identity and that of the driver. It follows that any effort to protect driver privacy must attempt to make the link between the two harder to detect. Because of the large number of vehicles on our roadways and city streets and of the sophistication of possible attacks, privacy protection must be both robust and scalable.

Often, ensuring security means sacrificing privacy because valid identification of the vehicles is needed to verify digital signatures for authentication. Once a vehicle’s identity is established it can be easily tracked, raising serious privacy concerns. For instance, most people would be uncomfortable with the notion that a traffic monitoring system could be used to track their movements over a period of time.

To avoid easy identification of vehicles while facilitating authentication, several approaches advocate the use of pseudonyms that change at various times, according to a particular set of rules \[52, 53, 54, 49\]. To achieve this, vehicles need to either contact roadside infrastructure to obtain new pseudonyms periodically, contact a certificate authority to obtain a new key each day, or preload many pseudonyms into a tamper-proof device in the vehicle \[51, 55\]. The presence of many pseudonyms in one vehicle could make the system susceptible to Sybil attacks. Other approaches use roadside infrastructure for re-anonymization or require that the vehicle be in contact with a certificate authority \[43\]. Even with the use of pseudonyms, it has been argued that tracing the pseudonym back to the original owner of the vehicle is difficult to prevent \[56, 55\].

V2V and V2I communications have been contemplated as a means towards Cooperative Collision Warning Systems (CCWS) that use a combination of V2V and V2I communications to allow drivers to alert each other to possible collision events \[57, 58, 59\]. While the proposed systems seem promising, and some aspects have been adopted in Automatic Cruise Control Systems, their large-scale deployment is hampered by numerous security and privacy issues \[57, 9, 60\].

Yet another line along which traditional ITS is augmented is automatic vehicle identification (AVI), automatic vehicle location (AVL) and other wireless location technologies (WLT) \[9\]. However, these techniques are in their infancy and are afflicted with known privacy and security problems that are likely to delay or even derail their widespread use.

Vehicles in FRIEND can act as data mules, carrying encrypted messages between adjacent roadside units. The novelty of FRIEND lies mostly in the symbiotic relationship between the roadside infrastructure and cat’s eyes.
Directional antennas have been proposed for use in ad hoc networks to reduce interference by allowing nodes to receive signals from only a certain direction [61, 62, 63]. Recent work [64] has applied this idea to VANET to allow high priority messages (e.g. from emergency vehicles) to have contention-free access to the medium. In addition to controlled flooding techniques, we will investigate the use of directional antennas to keep message communications with a single vehicle within a single lane of traffic.

2.2 VEHICLE DETECTION TECHNOLOGY

Intelligent Transportation Systems (ITS) have traditionally provided traffic monitoring and data collection functions using various vehicle detection technologies. In the past decade or so, we have witnessed an unmistakable confluence between VANET and ITS systems. We expect that in the near future some of the vehicle detection technologies will merge into very powerful on-board capabilities.

The US-DOT plans to develop in the next decade an architecture for vehicle infrastructure integration [22]. This architecture relies on a heavy networked roadside infrastructure that will collect data from passing vehicles and will relay it to a central message switch responsible for distributing the data to interested parties. The architecture document states that all messages will be digitally signed, with a central certificate authority responsible for distributing public and private encryption keys.

In order to turn traffic data obtained through the methods described above into incident detection data, automatic incident detection (AID) algorithms are used. There has been much research in ITS devoted to various types of AID algorithms [65, 66, 67, 68, 69, 70, 71]. One of the most used is the McMaster algorithm, which compares current traffic flow to a model of expected flow. The Federal Highway Administration (FHA) reports that as much as 90% of traffic incidents are currently reported by citizens through 911 calls, which outperforms any of the existing AID algorithms [14]. The key in these situations is delivering the information to traffic managers, verifying the incidents, and finally disseminating the information to the driving public.

Quite recently, cell phone technology has been proposed for traffic monitoring in limited deployments [72]. The current state-of-the-art is a handoff based system that tracks the cellular handoffs between towers using handoff information already collected by the cell phone companies. These systems use elapsed times between handoffs to determine link speeds. This technology is much like that used for probe vehicles, but there is no special equipment needed in the vehicle, besides a cell phone. According to a study from
the University of Virginia [73], these cell phone monitoring systems still have challenges to overcome, such as accuracy in determining vehicle position from the cell phone signal, matching the location to a physical roadway, and overcoming the small numbers of callers that can serve as probes. Another problem is that tracking cell phone movements raises privacy concerns, even though assurances have been made that the information is not tied to a specific cell phone and that traffic tickets will not be issued using this system.

We note that many of the proposed ITS approaches that supplement ILDs and video cameras by the use of wireless communications have raised security and privacy concerns, very similar to those in VANET.

We now review some of the most popular non-intrusive vehicle detectors. There are some factors that affect the choice of the sensor type such as the type of detection, traffic flow, sensor capability, weather conditions and construction conditions.

2.2.1 INDUCTIVE LOOP DETECTORS (ILD)

ILDs are the most commonly used sensors in traffic surveillance and management applications. Currently, most incident detection systems and algorithms use traffic data derived from ILDs. The standard ILD is a length of insulated wire bent into a closed shape, traditionally a square or a rectangle, and connected to a power source/sensor on both sides of the wire. The wire loops are embedded in a shallow cutout in the pavement. A lead-in cable runs from a roadside pull box to the controller cabinet to an electronics unit located in the controller cabinet. When a vehicle stops on or passes over the loop, the inductance of the loop decreases, which in turn, increases the oscillation frequency and causes the electronics unit to send a pulse to the controller, indicating the passage of a vehicle and registering its presence in its detection zone. New versions of ILDs use higher frequencies to identify specific metal components of vehicles, which can be used to classify vehicles [2, 74].

The sensitivity of an ILD is adjustable and can be tuned for a variety of different locations and environments. In operation, ILDs tend to go out of tune over time and requires readjustment. The received presence information can be used to calculate volume and occupancy. Occupancy is computed by taking the ratio of time the detector registers the presence of vehicles in its detection zone to the total sample time. However, ILDs have a tendency to double-count trucks [2, 75]. Due to the vehicle's structure, trucks as well as other long vehicles often are regarded as two passenger cars by an ILD. Tractor-trailer units often have concentrations of metal far enough above the loop so that the detector
electronics cannot detect them, resulting in detection gaps. ILD systems still suffer from poor reliability, related to causes such as inclement weather, improper connections made in pull boxes, and in the application of sealants over the cutout. These problems are accentuated when ILDs are installed in poor pavement or in areas where utilities frequently disturb the roadbed. Most cities with mature systems report that 25 to 30 percent of their detectors are not operating properly at any given time. Moreover, the installation and maintenance of ILDs require lane closures to dig grooves in the road, causing traffic disturbances. In addition, the precise nature of an incident detected by ILDs cannot be ascertained, and ILDs perform less effectively for incident detection in low volume conditions [2, 76].

2.2.2 MAGNETIC SENSORS – PASSIVE AND ACTIVE

Magnetic sensors work on the principle that the presence of a vehicle distorts the magnetic field which shrouds the earth. Although different in appearance and specific technology, they operate on a similar principle to ILDs [2, 74]. Magnetic sensors are often installed in place of loops on bridge decks, and in heavily reinforced pavement, where steel adversely affects loop performance [74]. ILDs and magnetic sensors each have their respective applications and tend to complement one another. There are two types of magnetic sensors for traffic flow parameter measurement: active devices, such as magnetometers; and passive devices.

The first type, two-axis fluxgate magnetometers, are active devices, excited by an electrical current in windings around a magnetic core material. They detect changes in the vertical and horizontal components of the earth’s magnetic field. They can measure the passage of a vehicle when operated in the pulse output mode, yielding count data, and provide a continuous output as long as a vehicle occupies the detection zone when operated in the presence output mode. The Self-Powered Vehicle Detector (SPVD), a type of magnetometer developed with FHWA support, is powered by a self-contained battery, with a limited expected life, 1 to 2 years. It is connected to a remotely located controller cabinet via a radio link. Thus, no direct connection is required [2, 74].

A magnetometer presents installation and maintenance problems similar to ILDs. To install and repair a magnetometer, traffic needs to be disrupted for a sufficiently long period for removing the sensor and reinserting it in a borehole. Compared to an ILD, this device, though road-embedded, shortens lane closure time for each repair, but increases the frequency of lane closures for such repairs, especially in the case of SPVD [2, 75].
The second type, passive magnetic detectors, sense perturbations in the earth's magnetic flux produced when a moving vehicle passes over the detection zone. These magnetic sensors are induction magnetometers. Most require some minimum vehicle speed for producing an output signal, usually 3 to 5 mph; hence, they cannot detect stopped vehicles nor provide presence measurements [77, 78, 76].

Magnetic detectors are easier to install and more maintainable than ILDs for a similar price [79]. They can come pre-installed in tubing. Compared to ILDs, magnetic detectors can sustain greater stresses and break down less often. Alternative installation procedures may further improve their reliability. The biggest disadvantage of magnetic detectors is that they cannot measure occupancy. Speed may be calculated by installing two magnetic detectors in a close succession, and from speed and flow measurements, occupancy can be calculated. However, if two magnetic detectors are placed too closely together, they may interfere with each other [2, 75].

2.2.3 ULTRASOUND SENSORS

Ultrasonic sensors transmit pressure waves of sound energy at frequencies between 25 and 50 KHz [2, 75, 74]. They fall into two types: pulse-waveform ultrasonic sensors and constant frequency ultrasonic sensors. Most ultrasonic sensors operate with pulse waveforms; only this type is discussed here. Pulse waveforms are used to measure distances to the road surface and the vehicle surface by detecting the portion of the transmitted energy that is reflected back towards the sensor. When a distance other than that to the background road surface is measured, the sensor interprets that measurement as the presence of a vehicle. The received ultrasonic signal is converted into electrical energy that is analyzed by signal processing electronics. This technique is similar to that used by pulse microwave sensors.

Ultrasonic sensors can measure speed, occupancy, presence, and in some configurations, queue length. Moreover, vehicle profiling can be achieved by installing a pulse ultrasonic detector above the roadway; excellent classification performance can be achieved for most vehicle types. Ultrasonic sensors have no moving parts so they tend to be reliable, durable and require little maintenance. They are also small and can be sited permanently or used as a portable unit. However, air turbulence and temperature adversely affect operational performance [2].

2.2.4 INFRARED SENSORS
The infrared sensors referred to here are non-image infrared devices. Infrared sensors can operate in active or passive modes. Similar to microwave sensors, infrared sensors are mounted overhead or in a side-looking configuration. In the active mode, a detection zone is illuminated with infrared energy transmitted from laser diodes operating in the near infrared spectrum. A portion of the transmitted energy is reflected back to the sensor by vehicles traveling through the detection zone. An infrared-sensitive element converts the reflected energy into electrical signals that are analyzed in real time [2, 76]. Infrared sensors can measure presence, speed, volume, occupancy, and vehicle classification. Active infrared detectors are vulnerable to weather conditions such as fog, clouds, shadows, mist, rain, and snow, which scatter and attenuate wave energy. High cost is cited as one of the reasons that they are not more widely used in traffic surveillance. Active sensors are more expensive than passive ones. Passive infrared detectors measure the same traffic parameters as active detectors except for speed. They do not transmit their own energy but use an energy-sensitive element to measure the thermal energy (i.e., temperature) emitted by vehicles, which differs from the energy emitted from the road, in the field of view of the detector. When a vehicle enters the field of view, the change in emitted energy from the scene is sensed. Passive infrared sensors have difficulty measuring speed because the extended nature of the vehicle distorts the infrared signature, making velocity less clear. On the other hand, multi-zone passive infrared sensors can measure speed and vehicle length as well as the more conventional vehicle count and lane occupancy [2, 78]. Inclement weather, such as fog, snow, and precipitation that scatter energy, and changes in light, may have adverse effects on performance.

2.2.5 MICROWAVE SENSORS

Microwave sensors currently used in traffic surveillance fall into two types in terms of their working waveforms: constant-frequency waveform (CW) and frequency-modulated waveform (FMCW). The first type, termed the continuous microwave detector, makes use of the Doppler principle to compute vehicle speed from CW microwave radar that transmits electromagnetic energy at a constant frequency. Because only moving vehicles are detected by CW Doppler radar, vehicle presence cannot be measured with this waveform and hence this type of microwave sensor is not suitable for incident detection. The second type is termed the pulse microwave detector. These detectors transmit electromagnetic energy in frequency bands between 2.5 to 24.0 GHz. They are capable of counting vehicles, measuring speeds and detecting vehicle presence. Pulse microwave detectors can
also classify vehicles by measuring the vertical profile of a vehicle [2].

Microwave sensors provide a cost-effective alternative to ILDs for vehicle presence detection and hence for incident detection. They are relatively smaller, lighter in weight and easier to install than ILDs and magnetic sensors, and they can detect multi-lane traffic and cover a longer range (say 100 meters to 1000 meters). Their small size, low cost and low power consumption makes them suitable for traffic surveillance both at intersections and on highways. However, it needs to be noted that a newly installed microwave sensor may interfere with other similar microwave-based devices in its vicinity.

2.2.6 ACOUSTIC SENSORS

Acoustic sensors are operated in passive mode and are usually configured as a two dimensional dipole array of microphones that are sensitive to the acoustic energy (i.e., audible sounds) produced by approaching vehicles. The time delay between the arrival of sound at the upper and lower microphones changes with time as the vehicle emitting the sound passes under it. When a vehicle passes through the detection zone, an increase in sound energy is detected by the signal processing algorithm and a vehicle presence signal is generated. When the vehicle leaves the detection zone, the sound energy level drops below the detection threshold and the vehicle presence signal is terminated. Vehicles are tracked using cross-correlation between microphones. Best results are achieved when the data is filtered to a bandwidth of 50-2000 Hz.

For this type of acoustic sensor, the preferred mounting is at a 10- to 30-degree angle from the vertical direction. This sensor can count vehicles and measure presence, speed, volume and occupancy. Interference between the noises of multiple vehicles is a limitation to acoustic technology. Its performance is also affected by low temperature and by snow, and dense fog that may muffle sound and lead to under-counting. A second type of acoustic sensor uses a fully populated microphone array and adaptive spatial processing to form multiple detection zones. This sensor can monitor as many as six to seven lanes when mounted over the center of the roadway. Mounting heights range from 20 and 40 feet [2].

2.2.7 LASER SENSORS

Laser sensors operate in active mode and work on the same principle as microwave radar sensors, using light frequencies. Laser sensors can offer high-speed measurement accuracy and measure all the vehicle characteristics needed for traffic surveillance and incident detection. A vehicle detection and classification system utilizing laser sensors has
been deployed on Interstate 4 in Orlando, Florida, for obtaining data needed for incident
detection. Generally, laser sensors are mounted on a gantry over the highway; each unit
can provide coverage for two adjacent lanes. A wireless modem connected with the sen­sor transmits the information between the sensor and a control and processing computer. Almost all traffic parameters, such as presence, classification, speed, volume, occupancy
and so on can be measured by laser sensors. Moreover, they provide the detailed vehicle
shape characteristics needed to uniquely identify vehicles. This capability can be used to
measure travel times between two locations on highways, which offers the possibility to
develop incident detection schemes based on variations in travel time like the ones that
utilize probe-based data [2, 80].

2.2.8 VIDEO IMAGE PROCESSORS

Video image processors (VIP) employ machine vision techniques to automatically an­
alyze traffic data collected with Closed Circuit Television (CCTV) systems or other video
cameras. A VIP system consists of one or more video cameras, a microprocessor based
computer for digitizing and processing the video imagery, and software for interpreting
the images and converting them into traffic flow data. The image processing algorithms
in the computer analyze the variation of groups of pixels contained in the video image
frames. By analyzing successive video frames, the VIP is capable of calculating traffic
flow information.

VIP systems fall into one of three classes: tripline, closed-loop tracking, and data
association tracking [2, 74]. Tripline systems operate by allowing the user to define a
limited number of detection zones in the field of view of video cameras. These systems
are the most common and are essentially expensive loop emulators. Closed-loop tracking
systems permit vehicle detection along larger roadway sections, which provide additional
traffic flow information such as lane-to-lane vehicle movements. Data association tracking
systems can identify and track a specific vehicle or group of vehicles as they pass through
the field of view of the camera, in which the unique connected areas of pixels are searched,
identified and tracked from frame-to-frame to produce tracking data for a selected vehicle
or vehicle group. This technique has the potential to provide link travel time and origin-
destination pair information [2, 81].

One of the primary advantages of using VIP for incident detection is that incidents
are not blocked by the resultant traffic queues if the surveillance video camera is installed
so as to provide upstream viewing [2, 74]. Some VIP systems are able to exact a wide
range of traffic parameters, including density, queuing length and speed profiles. Other advantages of using VIP for incident detection also include possibly short detection time, quick identification, as well as recognition of the incident type (using human operators), multi-lane surveillance by one sensor and easy installation. The performance of VIP systems, however, is affected by variations of light and climate, so the installation position and the calibration of image processing algorithms need to be adjusted accurately. In addition, the transmission of video images requires more bandwidth than transmission of voice and data, which increases the cost of transmission. There appear to be no technological barriers, given the technical maturity of VIPs, to the implementation of incident detection systems; the main challenge lies in refining its corresponding automatic incident detection algorithms [2, 81].

2.3 INCIDENT DETECTION

Various incident detection techniques have been proposed in the past decades. The goal of these techniques is to automatically identify the existence of highway incidents and their location. We divide these systems into different categories. This subsection is devoted to surveying different incident detection mechanisms proposed in the literature. In doing so, our goal is to clarify the advantages and disadvantages of each system. Incident detection systems can be classified into several groups based on the data collection technologies employed and on the data processing algorithms used. Variations in sensor-and-algorithm schemes result in a variety of solutions for incident detection [2]. For example, Parkany [2] classifies incident detection algorithm into roadway-based, probe-based and driver-based incident detection technologies. The corresponding algorithms are reviewed and evaluated in detail.

Pucher et al. [82], the authors present a detection and tracking methods for highway monitoring based on video and audio sensors as well as various combinations of these two modalities. The main disadvantage of these techniques is the bad performance in case of some weather conditions such as fog, storm, or heavy rain or poor visibility. We refer to Figure 3 for an example of a general audio/video highway monitoring system.

Existing incident detection systems measure traffic parameters such as flow, speed and density and the data is sent, on a regular basis, to Traffic Management Centers (TMC)
for aggregation and decision making. Table 1 gives a brief description of different detection/sensor technologies that have been used [2].

<table>
<thead>
<tr>
<th>Vehicle detection technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roadway-based sensors</td>
</tr>
<tr>
<td>Inductive loop detectors (ILD)</td>
</tr>
<tr>
<td>Magnetic sensors</td>
</tr>
<tr>
<td>Microwave sensors</td>
</tr>
<tr>
<td>Infrared sensors</td>
</tr>
<tr>
<td>Ultrasonic sensors</td>
</tr>
<tr>
<td>Acoustic sensors</td>
</tr>
<tr>
<td>Laser sensors</td>
</tr>
<tr>
<td>Video image processors</td>
</tr>
<tr>
<td>Probe-based sensors</td>
</tr>
<tr>
<td>Automatic vehicle location (GPS)</td>
</tr>
<tr>
<td>Signpost/beacon system</td>
</tr>
<tr>
<td>Cellular geolocation system</td>
</tr>
<tr>
<td>Automatic vehicle identification</td>
</tr>
<tr>
<td>Driver-based sensors</td>
</tr>
<tr>
<td>Highway service patrol</td>
</tr>
<tr>
<td>Remote CCTV monitoring</td>
</tr>
<tr>
<td>Cellular phone reports</td>
</tr>
</tbody>
</table>

All these sensors including ILDs, magnetic sensors, microwave sensors, infrared sensors, ultrasonic sensors, acoustic sensors, laser sensors and video image processors have been used as roadway-based sensors. Some of these sensors have been installed in the pavement, while others have been installed on the side of the road. Researchers have used a modified techniques to combine sensors [83], where magnetic sensors were used for detection with an optical wake-up method. Probe-based sensors are used in vehicles using GPS [84]. Driver-based sensors such as cellular phones detect 38% of the incidents, and
1% of the other events. This is probably because incidents (having blocked travel lanes and impeded traffic flow) are likely to get immediate attention from users [85].

Most of the incident detection techniques use pattern recognition algorithms. The DT algorithms, or so-called California algorithms, are the most widely known comparative algorithms. This type of algorithm is based on the principle that an incident is likely to cause a significant increase in upstream occupancy while simultaneously reducing occupancy downstream [2]. Subramaniam et al [1], classified incident detection algorithms into 5 categories: pattern recognition, statistical processing, catastrophe theory, neural networks and video image processing, as shown in Table 2 [2].

<table>
<thead>
<tr>
<th>TABLE 2. Performance comparison of several incident detection algorithms based on ILD and VIP sensors, source [1, 2].</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A taxonomy of incident detection algorithms.</strong></td>
</tr>
<tr>
<td><strong>Type</strong></td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>Pattern recognition</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Statistical processing</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Catastrophe theory</td>
</tr>
<tr>
<td>Artificial intelligence</td>
</tr>
<tr>
<td>Video image processing</td>
</tr>
</tbody>
</table>

As can be seen from the Table 2, the detection rate of the Bayesian, ARIMA and McMaster algorithms is the highest, as shown in Figure 4. FRIEND runs a Bayesian algorithm which increases the detection rate. Moreover, the false alarm rate of Bayesian
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FIG. 4. Comparison of detection rates of several incident detection algorithms.

algorithms is almost 0% as shown in Figure 5. We note that both Figures 4 and 5 were created using data from [2] and [1]. However, it is the case that the Bayesian algorithms take more time on the average to detect an incident.

2.4 TRAFFIC MONITORING IN VANET

Recent advances in wireless sensor and networking technologies have suggested innovative and more cost-effective alternatives which employ a combination of V2V and V2I wireless communication to provide novel solutions for traffic monitoring and incident detection [20] in ITS. Along similar lines, work in transportation engineering has resulted in the development of a cement-based piezoelectric sensor [86] that can be used to detect passing vehicles. In this work, a piezoelectric ceramic plate was placed between two cubes of hardened cement sand paste. This sensor can then be embedded in the roadway and perform detection similar to inductive loops. These sensors are durable, do not corrode, cannot be damaged by thermal expansion of the road, and can be made of inexpensive materials. This work has been the basis of NOTICE [87, 88, 89]. Specifically, the NOTICE system involves embedding intelligent sensor belts in roadways and using
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FIG. 5. Comparison of false alarm rates of several incident detection algorithms.

These belts to detect traffic incidents ranging from congestion to lane obstructions and potholes. In this regard, NOTICE has a great deal in common with ILDs since both systems are intrusive and by virtue of cutting in the surface of the roads, contribute to weakening the structural integrity of roadways. Extrapolating from past experience with ILDs [90], sensor belts embedded in the roadway are very likely to suffer from reliability problems and to contribute to the creation of potholes.

The main goal of most VANET systems is to communicate information as quickly as possible to as many vehicles as possible, and data dissemination is an important part of any VANET system. Most systems use broadcast mode to disseminate the information. When broadcast is used by many nodes, care has to be taken that messages are not sent unnecessarily and that nodes do not try to send all at the same time, creating contention for the wireless medium. In these cases, strategies for intelligent flooding should be used. There have been several approaches to controlled flooding within multicast groups based on node location and travel direction [91, 92, 93, 94]. Harras et al. [95] present an evaluation of several different controlled flooding schemes. All of these techniques are targeted towards highly-mobile, sparsely-connected networks, of which VANET are a fitting example, especially during early phases of system deployment.

Another method of disseminating information in a VANET, or any sparsely populated network, is by using data mules [96]. Data mules are mobile nodes that buffer and carry data from one place in the network to another. The CarTel project [97] uses vehicles both as probes to collect data about travel times and as data mules to deliver information to the
system’s central server.

2.5 INFORMATION DISSEMINATION SYSTEMS

Information dissemination, also known as \textit{data dissemination}, is a critical component of vehicular networks. A good deal of contemporary VANET and ITS research focuses on preventing secondary accidents \cite{98} or notifying drivers far away from the accident of an expected delay that gives them the option to continue or to exit before reaching the location of the incident. Abuelela \textit{et al.} \cite{87} proposed NOTICE, a secure architecture for notification of traffic incidents. NOTICE is built around the idea of embedding sensor belts in the roadway at regular intervals, avoiding the heavy cost of optical fiber that has been used in ILDs. NOTICE depends on vehicles forwarding the messages, which can suffer from disconnection problems in sparse traffic \cite{99}. In addition, because of the need to embed sensor belts in the road itself, NOTICE is an intrusive system that is likely to be costly to maintain and may also contribute to the weakening of the road. In addition, the current version of NOTICE cannot solve the problem of blocking incidents, that is, incidents that occlude the road completely.

Little \textit{et al.} \cite{100} proposed an information propagation scheme that assume very close directions of a highway. Maintaining clusters is an overhead for Little’s system. Xeros \textit{et al.} \cite{101} introduced a system for information propagation at intersections. Hafeez \textit{et al.} \cite{102} proposed a model for radio propagation in cities that takes into account all the obstacles. Wu \textit{et al.} \cite{103} used vehicle-to-vehicle communication to propagate information on highways. Nadeem \textit{et al.} \cite{104} made a comparative study of data dissemination models for VANET. Their study showed that the main problem in these systems is that they require expensive infrastructures to be installed on every road in which the system is going to be used. Additionally, they are not scalable owing to their centralized design.

The main disadvantage of current dissemination methods is that they cannot handle disconnection problems, especially with sparse traffic such in GVGrid, MURU and PBR, defined in Table 3. In FRIEND, we depend on both vehicles and infrastructure, which allows us to disseminate information without suffering from disconnecting problems.

2.6 NOTICE: AN ARCHITECTURE FOR THE NOTIFICATION OF TRAFFIC INCIDENTS
TABLE 3. Examples of some information dissemination algorithms.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>GVGrid</td>
<td>On-demand, position-based routing protocol</td>
</tr>
<tr>
<td>MURU</td>
<td>Multi-hop routing protocol</td>
</tr>
<tr>
<td>PBR</td>
<td>Position based routing</td>
</tr>
</tbody>
</table>

In this section, we discuss NOTICE [87, 105, 88, 106], which is an architecture for the notification of traffic incidents on highways. We begin with automatic incident detection (deterministic) technique in NOTICE, then we discuss their probabilistic technique for detecting permanent and temporary incidents in VANETs [106].

NOTICE, Abuelela et al. [87] relies on sensor belts embedded in the roadway every couple of kilometers. Each belt is responsible for collecting and managing data from vehicles passing over the belt. Collectively, the belts maintain the collected data in a table called RoadImage. The table collect the number of vehicles that have passed over the belt in a specific lane. Their idea is that a negative peak in the row corresponding to the lane contains an incident. To detect whether an incident has occurred or not, NOTICE computes the average and standard deviation for the row and finds the minimum. Then, uses the idea of bandpass filter to take away any oscillation or incorrect values. Finally, an alarm for an incident is given if a threshold was reached.

In subsequent work, Abuelela et al. [106] introduced a probabilistic technique that uses vehicle to infrastructure communications to detect both temporary incidents, such as accidents and broken cars, and permanent road anomalies, including potholes, surface water, and speed bumps. The technique that they have developed is meant to supplement existing AID mechanisms and techniques especially in non-dense traffic. Their basic idea is to start with a set of beliefs, \( Pr[I] \), described as the \textit{a priori} probability (or belief) of an incident \( I \) at a given position on the road. When cars report a number of lane changes or hitting potholes, evidences \( E \)'s, correlated in both time and position, they update the belief by using a Bayesian mechanism [106, 107]. They compute the \textit{a posteriori} probability of an incident at the given location \( I \) as

\[
Bel(I) = \frac{Pr[I]Pr[E|I]}{Pr[E]} = \alpha Pr[I] Pr[E|I] \tag{1}
\]

where \( Pr[E|I] \) is the likelihood, \( E \) represents any evidence such as changing lanes or
passing over a road anomaly and $\alpha$ is computed by the law of total probability as

$$1 \begin{array}{c}
\frac{\Pr[I]}{\Pr[E|I]} + \frac{\Pr[I]}{\Pr[E|I]}
\end{array}$$

(2)

The general idea of the technique is to start with some beliefs about having incidents on the road. If there are some evidences about many lane changes, sudden declaration and/or hitting road anomalies that are correlated in time and position, then they update the beliefs, using Bayesian theory, about having a road anomaly, permanent or temporary, that might exist and caused these many correlated evidences [106, 107].

It is very natural that most cars should change lanes to avoid an accident at a moderate distance away from the accident while a few cars change lanes at a very large or at a very small distance away from the accident. Hence, the normal distribution for lane changes with respect to the accident location applies. Non-dense traffic is assumed where cars can easily change lanes. On the other hand, the normal distribution may not be appropriate in dense traffic where lane changes may take longer to perform. Assume that an incident has occurred at position $y$ on the road and let $X$ be the random variable that keeps track of the position at which cars change lanes. Since, as postulated, $X$ is normally distributed, they write

$$f_X(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{(x-y)^2}{2}}$$

(3)

On the other hand, in general, drivers notice a pothole only at short distance and this may impair their ability to change lanes to avoid it. Thus, they define the probability of changing lane at position $x$ because of a pothole that exists at position $y$ as

$$f_X(y) = I(L) \frac{1}{\sqrt{2\pi}} e^{-\frac{(x-y)^2}{2}},$$

(4)

where $I(L)$ is an indicator function returning 1 if the lane change $L$ occurs and 0 otherwise thus capturing the fact that some drivers may not change lanes and hit the pothole or maneuver around it.

2.7 SUMMARY

In this Chapter, we started with a general background about VANET. Then, we explained in brief the vehicle detection technology. We showed a comparison of incident detection algorithms. We explained traffic monitoring in VANET and data dissemination. Finally, an example of a system for incident detection (NOTICE) was explained.
CHAPTER 3

FRIEND – PHYSICAL COMPONENTS AND COMMUNICATION

PRIMITIVES

The main goal of this chapter is to introduce the physical components and the communication primitives that FRIEND employs to implement incident detection, information propagation and to build various types of applications. By integrating its physical resources and computing and communication capabilities, FRIEND is expected to make a significant and lasting contribution to understanding the issues involved in aggregating traffic flow data collected by the huge fleet of vehicles on our roadways and streets into a comprehensive, near real-time synopsis of traffic flow conditions.

It is worth emphasizing that one of the most appealing features of FRIEND is that it is adding new, enhanced functionality to already installed infrastructure. To the largest extent possible, these enhancements are obtained by bringing to bear existing technology, even if such technology is not usually applied to applications related to traffic event detection and dissemination. Perhaps the best example of such an enhancement are the ubiquitous lane delimiters (commonly known as cat's eyes) installed, at regular intervals, along roadways and multi-lane city streets. The added functionality of the cat's eyes used by FRIEND is derived from wireless communication capabilities and various types of micro-sensors embedded in these devices. Using fairly standard technology, the cat's eyes (that we refer to as "smart cat's eyes") form a wireless network with nearest-neighbor connectivity that enables them to disseminate information about vehicles to other cat's eyes along the road and to various Roadside Units (RSUs). We note that, just like the cat's eyes mentioned above, RSUs are already deployed, at regular intervals, on some of our highways. Thus, in this regard, FRIEND offers the opportunity of a natural, and cost-effective, extension of the existing infrastructure. The same holds of the myriad on-board devices, mostly sensors and actuators, that vehicle manufacturers will soon start offering in order to ensure that their products are competitive, catering to a large array of consumer wants and needs.

Our discussion begins with a detailed survey of the physical infrastructure of FRIEND. We then go on to introduce the communication primitives used in FRIEND. Finally, we present our taxonomy of applications of FRIEND.
3.1 FRIEND - THE PHYSICAL COMPONENTS

3.1.1 SMART CAT'S EYES

The intention is for smart cat's eyes (SCEs) to replace, in the near future, the ubiquitous cat's eyes, or lane separators that line our roadways and municipal corridors. We expect the SCEs to be the same size as regular cat's eyes, to be inexpensive (given a massive deployment), and to be robust and easy to maintain. We discuss the types of sensors, microprocessor, power consumption (battery), and amount of data that can be stored in the SCEs.

It is important to mention that for a decade, if not more, researchers in various countries have proposed all sorts of enhancements to the ubiquitous cat's eyes. For example, researchers in Scotland have introduced the concept of intelligent road studs [108]. One added functionality of the road studs is that they flash at night to indicate hazardous road conditions. They also have focused on improving the power consumption of road-studs [108]. However, to date, no wireless communication has been proposed for cat's eyes. Karpinski et al. [109] proposed the idea of augmenting regular cat's eyes with a processing and sensing capability. However, they just mentioned the applications that can be built using the enhanced cat's eyes without giving any details. To the best of our knowledge, we are the first to define SCEs in detail [110].

We now discuss in detail the physical components of our SCEs.

- **Architecture:** Each SCE is a compact, self-contained package. It contains several types of sensors (including magnetometers), a radio transmitter, an RFID tag, a micro-controller, a solar panel and a lithium battery;

- **Power consumption:** The SCE's main source of power is a rechargeable lithium battery. Under present-day technology it is also feasible to use non-rechargeable batteries. For example, the Tadiran TL-4935 lithium battery can supply 20mA at 3.6V for 90,000 hours, which is more than 10 years [111, 112]. It has the same diameter as a D cell, but is 1/6 the length. The battery is specified over most of the industrial temperature range, from -30C to +70C. The battery voltage may vary between 3.5V and 3.7V. Since the circuit is designed to operate at 3.0V (to reduce the current drawn and therefore the power consumption), a 0.6V-drop silicon diode should be placed in series with the positive terminal of the battery. The resulting supply voltage range over temperature, 2.9V to 3.1V, is within the specification range
of all system components. However, we choose a rechargeable battery that has a solar panel as shown in Figure 6. The solar panel yields 0.2W 2V/100MA with a battery pack Ni-MH 1.2V/600MAH that has the following features [3]:

1. suitable for edge line of road and pavement;

2. after eight hours of normal sunlight or shining in the fog or rainy days for 120hs with different operating modes: sparking or steady shining, double-side or single-side;

3. can work more than three years, which promotes energy efficiency and environmental friendliness;

4. load-bearing: more than 20 tons as two reinforced veins are designed on the top edges to strengthen compression resistance and protect the solar panel against compression;

5. waterproof and unbreakable: the solar panel, electronics and optics are fitted inside.


- Communication technology: We assume that each SCE features a narrowband frequency-shift keying (FSK) data transceiver as well as one of many possible types of RFID tags compatible with the RFID readers installed in the smart wheels of vehicles, as will be discussed later in Section 3.2.
3.1.2 THE ROADSIDE UNITS (RSU)

The second main component of FRIEND are the *roadside units* (RSUs) deployed at regular intervals (e.g. every kilometer or so), as illustrated in Figure 7. The RSUs placed on opposite sides of the roadway (e.g. RSUs A and A') constitute a logical unit and are connected *securely* by optical fiber under the median. Unlike ILDs, adjacent RSUs along the roadway are *not* connected with each other, thus avoiding the huge cost of optical fiber. The RSUs are designed to be energetically self-sufficient, to have minimal needs for maintenance and service, and to be less expensive to build and maintain than ILDs. The role of the RSUs is to collect and aggregate traffic-related information from the passing cars as well as to exchange information, on an intermittent basis, with adjacent RSUs. When the RSUs become aware of an imminent or existing traffic incident, they disseminate this information to the traveling public.

Each RSU contains a GPS, a radio transceiver, a laptop-class embedded computing device, such as the versatile low-power PC/104 system [113], powered by on-board battery packs charged by solar panels [114, 115]. To minimize energy consumption, the RSUs are in a vigilant low-power mode when no cars are present and no traffic information needs processing. In this mode, we suggest two scenarios: first, the RSU will transmit only a periodic identification (every $\Delta t$) beacon to alert approaching cars; second, the RSU is operating at low power and is woken up by approaching vehicles. Assuming a RSU power consumption between 15 W and 20 W or, roughly, 480 Wh of energy per 24 hours, this power could be supplied by a 12 V/200 Ah battery (e.g. a car battery) holding a total of 2,400 Wh of energy, which would discharge about 20%. This can be fully recharged by a single 0.9 m$^2$ 100 W solar panel (or two 50 W panels) with as little as four hours of sunlight.
per day [116, 114, 115]. Furthermore, assuming that the battery supports approximately 2,000 charging cycles during its lifetime, the 20% per day discharge rate of the battery translates into a 6+ years of battery life [117, 116]. We note that this is an estimate based on current battery and solar panel technologies.

Some versions of RSUs already exist on some highways as shown in Figure 8. Researchers anticipate using RSUs to improve connectivity on highways [118] and have studied their the optimal placement along highways [119]. However, it is required to standardize the components of the RSUs to build various types of applications.

![FIG. 8. Roadside units on Interstate 64, Virginia, USA.](image)

### 3.1.3 THE VEHICULAR MODEL

Recent statistics show that in 2008 there were over 238 million passenger cars and trucks in the US, a vehicular fleet that increases yearly by almost seven million new cars [120]. In an effort to help their vehicles compete in the marketplace, car and truck manufacturers are offering more and more potent on-board devices, including powerful computers, a large array of sensors, on-board radar devices, cameras, and wireless transceivers. These devices cater to a set of customers that expect their vehicles to provide a seamless extension of their home environment populated by sophisticated entertainment centers, access to Internet and other similar wants and needs [121, 122].
In the literature, the term **smart vehicles** refers to certain sophistication of on-board equipment enabling vehicles to perform computing operations, carry out wireless communications, and utilize sensor data capturing the operational status of mechanical parts. In this thesis, we assume vehicles to be equipped with the following on-board sensors/devices as shown in Figure 9:

- **Event Data Recorder (EDR):** According to the National Highway Traffic Safety Administration (NHTSA) [123], "an EDR is a device or function in a car that records the car dynamic, time-series data, etc". In its 2006 ruling [124], NHTSA has mandated that starting September 2010 an EDR will have to be installed in vehicles with an unloaded weight of less than 5,000 lbs. NHTSA has since updated its ruling to give vehicle manufacturers until September 2012 to be in compliance with the original ruling. The EDR is responsible for recording mobility attributes including acceleration, deceleration, lane changes and the like. Each such transaction is associated with an instantaneous GPS reading. All of the car's sub-assemblies, including the speedometer, engine temperature, oil pressure sensors, tire pressure sensors, and sensors for outside temperature and road condition feed their readings into the EDR [125, 126]. While many cars are already equipped with EDRs, it is less well known that some car manufacturers have been offering EDR devices on a voluntary basis. For example, some GM and Toyota cars as old as model year 1994 were equipped with an EDR-like device able to store retrievable data. The EDR will be described in detail in Subsection 3.1.4;

- **GPS receiver:** The GPS receiver provides an accurate location of the vehicle. The
location information includes latitude, longitude, altitude, speed and heading information. We convert the location given by the GPS device reading which is known by (Latitude and Longitude) \((x_t, y_t)\) into \((l_i, o_i)\) where \(l_i\) represent the lane and \(o_i\) represent the offset from the previous RSU [127], as shown in Section 3.1.5;

- **Wireless transceiver:** The transceiver uses the standard Dedicated Short Range Communications (DSRC) [128] specially designed for automotive use and a corresponding set of protocols and standards (IEEE 802.11p [11, 12]). The transmission range of DSRC is 300 meters (for the new DSRC the transmission range is about 1000 meters). DSRC for intelligent transportation systems operates in the 5.9 GHz and (U.S.) or 5.8 GHz band (Japan, Europe);

- **Digital map:** The digital map is an electronic map that has the locations of all RSUs locations on the highways;

- **Smart wheels:** We assume that vehicles’ wheels have a wireless communication capabilities allowing them to send instantaneous speed and traction (or loss thereof) information to SCEs. The smart wheels contain an RFID reader of a type compatible with the RFID tags in the SCEs;

- **Temperature sensor:** We assume that vehicles can measure the temperature of the highway using an on-board temperature sensor;

- **Radar:** We assume that vehicles come complete with an on-board radar device that can measure the headway distance as explained in Chapter 4. This technology already exists. For example, Delphi Electronically Scanning Radar (ESR) [129] is an example of a radar with medium range of 60 m and long range up to 174 m as shown in Figure 10.

- **Electronic stability control system:** In 2004, the NHTSA created its Light Vehicle Handling and Electronic Stability Control (ESC) program. When first conceived, this program emphasized the development of test maneuvers and analysis methods capable of objectively quantifying handling. The EDR records the number of occurrences of the electronic stability control system signaling a loss of steering. In FRIEND, \(\text{num}_{ESC}\) is the number of losses that occurred in the last segment. In
Figure 11, we add to the ESC block diagram the wireless notification system that communicates not only with the vehicle itself but also with both surrounding vehicles and the infrastructure nodes (SCEs). Driver input may consist of the steering angle, accelerator position and brake pressure [130].

3.1.4 THE EVENT DATA RECORDER

In this subsection, we discuss the details of the Event Data Recorder installed in vehicles. The EDR is responsible for recording mobility attributes including acceleration, deceleration, lane changes, etc. Each such transaction is associated with an instantaneous GPS reading. All of the car’s sub-assemblies, including the speedometer, engine temperature, oil pressure sensors, tire pressure sensors, and sensors for outside temperature and
road condition feed their readings into the EDR [125, 126].

As already mentioned, in this thesis we assume that vehicles are equipped with an EDR which is a tamper-proof device that keeps track of the data recorded by vehicle's sensors. Our assumption extends the normal responsibilities of the EDR (as described by the NHTSA ruling [124]) from a data recorder to a monitoring device that records all the attributes describing the mobility of vehicles such as velocity, lane changes, among many others.

EDR designs have been developed independently by each car and truck manufacturer to meet their own vehicle-specific needs. There is no common format or protocol for data collection, retrieval, or maintenance. Currently, several organizations are actively developing standards for vehicle EDRs used in commercial and passenger vehicles. These groups are defining industry standards or recommended practices for EDR formatting, methods of retrieval, and procedures for record archiving. However, current research focuses on data retrieval and storage for vehicle crashes or accidents [131].

The design of FRIEND prescribes, in minute detail, the type of data exchanges that take place between the EDR and RSUs. Moreover, we calculate the required size of the beacon to be transferred from the vehicle's EDR to RSU. Recall that, as mentioned above, vehicles are assumed to have an on-board GPS receiver enabling the vehicle to track its location (geographic position), and on-board computing devices allowing the vehicle to perform simple calculations including encryption and other vehicles' position, and communication devices (DSRC compliant) to propagate/receive information.

3.1.5 THE EDR DATA FORMAT

In this subsection, we discuss the format of the data recorded by the EDR. We summarize these data formats as follows:

1. Location: We convert the location given by the GPS device, which is known as latitude and longitude \((x_i, y_i)\) into \((l_i, o_i)\) where \(l_i\) represents the lane and \(o_i\) represents the offset from the previous RSU [127], as shown in Figure 12.

   \[
   \begin{align*}
   \text{Number of possible lanes} &= 6 \text{ lanes} \\
   \text{3 bits to represent 8 lanes} \\
   \text{Distance for offset} < 4 \text{ kilometers} \\
   \text{11 bits to represent offset}
   \end{align*}
   \]
It follows that two bytes are sufficient to represent location. This method saves 10 bytes as compared to other techniques [132];

2. **Speed**: We keep track of the minimum and maximum speeds recorded in the previous segment (from last RSU).

- \((loc_i, minS_i)\): location and minimum speed recorded in the last segment;
- \((loc_i, maxS_i)\): location and maximum speed recorded in the last segment;
- The average speed can be calculated from the time of data exchange with \(RSU_i\) and \(RSU_{i-1}\) using the formula \(V_{avg} = \frac{D}{t_i - t_{i-1}}\), where \(D\) is the distance between two adjacent RSUs, and \(t_i, t_{i-1}\) are the times recorded when communicating with \(RSU_i\) and \(RSU_{i-1}\) respectively.

Number of bits required for speed:

- **Solution 1**: We present the speed from 0 to 180 Km/hr (50 m/sec) in 6 bits;
- **Solution 2**: We present the speed in 3 bits divided to 8 ranges:
  
  \([0 - 10] \text{ km/hr}, [10 - 25] \text{ km/hr}, [25 - 40] \text{ km/hr}, [40 - 60] \text{ km/hr}, [60 - 80] \text{ km/hr}, [80 - 100] \text{ km/hr}, [100 - 120] \text{ km/hr}, \text{ and more than 120 km/hr}\) as shown in Figure 13;
3. **Steering system**: The EDR records lane changes using a combination of steering system feedback and GPS readings. The EDR records location and lane change direction (loc$_i$ 2 bytes, direction 2 bits). Direction can take the values of (left, right, null) where null represents the situation where the driver starts to change the lane but returns to the same lane.

3.2 **DATA COMMUNICATION IN FRIEND**

In this section, data exchange and communication between the various entities that make up FRIEND are discussed. We begin with a quick summary of the FCC-mandated Dedicated Short Range Communications (DSRC) for fast communications specially dedicated for automotive use [128]. This is then continued with a description of the various types of communication that occur in FRIEND. In Figure 14, various types of communications are shown [133]. Vehicles using their smart wheels broadcast in a short range relevant information to the intention of SCEs, vehicles communicate and exchange information with RSUs, SCEs may communicate with neighboring SCEs on demand, RSUs can demand information from SCEs, and finally RSU to RSU communication occurs when information is requested or propagated.

![FIG. 14. Illustrating communications between various entities in FRIEND.](image)

3.2.1 **DEDICATED SHORT RANGE COMMUNICATIONS**

DSRC is a suite of standards at the heart of the communication of vehicular messages. The fast exchanging of messages, combined with knowledge about other moving vehicles
that may not be visible to drivers in a timely manner extend the safety concepts beyond the dreams of most of the public [134]. Wireless Access in Vehicular Environment (WAVE) is a term used to describe the suite of IEEE P1609.x standards that are focused on MAC and network layers. WAVE is fairly complex and is built over the IEEE 802.11 (WiFi) standards by adapting the protocols to guarantee fast reliable exchange of safety messages. WAVE is the core part of DSRC; however, either of the two terms is commonly used arbitrarily. In some cases, the term DSRC is used as a more general term compared to WAVE [128, 134].

The DSRC community attempted to standardize the 915 MHz using the ASTM framework but quickly thought of the IEEE 802.11 approach and the 5.9 GHz as a direct way to benefit from its ad-hoc mode. The ad-hoc mode of IEEE 802.11 resembles the situation of vehicle-to-vehicle communications and hence, simplifies the development of DSRC [128, 134]. Almost a decade of DSRC standards development has resulted in the IEEE 802.11p standards along with IEEE 1609.x, both standards represent together proposed DSRC suite of standards. DSRC is currently considered the most promising wireless standard that can be used to connect infrastructure (like roadside) to vehicle (I2V) and vehicle-to-vehicle (V2V). The DSRC standard is based on the WiFi architecture. Relevant application like Vehicle-Infrastructure Integration (VII now called Connected Vehicles), Cooperative Intersection Collision Avoidance Systems (CICAS) and others have developed their architecture with DSRC services in mind [128, 134].

Table 4 illustrates the various types of communications that occur in FRIEND. In the following subsections, we discuss each of these in detail.

### 3.2.2 VEHICLE TO SCE COMMUNICATION

The first type of communication is RFID-based and takes place between the smart wheels of vehicles and SCEs. The RFID reader in the smart wheels allows the vehicle to inform the SCE about speed, stability loss due to road conditions (if any), and ambient temperature. The SCEs collect data sent from vehicles every $\Delta t$, where $t$ depends on highway conditions. The RFID reader in the smart wheels transmits an object identity using electromagnetic waves. In the SCE, an RFID tag stores its ID in memory. The RFID reader which is installed in the vehicle wheels emits RF radio waves eliciting a signal back from the tag. We use RFID with radio range (up to approximately 3m). The most important
TABLE 4. Different types of communications in FRIEND.

<table>
<thead>
<tr>
<th>Communication between entities</th>
<th>Communication type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle to SCE</td>
<td>RFID</td>
</tr>
<tr>
<td>Vehicle to RSU</td>
<td>DSRC</td>
</tr>
<tr>
<td>SCE to SCE</td>
<td>Zigbee</td>
</tr>
<tr>
<td>SCE to RSU</td>
<td>narrowband FSK data transceivers</td>
</tr>
<tr>
<td>RSU to SCE</td>
<td>Broadcast (WiFi)</td>
</tr>
<tr>
<td>RSU to RSU</td>
<td>Radio</td>
</tr>
<tr>
<td>EDR to RSU</td>
<td>Emergency DSRC</td>
</tr>
</tbody>
</table>

The benefit of an RFID tag is the battery-free operation. A tag works without a power source since it gathers energy from a reader's waves [135].

RFID is indeed used in various vehicular applications. For instance, in the Automatic Toll Collection (ATC) system, roadside RFID readers identify passing vehicles by reading tags on them and then automatically charge the fare. Other researchers have used RFID-based vehicular communications [135, 136, 137].

The two RFID readers inside the vehicle are placed as shown in Figure 15 with the front reader mounted close to the front axle of the vehicle, and the rear one installed at the rear of the vehicle (in the middle of the wheels). The front RFID reader \( j \) 1 will attempt to establish communication with the tag in the SCE that the vehicle passes. If communication is not successful another attempt is made using the second RFID reader \( j \) 2. Table 5 shows the difference between passive and active tags [137].

TABLE 5. Illustrating the difference between active and passive tags.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Active tags</th>
<th>Passive tags</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission range</td>
<td>( &gt;10m )</td>
<td>( &lt;10m )</td>
</tr>
<tr>
<td>Battery life</td>
<td>around 1 year</td>
<td>no battery</td>
</tr>
<tr>
<td>Security</td>
<td>Strong</td>
<td>Weak</td>
</tr>
</tbody>
</table>

3.2.3 SCE TO SCE COMMUNICATION
The second type of communication is between neighboring SCEs along the roadway. In case of an incident, as we will see in Chapter 6, the RSUs can request information from SCEs. We use Zigbee to communicate between SCEs. Zigbee is based on IEEE 802.15.4 and is a suite of high-level communication protocols using small, low-power digital radios. Zigbee can transfer 250Kbps with a connection setup time around 30msec. The range of communication in Zigbee is from 10 to 100 meters. Table 6 shows a comparison between different wireless technologies [138].

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Bluetooth</th>
<th>ZigBee</th>
<th>WiFi</th>
<th>RFID</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE</td>
<td>802.15.1</td>
<td>802.15.4</td>
<td>802.11 a/b/g</td>
<td>-</td>
</tr>
<tr>
<td>Frequency</td>
<td>2.4GHz</td>
<td>868 / 915 MHz</td>
<td>2.4GHz, 5 GHz</td>
<td>LF, HF, UHF, Microwave</td>
</tr>
<tr>
<td>Data rate</td>
<td>1Mb/s</td>
<td>250Kbps</td>
<td>54 Mb/s</td>
<td>1-200 Kb/s</td>
</tr>
<tr>
<td>Connection setup time</td>
<td>≥ 3 sec</td>
<td>~ 30 msec</td>
<td>N/A</td>
<td>depend on RFID type</td>
</tr>
<tr>
<td>Max range</td>
<td>10 m</td>
<td>10-100 m</td>
<td>100 m</td>
<td>0.01-100 m</td>
</tr>
</tbody>
</table>

3.2.4 SCE TO RSU COMMUNICATION
Spread-spectrum radio communications are very appealing to practitioners because they are immune to jamming and adjacent channel interference, and can be legally operated at higher data rates than narrowband, systems [111]. However, spread-spectrum systems need to synchronize to communicate. This typically requires a long time interval (several seconds) where the transmitter is drawing power but not transmitting bits. A typical ISM band spread-spectrum transmitter might consume 500mA for several seconds before becoming available to transmit bits.

In FRIEND, it is essential to save power in SCEs and, therefore, spread-spectrum communication is not an option. For example, simple narrowband FSK radio data transmitters turn on within milliseconds and draw only 10-20mA. Adjacent-channel interference and jamming are very real problems, but can be mitigated by using a frequency-agile narrowband system. Since this communication does not require a high data rate, we choose to use narrowband FSK data transceivers in SCEs, as in [111].

3.2.5 VEHICLE TO RSU COMMUNICATION

Vehicles can wake up the RSU in case of sparse traffic using a low power beacon that informs the RSU of traffic activity. The moment a vehicle enters the range of a RSU (observe that vehicles can identify the area by using the built-in digital map), it starts exchanging data with the RSU. The EDR data exchanged between the vehicle and the RSU, subject to the conditions stipulated in the next paragraph, includes

- Time of exchanging data with previous RSU;
- Minimum speed recorded in the last segment;
- Lane changes recorded in the last segment;
- Number of electronic stability loss signals recorded in the last segment.

A car approaching a RSU is either entitled to drop off EDR data with the RSU or else it is considered “new” and is not allowed to do so. Communication between vehicles and RSU is explained in details in Chapter 5.

**Reasoning about the RSU coverage area**

Successful data collection/information exchange between a passing car and the RSU depends on the amount of time the car is within the coverage area (radio range) of the RSU.
To simplify matters assume that cars travel at constant speed $s$. Let the random variable $X$, with distribution function $F_X$, keep track of the time between the moment a car enters the RSU coverage area and the time it received the first beacon; let the random variable $Y$, with distribution function $F_Y$ denote the time it takes to perform the information exchange. Referring to Figure 16, it is clear that successful data exchange hinges on the convolution $X + Y$. Let, $z \geq 0$ be arbitrary and let $A$ be the planar domain defined as $A = \{(x, y) \mid x, y \geq 0; \ x + y \leq z\}$. With $F_{X,Y}$ denoting the joint distribution function of $X$ and $Y$ we write

\[ \Pr\{X + Y \leq z\} = \int_A dF_{X,Y}(x, y) = \int_A dF_X(x) dF_Y(y)(y) \]

\[ = \int_0^\infty dF_X(x) \int_{z-x}^\infty dF_Y(y)(y) = \int_0^\infty [1 - F_Y(z - x)] dF_X(x) \]

FIG. 16. Illustrating the coverage area of a RSU.

Now, assuming that the desired coverage area has size $D$, that $X$ is uniformly distributed in $[0, \frac{D}{s}]$ and that $Y$ is general, we have

\[ \Pr\{X + Y \leq \frac{D}{s}\} = \frac{s}{D} \int_0^x \left[ 1 - F_Y\left( \frac{D}{s} - x \right) \right] dx \]

(6)

We have experimented with the following estimates for the entries in Figure 16:

- beacon intervals $T_b$ starting from 100 ms (typical for 802.11-based wireless systems) to around 1.1 s;
• 50 ms for encrypting and decrypting a 1 kbyte "HELLO" message;

• 8 kb maximum data transferred between car and RSU at data rates of 250, 500, and 1,000 kbps;

• 300 ms for encrypting and decrypting data transferred between car and RSU;

3.2.6 ROLE-BASED VEHICLE TO RSU COMMUNICATION

There are exceptional cases where the communication between RSUs and passing cars needs to be augmented to allow authorized vehicles to interact with FRIEND in a predetermined, role-based, fashion. This feature is essential to the interaction with first responders, ambulances, fire fighters, local police, and traffic management personnel in case of emergency operations. In such scenarios, authorized vehicles using a special encryption key will be allowed to load essential information onto individual RSUs. For example, police cars may load information related to planned lane closures, suggested detour routes, as well as the availability of resources in the case of a planned evacuation.

3.2.7 RSU TO RSU COMMUNICATION

There are cases where neighboring RSUs along the roadway need to communicate directly, as opposed to communicating by "courier" having vehicles carry messages between them.

For example, a RSU can request information or inform a neighbor RSU in case of accident or sudden change in traffic flow. Under normal traffic conditions, adjacent RSUs along the roadway do not communicate with each other directly, relying instead on passing vehicles to carry information between them. However, whenever time-critical messages need to be exchanged, adjacent RSUs can, and do, communicate directly for short periods of time using a suitable radio interface.

In order to make the communication between adjacent RSUs secure, each adjacent pair, say $A$ and $B$, of RSUs along the roadway (see Figure 7) shares a time-varying symmetric key $\mu(A, B, t)$ used to encrypt, at time $t$, the data exchanged between them. Since the RSUs are synchronous (by virtue of the GPS), they switch from one key to the next in a pre-established order based on their local time.

Referring to Figure 7, assume that RSU $A$ has a non time-critical message $m$ for RSU $B$. $A$ will encrypt $m$ with $\mu(A, B, t)$ and will upload it onto passing car $a$. When car $a$
reaches $B$, the message $m$ will be dropped off by car $a$ and decoded by $B$. In turn, $B$ may decide to send a message to RSU $C$. This would be done using the symmetric key \( \mu(B, C, t) \), known only to $B$ and $C$. It is important to note that, given a sufficiently large set of keys in the key-chain, the RSU to RSU encryption keys appear random to an external observer. A key component of FRIEND (that, however, will not be addressed in this thesis) is to identify robust schemes that allow adjacent RSUs to communicate securely.

In order to communicate with passing cars, the RSU radios use multiple access technology to ensure independent coverage of each traffic lane as illustrated in Figure 16. Each lane in the RSU coverage area is assigned non-overlapping sets of orthogonal channels to ensure that there is no interference among the various links established when cars in adjacent lanes communicate with the RSU simultaneously. Furthermore, in case several vehicles are in the same lane within the coverage area of the RSU, the use of multiple access schemes enables the RSU to communicate with all of them.

While the best choice of the length, $D$, of the RSU's coverage area is yet to be determined, preliminary estimates discussed in Subsection 3.2.5 indicate that for cars traveling at 70mph a value of $D = 45m$ suffices. Such a radio range may be covered by ZigBee, UWB or, indeed, any suitable short-range communication technology [139, 140, 138, 141].

### 3.3 A TAXONOMY OF APPLICATIONS OF FRIEND

The past decade has witnessed a growing interest in vehicular networking and its multiple applications. The initial vision that had fueled research in vehicular networking had originated in an altruistic impulse, namely that radio-equipped vehicles can somehow network together and, by exchanging and aggregating individual views, can keep the drivers informed about potential traffic safety risks and can heighten their awareness of road conditions and other traffic-related events. The unmistakable promise of vehicular networking has lead to a rapid converge with ITS leading to the emergence of Intelligent Vehicular Networks, expected to revolutionize the way we drive by creating a safe, secure, and robust environment that will eventually pervade our highways and city streets. As already mentioned, in support of vehicular communications, the US Federal Communications Commission (FCC) has allocated 75MHz of spectrum in the 5.850 to 5.925 GHz band specially allocated for DSRC.

There are many possible classifications for vehicular networks applications [142]. The most basic one is to partition these applications into three groups: safety, comfort and entertainment [143, 144]. Drivers may accept a delay or even a loss of data in commercial
applications. On the other hand, drivers will not accept the chance of risking their life or even relying on safety applications that have a small margin of error. Various types of applications have been discussed recently by researchers. Emergency Electronic Brake Light is the first vehicle to vehicle cooperative active safety application that establishes EEBL messages. Cooperative Intersection Collision Avoidance Systems is another well known example which tries to alert drivers of intersection collisions. Other applications include parking location assistance; food drive-through payment; road toll payment; download movies, games, and mp3; and remote diagnostics for vehicle problems introduced in recent research papers.

Real-time reliable communications are a great challenge to researchers and vehicle developers. A specific channel in DSRC is dedicated solely to safety communication. Other channels are reserved for accident avoidance applications and high power public safety communication usages. It was recently noticed that the DSRC spectrum set aside by the FCC by far exceeds the needs of traffic-related safety applications. This observation has motivated the emergence of a host of other applications that can take advantage of the allocated spectrum. Not surprisingly, we see more and more third-party providers offering non-safety-related applications ranging from location-specific services, to on-the-road peer-to-peer communications, to Internet access, to on-line gaming and other forms of mobile entertainment. In due time, we will see the emergence of commercial applications targeted at the traveling public and distributed via the excess bandwidth in DSRC. As a pleasant side benefit, the unsightly billboards that flank American highways will disappear and will be replaced by in-vehicle advertising that the driver can filter according to their wants and needs.

In FRIEND, we classify VANET applications vertically, into several distinct levels, depending on the required data, type of network communications and real-time processing needs. Figure 17 captures our taxonomy of applications.

We define the VANET applications levels as follows:

**Level 0 applications:** These are applications that do not require communication. A group of sensors can be used to build this type of application;

**Level 1 applications:** These are applications that involve communication with a RSU. However, processing can be done off-line or data analysis can be performed over a
FIG. 17. A taxonomy of vehicular networks applications.

long period of time;

**Level 2 applications:** Like Level 1 applications, these applications involve communication. However, in this case the analysis of data must be performed faster as a message may be broadcast to vehicles as a warning message;

**Level 3 applications:** These applications are Level 2 applications that require an update of the status of an event over time;

**Level 4 applications:** These are the most demanding applications, requiring real-time processing and real-time update of status of an event or traffic.

In Table 7, we describe each level and give an example of the application.

### 3.4 SUMMAR

In this chapter, we introduced the main physical components and the communication capability of FRIEND. First, we explained the new SCE nodes that would replace the old cat’s eyes on highways. We explained the components, features, and communication
TABLE 7. Example of vehicular networking applications.

<table>
<thead>
<tr>
<th>Application level</th>
<th>Description</th>
<th>Example of an application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 0</td>
<td>local sensors in the vehicle, no communication is involved</td>
<td>measuring the highway temperature</td>
</tr>
<tr>
<td>Level 1</td>
<td>requires a communication with a management center or road side unit</td>
<td>data collecting on a highway</td>
</tr>
<tr>
<td>Level 2</td>
<td>an analysis and broadcasting of a message or warning to other vehicles</td>
<td>weather alert systems</td>
</tr>
<tr>
<td>Level 3</td>
<td>requires a feedback or updates of the status</td>
<td>incident detection</td>
</tr>
<tr>
<td>Level 4</td>
<td>real-time processing and feedback</td>
<td>real-time monitoring of traffic flow</td>
</tr>
</tbody>
</table>

technology. Second, we showed the RSU nodes, which are a modified version of the current RSUs already existing on some highways in US. We showed the expected vehicular model with a complete discussion of the EDR installed in vehicles and its role.

Then, we described the communication between the various entities in FRIEND, which will be explained in detail in Chapter 5. Finally, we showed our classification of VANET applications into several distinct levels depending on the required data, type of communication and processing.
CHAPTER 4

REASONING ABOUT TRAFFIC FLOW PARAMETERS

Recall that FRIEND relies on EDR data collected from passing cars. Naturally, the EDR data has to be related to the underlying traffic flow out of which it was sampled. Converting raw EDR data to various parameters of the traffic flow need is one of the main contributions of FRIEND.

This chapter has two related goals. First, it reviews a number of important traffic parameters that underlie the aggregation of traffic-related data collected by FRIEND. The details are presented in Sections 4.1, 4.2 and 4.3. Second, the chapter discusses the techniques that FRIEND uses to learn and reason about these parameters. The actions performed by the RSUs to make this conversion are discussed in Section 4.4.

4.1 TRAFFIC FLOW PARAMETERS

As mentioned in Chapter 3, the RSUs are collecting data from passing vehicles. The RSU’s directional antenna can communicate with vehicles the moment they reach its communication area. The RSU collects two important parameters that helps in measuring the flow of the highway. The parameters are speed and headway distance as discussed in the following subsections. Also, the RSUs keep track of the cluster size per lane as an indication of the capacity of the highway. In the following sections, we briefly review a number of important traffic-related parameters including the headway distance, safe headway distance, clustering and the relationship between these variables and the traffic flow on the highway.

The goal of this section is to review a number of fundamental traffic parameters that will play a crucial role in FRIEND. The general traffic theory parameters include:

- Rate of flow (vehicles per unit time),
- Speed (distance per unit time),
- Travel time over a known length of road,
- Occupancy (percent of time a point on the road is occupied with vehicles,
• Density (vehicles per unit distance),

• Time headway between vehicles (time per vehicle),

• Space headway between vehicles (distance per vehicle).

In order to use these parameters, FRIEND needs to measure them. Measuring these parameters can be done in various ways including:

• Measurement at a point,

• Measurement over a short section (around 10m),

• Measurement over a length of road (around 0.5Km),

• The use of an observer moving in the traffic stream, and

• Wide-area samples obtained simultaneously from a number of vehicles.

Measurement at a point, which is the prevalent technique used by FRIEND, has been the first procedure used for traffic data collection. This method is easily capable of providing volume counts and therefore flow rates directly, and with care can also provide time headway. The most commonly used point detectors are based on inductive loop technology, but other methods in use include microwave, radar, photo-cells, ultrasonics, and television cameras. In general, traffic streams are not uniform, but vary over both space and time. Because of that, measurement of the variables of interest for traffic flow theory is in fact the sampling of a random variable. In reality, the traffic characteristics such as flow, speed, and concentration are parameters of statistical distributions, not absolute numbers [145].

4.1.1 TRAFFIC FLOW PARAMETERS

The traffic stream includes a combination of driver and vehicle behavior. The driver or human behavior being non-uniform, the traffic stream is also non-uniform in nature. It is influenced not only by the individual characteristics of both vehicle and human but also by the way a group of such units interacts with each other. Thus a flow of traffic through a street of defined characteristics will vary both by location and time corresponding to the changes in the human behavior [146]. From the traffic engineers’ point of view, for the purpose of planning and design, the assumption is that these changes are within certain
ranges which can be predicted. For example, if the maximum permissible speed of a highway is 55 mph, the whole traffic flow can be assumed to move at an average speed of 45 mph. The following traffic flow parameters are essential to FRIEND:

- **Speed**: Speed is considered as a quality measurement of travel as the drivers and passengers will be concerned more about the speed of the journey than the design aspects of the traffic. It is defined as the rate of motion in distance per unit of time. Mathematically, speed, or velocity, \( v \) is given by

\[
v = \frac{d}{t}
\]

where \( v \) is the speed of the vehicle in m/s, \( d \) is distance traveled in meters, and \( t \) is time in seconds. The speeds of different vehicles will vary with respect to time and space. To represent these variations, several types of speed can be defined. Important among them are time mean speed and space mean speed [145]. We usually use time mean speed \( v_t \), which is the arithmetic mean of speed of a group of vehicles passing a point. In this thesis, we also refer to space mean speed \( v_s \), which is the harmonic mean of the speeds of vehicles passing a point during a period of time. Time mean speed is defined as the average speed of all the vehicles passing a point on a highway over some specified time period. Space mean speed is defined as the average speed of all the vehicles occupying a given section of a highway over some specified time period. Both mean speeds will always be different from each other except in the unlikely event that all vehicles are traveling at the same speed. Time mean speed is a point measurement, while space mean speed is a measure relating to length of highway or lane, i.e. the mean speed of vehicles over a period of time at a point in space is time mean speed and the mean speed over a space at a given instant is the space mean speed [146];

- **Flow rate**: There are practically two ways of counting the number of vehicles on a road. One is flow, or volume, which is defined as the number of vehicles that pass a point on a highway or a given lane or direction of a highway during a specific time interval [146]. The measurement is carried out by counting the number of vehicles, \( n_t \), passing a particular point in one lane in a defined period \( t \). Then the flow \( q \) expressed in vehicles/hour is given by

\[
q = \frac{n_t}{t}
\]
In FRIEND, we consider that the variation of flow (volume) with time, i.e. month to month, day to day, hour to hour and within a hour, is also as important as the flow calculation. Flow variations can be observed from season to season. Volume will be above average in a pleasant motoring month of summer, but will be more pronounced in rural than in urban areas [146]. This is the most consistent of all the variations and affects the traffic stream characteristics the least. Weekdays, Saturdays and Sundays will also face differences in patterns. But comparing day with day, patterns for routes of a similar nature often show a marked similarity, which is useful in enabling predictions to be made. The most significant variation is from hour to hour. The peak hour is usually observed during mornings and evenings of weekdays, which is usually 8% to 10% of the total daily volume.

- **Density:** Density is defined as the number of vehicles occupying a given length of highway or lane and is generally expressed as vehicles per Km/mile. One can photograph a length of road $x$, count the number of vehicles, $n_x$, in one lane of the road at that point of time and derive the density $k$ as,

$$k = \frac{n_x}{x}$$

- **Headway:** We will refer to headway time $h_t$, which is the difference between the time when the front of a vehicle arrives at point on the highway and the time the front of the next vehicle arrives at the same point (in unit time). Also, we will refer to space headway $h_s$ as the difference in position between the front of a vehicle and the front of the next vehicle.

**Types of flow measurements**

Since there is considerable variation in the flow of traffic, several types of measurements of flow are commonly adopted which will average these variations into a single flow count to be used in many design purposes [146].

1. **Average Annual Daily Traffic (AADT):** The average 24-hour traffic flow at a given location over a full 365-day year, i.e. the total number of vehicles passing the site in a year divided by 365;

2. **Average Annual Weekday Traffic (AAWT):** The average 24-hour traffic flow occurring on weekdays over a full year. It is computed by dividing the total weekday traffic flow for the year by 260;
3. **Average Daily Traffic (ADT):** An average 24-hour traffic flow at a given location for some period of time less than a year. It may be measured for six months, a season, a month, a week, or as little as one day. An ADT is a valid number only for the period over which it was measured;

4. **Average Weekday Traffic (AWT):** An average 24-hour traffic flow occurring on weekdays for some period of time less than one year, such as for a month or a season.

**Fundamental relations of traffic flow**

The relationship between the fundamental variables of traffic flow, namely, speed, flow, and density is referred to as the *fundamental relations of traffic flow*. They can be derived from a simple concept. We will use the following classic relation between flow, density and space mean speed

\[ q = k \times v_a. \]  

(10)

**4.1.2 GREENSHIELD'S MODEL**

Greenshield [145] has developed a model of uninterrupted traffic flow that predicts and explains the trends observed in real traffic flows. Greenshield made the assumption that under uninterrupted flow conditions, speed and density are linearly related [145].

\[ v = A - B \times k, \]  

(11)

where

- \( v \) is the speed (miles/hour, kilometers/hour);
- \( A, B \) are constants determined from field observations; and
- \( k \) represents the density (vehicles/mile, vehicles/kilometer).

We can determine the values of the constants \( A \) and \( B \) through field observations. This is normally done by collecting velocity and density data in the field, plotting the data, and then using linear regression to fit a line through the data points. The constant \( A \) represents the free flow speed, while \( \frac{A}{B} \) represents the jam density as shown in Figure 18.
Inserting Greenshield's speed-density relationship into the general speed-flow-density relationship yields the following equation

\[ q = (A - B \times k) \times k = A \times k - B \times k^2, \]  

(12)

where

- \( q \) = flow (vehicles/hour)
- \( A, B \) = constants
- \( k \) = density (vehicles/mile, vehicles/kilometer)

This new relationship between flow and density, illustrated in Figure 19, provides an avenue for determining the density at which the flow is maximized.
\[
\frac{dq}{dk} = A - 2 \times B \times k. \tag{13}
\]

Now, setting \(\frac{dq}{dk} = 0\) yields

\[
k = \frac{A}{2 \times B}. \tag{14}
\]

Therefore, at the density given above, the flow will be maximized. Substituting this maximized value of \(k\) into the original speed-density relationship yields the speed at which the flow is maximized.

\[
v = AB \times \frac{A}{2 \times B} = \frac{A}{2} \tag{15}
\]

This indicates that the maximum flow occurs when traffic is flowing at half of free-flow speed \((A)\). Substituting the optimum speed and density into the speed-flow-density relationship yields the maximum flow.

\[
q = \frac{A}{2} \times \frac{A}{2 \times B} = \frac{A^2}{4 \times B} \tag{16}
\]

Figure 20 shows the relationship between flow and speed graphically.

As it turns out, Greenshield's model is quite powerful. The following corollaries can be derived from Greenshield's equations:

- When the density is zero, the flow is zero because there are no vehicles on the roadway;
- As the density increases, the flow also increases to some maximum flow conditions;
- When the density reaches a maximum, generally called jam density, the flow must be zero because the vehicles tend to line up end to end (parking lot conditions);
- As the density increases the flow increases to some maximum value, but a continual increase in density will cause the flow to decrease until jam density and zero flow conditions are reached.
In summary, the relationship between the speed and flow can be postulated as follows. The flow is zero either because there are no vehicles on the road or because there are too many vehicles so that they cannot move. At maximum flow, the speed will be in-between zero and free flow speed. The maximum flow $q_{\text{max}}$ occurs at speed $u$. It is possible to have two different speeds for a given flow.

**4.2 MORE ON THE HEADWAY DISTANCE**

As already mentioned, the headway distance between consecutive cars on a roadway plays a fundamental role in describing the traffic flow. Not surprisingly, a great deal of effort has been devoted to understanding the various stochastic properties of the headway distance and, in the process, a number of headway distance models have been proposed in the literature.

In FRIEND, we define the headway distance as the distance separation between the fronts of two successive vehicles passing the same point on the highway. As will be discussed below, researchers have studied the headway in many traffic studies [147, 148, 149]. We note that in addition to the distance headway, some of these studies were concerned with time headway [147], which is the time interval between two vehicles passing a point as measured from the front bumper to the front bumper.

As pointed out by Cowan [150], typical representatives of such models include the
exponential distribution, the normal distribution, the gamma distribution and the log-normal distribution. For instance, the log-normal distribution was proposed to model headways under car-following situations [151]. A major assumption for the log-normal headway model is that a vehicle maintains a safe distance while following its leading vehicle closely at variable speeds. This assumption makes sense and is apparent in real traffic data [152, 153, 154]. For example, Krbalek and Seba [154] studied the statistics of public transportation in and around Mexico-City. Chen and Li [155] proposed a Markov model to study the headway distance and concluded that the headway distance obeys a log-normal distribution. Chowdhury et al. [152] proposed a distribution of the headway distance as a function of the speed limit. The headways between two successive particles is defined based on the number of empty boxes between them. A similar study by Greenberg [156] reaches essentially the same conclusions. Panwai et al. [157] studied headway distance in microscopic mobility simulators as a car following model. Some mixed distribution models are proposed on the assumption that a road consists of two components, tracking/following and free components. For example, Cowan [150] proposed a mixed distribution consisting of a constant distribution (tracking/following component) and an exponential distribution (free component). Griffiths and Hunt [153] proposed a mixed model called Double Displaced Negative Exponential Distribution.

Given the large variety of opinions in the literature concerning the probability distribution of the headway distance, Yan and Olariu [4] recently validated these models in relation to their suitability as basis for analytical studies of link distribution in VANET. Towards this goal, they carried out experiments using the open source simulator written by Treiber [158]. Specifically, they have recorded and plotted the headway distance. Having plotted the resulting headway distance, they then plotted, on the same graph, the various candidate probability distributions just mentioned. As illustrated in Figure 21, Yan and Olariu [4] found that the best fit between a classic distribution function and the simulation results is provided by the log-normal distribution. It is interesting to mention that their conclusion agrees with a similar an experiment conducted independently by Puan [159]. Given the good fit between their simulation results shown in Figure 22, and Puan's data collected using video cameras to record traffic movement at four sites [159], in this thesis we adopt the log-normal distribution of headway distance as the basis for our results.
FIG. 21. The pdf of headway distance versus the normal, log-normal, exponential and gamma distribution (From [4]).

4.2.1 THE PROBABILITY DISTRIBUTION OF A LINK

4.2.2 PATH LOSS

The path loss model [160] is a radio propagation model that predicts the signal attenuation (in dB) at a distance $X$ from the transmitter. Visser et al. [161] used a patch antenna and studied the pass loss of a DSRC link. The path loss of inter-vehicle communication can be modeled by two-ray model which takes the reflection signal from road into consideration. This suggests defining the path loss in dB as a random variable $L(X)$, a function of $X$:

$$L(X) = 40 \log X - (10 \log G_t + 10 \log G_r + 20 \log h_t + 20 \log h_r)$$

where $^1 G_t$ and $G_r$ are the antenna gains of the transmitter and the receiver, respectively; $h_t$ and $h_r$ are, respectively, the heights of the transmitting and receiving antennas [160].

4.2.3 LINK DISTANCE

We are interested in link distance $X$, a distance between a sender and a receiver. Write

\footnote{Here, and in the remainder of this thesis, we use log to represent $\log_{10}$ and ln to represent the natural logarithm $\log_e$.}
$X = \sum_{i=1}^{m} X_i$ where the $X_i$s are independent log-normal random variables with a common distribution, specifically $X_i \sim \log N(\mu_i, \sigma_i)$. As illustrated in Figure 23, $X$ represents the convolution of $m$ independent headway distances. As it turns out, $X$ is approximately log-normal; the commonly-used Fenton-Wilkinson approximation [162] of $X$ is obtained by setting

$$
\sigma_X^2 = \log \left[ \frac{\sum_{i=1}^{m} \exp \left( \sigma_i^2 (e^{\mu_i^2} - 1) \right)}{(\sum e^{\mu_i^2 + \sigma_i^2})^2} + 1 \right] \tag{18}
$$

$$
\mu_X = \log(\sum e^{\mu_i^2}) - \frac{\sigma_X^2}{2} \tag{19}
$$

FIG. 23. Illustrating the convolution $X = X_1 + X_2 + \cdots + X_m$.

The headway distance can be calculated from the time headway by multiplying with
the speed, assuming a constant speed during the headway. A steady state headway distance has been derived in the form of

$$H = 5.34 + 0.792V + 0.01221V^2$$  \hspace{1cm} (20)

where $H$ is the headway distance in meters and $V$ is the vehicle speed in m/sec. As mentioned above, Greenberg [156] was among the first to suggest that the distribution of the vehicle distance headway under constrained traffic situations is log-normal, where the standard deviation is dependent on the speed. The conclusion was derived from the assumption that drivers allow a constant reaction time and a constant buffer distance at all speeds. Figure 24 shows the plot of the relation between speed and headway distance from equation (20).

The mean headway distance in Greenberg study turns out to be

$$H = 1.37 \times V + 10.338$$  \hspace{1cm} (21)

where the speed, $V$, is measured in m/s.

In general, the feasible range for speed and distance headway is illustrated in Figure 25, where $I$ represents the minimum headway distance, defined as a vehicle’s physical dimensions plus the minimum gap between two vehicles, and $V_f$ is the maximum free-flow speed. As a result, the headway distance increases as the speed increases. The points
4.2.4 SAFE HEADWAY DISTANCE

In Figure 25, any point within the feasible range can present a possible vehicle-following condition. To avoid collision, the general distance headway is determined by travel speed and deceleration rate as mentioned in [163] as shown in equation:

$$h_g = l + V \delta + \frac{V^2}{2d_2} - \frac{V^2}{2d_1} \quad (22)$$

where

- $l =$ vehicle length plus minimum gap between two successive vehicles,
- $V =$ speed (m/s),
- $d_2 =$ following vehicle's deceleration rate (m$^2$/sec), and
- $d_1 =$ leading vehicle's deceleration rate (m$^2$/sec).

As noticed, all these pieces of information are given to the RSU while in communication with the vehicles. Safe distance headway varies with the speed and deceleration rates of the
leading and following vehicles. The difference between two vehicle's deceleration rates results in different levels of safety. In general, a leading vehicle brakes harder than the following vehicle \((d_1 < d_2)\) because the following vehicle can detect the situation by the brake lights of the leading vehicle. In case that leading vehicles stops instantly \((d_1 = \infty)\), then the sufficient distance headway:

\[ h_s = l + V\delta + \frac{V^2}{2d_2}. \]  

(23)

If the deceleration rates of both vehicles are the same, only the first terms will remain and this yields to minimum headway distance of

\[ h_m = l + V\delta. \]  

(24)

4.3 REASONING ABOUT THE EXPECTED HEADWAY DISTANCE IN FREE-FLOW TRAFFIC

Our next goal is to investigate clustering. It is customary to define a cluster in co-directional traffic as the collection of all the cars that have end-to-end DSRC connectivity. The motivation for this concept is clear: first, in terms of radio communications, messages can be routed from any one car in a cluster to any other car in the same cluster and to no car outside of the cluster. Second, in terms of traffic flow parameters, in conjunction with the headway distance, the size of a cluster (in a single lane) allows us to reason about traffic density.

We begin by an investigation of the expected headway distance in a single lane \(L\) of co-directional traffic, assuming that the cars are distributed uniformly at random. The assumption about the cars being distributed uniformly is justified as follows. Assuming free-flowing traffic, it is natural to model the vehicle arrivals at an observer as a Poisson process with a certain parameter \(\lambda\). Now, it is well known in probability theory that conditioned upon there being \(k\) vehicles recorded in a time interval, these vehicles appear to be distributed uniformly at random along the lane.

Consider the lane \(L\) partitioned into \(n\) small slots, each the size of a hypothetical car, and assume that \(k\) cars are placed, uniformly at random, in the \(n\) slots. Let \(X(j)\) be the random variable that denotes the slot in which we find the \(j\)-th car in left-to-right order. Theorem 4.3.1 calculates the expected headway distance for the \(j\)-th car.

**Theorem 4.3.1**  \(E[X(j)] = j \cdot \frac{n+1}{k+1}.\)
Proof. By definition,
\[ E[X(j)] = \sum_{i=j}^{n-k+j} i \cdot p_{i,j} \]
where \( p_{i,j} \) is the probability that the \( j \)-th car occupies slot \( i \).

To evaluate \( p_{i,j} \), imagine that the \( n \) slots are filled with \( n \) objects, of which \( k \) are cars and \( n - k \) are some other objects. We concentrate on the number of permutations of the \( n \) elements for which the \( i \)-th slot contains the \( j \)-th car. Indeed,

- the slots occupied by the leftmost \( j - 1 \) cars can be selected out of the leftmost \( i - 1 \) slots in \( \binom{i-1}{j-1} \) ways;
- once selected, these slots can be filled in \( k(k-1) \cdots (k-j+2) = \frac{k!}{(k-j+1)!} \) ways;
- the remaining \( i - j \) slots among the leftmost \( i - 1 \) slots can be filled in \( (n-k)(n-k-1) \cdots (n-k-i+j+2) = \frac{(n-k)!}{[(n-i)-(k-j)]!} \) ways;
- the car to be placed in the \( i \)-th slot can be selected in \( k-j+1 \) ways;
- finally, the rightmost \( n - i \) slots can be filled in \( (n-i)! \) ways.

It follows that
\[
p_{i,j} = \binom{i-1}{j-1} \frac{k!}{(k-j)!} \cdot \frac{(n-k)!}{[(n-i)-(k-j)]!} \cdot \frac{(n-i)!}{n!}
= \binom{i-1}{j-1} \frac{k!(n-k)!}{n!(k-j)![(n-i)-(k-j)]!} \cdot \frac{(n-i)!}{n!}
= \binom{i-1}{j-1} \cdot \binom{n-i}{k-j} \cdot \binom{n}{k}^{-1} \cdot \frac{j}{i} \cdot \binom{i}{j} \cdot \binom{n-i}{k-j} \cdot \binom{n}{k}^{-1}.
\]
(25)

With this observation, \( E[X(j)] \) can be written as
\[ E[X(j)] = \sum_{i=j}^{n-k+j} i \cdot p_{i,j} \]

\[
= \sum_{i=j}^{n-k+j} j \cdot \binom{i}{j} \cdot \frac{(n-i)}{(k-j)} \cdot \frac{(n)}{(k)}^{-1}
\]

\[
= j \cdot \frac{(n)}{(k)} \sum_{i=j}^{n-k+j} \binom{i}{j} \cdot \frac{(n-i)}{(k-j)}
\]

\[
= j \cdot \frac{(n)}{(k)} \sum_{t=0}^{n-j} \binom{n-j-t}{k-j} \frac{(j+t)}{j}
\]

\[
= j \cdot \frac{(n)}{(k)} \cdot \frac{(n+1)}{(k+1)}
\]

\[
= j \cdot \frac{(n+1)!k!(n-k)!}{(k+1)!(n-k)!n!}
\]

\[
= j \cdot \frac{n+1}{k+1}.
\]

This completes the proof.

Even though intuitively satisfying, the result derived above is almost too good to be true. What can go wrong? For one thing, it is an easy exercise to show that in spite of the regularity suggested by the value of \(E[X(j)]\), the variance of the headway distance is quite significant. With this in mind, our goal becomes to provide an answer to the following natural question: Given that \(m\) cars are deployed uniformly at random in a single lane of traffic of one kilometer and given that dependable radio communications between cars requires a maximum inter-car distance of 200 meters, what is the probability that there is end-to-end radio connectivity between the \(m\) cars? This question is fundamental since virtually all proponents of multihop routing algorithms involving co-directional cars in VANET take end-to-end-connectivity for granted. We prove that, quite surprisingly, the number of cars per kilometer must be at least 16 in order to have a better than even chance for connectivity. Moreover, it takes about 25 cars per kilometer for end-to-end connectivity to be present with 90% probability.

\(^2\)While the transmission range in DSRC is stipulated to be a minimum of 300m, several recent studies have shown that at more than 200m packet reception is unreliable. With this in mind, we set out to study reliable end-to-end connectivity, assuming that the maximum transmission range is only 200m.
4.3.1 EVALUATING THE PROBABILITY OF LARGE HEADWAY DISTANCES IN CO-DIRECTIONAL TRAFFIC

The goal of this subsection is to provide an answer to the following natural question: Given that \( m \) cars are deployed uniformly at random in a single lane of traffic of one kilometer and given that dependable radio communications between cars require a maximum inter-car distance of 200 meters, what is the probability that there is end-to-end radio connectivity between the \( m \) cars? We prove that, surprisingly, the number of cars per kilometer must be at least 16 in order to have a better than even chance for connectivity; it takes about 25 cars per kilometer for end-to-end connectivity to be present with 90% probability.

We model the situation as follows: the \( m \) cars determine \( m - 1 \) distinguishable bins (inter-car spaces), enumerated in left-to-right order as \( B_1, B_2, \ldots B_{m-1} \). The number of distinguishable ways in which the \( n \) indistinguishable balls (unit inter-car spaces) can be distributed into the \( m - 1 \) bins is easily seen to be \( \binom{m+n-2}{n} = \binom{m+n-2}{m-2} \). To see that this is the case, observe that the \( m - 1 \) bins involve \( m \) separators and that we can lay down the balls and bins in a linear sequence flanked on both sides by a separator. The problem now is that of selecting \( n \) places for the balls out of a total of \( n + m - 2 \) places available. The conclusion follows.

Now suppose that we want a given bin to contain \( k \), \( (0 < k < n) \), balls. This amounts to distributing \( k \) balls into one bin and \( n - k \) balls into the remaining \( m - 2 \) bins. Reasoning as above, the number of distinguishable ways in which this can be achieved is \( \binom{n-k+(m-3)}{n-k} = \binom{n+m-k-3}{n-k} \). Thus, the probability \( p_k \), \( (0 \leq k \leq n) \), of the event that a given bin contains exactly \( k \) balls is

\[
p_k = \binom{n+k+3}{n-k} \binom{m+n-2}{n}^{-1}.
\]

(27)

To show that the \( p_k \)s are a valid probability distribution, we need to prove that \( \sum_{k=0}^{n} p_k = 1 \). This, in turn, amounts to showing that \( \sum_{k=0}^{n} \binom{n-k+(m-3)}{n-k} = \binom{m+n-2}{n} \).

Recalling that for integers \( r \) and \( n \),

\[
\sum_{t \leq n} \binom{r+t}{t} = \binom{r+n+1}{n}
\]

(28)
we write

$$\sum_{k=0}^{n} p_k = \binom{m+n-2}{n}^{-1} \sum_{k=0}^{n} \binom{n-k}{n-k}$$

$$= \binom{m+n-2}{n}^{-1} \sum_{i \leq n} \binom{m-3+i}{i}$$

$$= \binom{m+n-2}{n}^{-1} \binom{m-3+n+1}{n} \text{[by (28)]}$$

$$= \binom{m+n-2}{n}^{-1} \binom{m+n-2}{n}$$

$$= 1,$$

as desired.

Observe that two neighboring vehicles become disconnected if the bin corresponding to the distance between them accumulates at least \(d+1\) balls, where \(d\) corresponds to the maximum effective transmission range. Let \(A_i, (1 \leq i \leq m-1),\) be the probability that a generic bin \(B_i\) contains at least \(d+1\) balls.

**Lemma 4.3.2** For all \(i, (1 \leq i \leq m-1),\)

\[
\Pr[A_i] = \frac{(m+n-(d+1)-2)}{m-2} \left(\frac{m+n-2}{n}\right)^{-1}
\]

**Proof.** Let us compute the probability of \(\overline{A}_i\). By (27) and (28) we can write

\[
\Pr[\overline{A}_i] = \left(\frac{m+n-2}{n}\right)^{-1} \sum_{j=0}^{d} \binom{m-3+(n-j)}{n-j}
\]

$$= \left(\frac{m+n-2}{n}\right)^{-1} \sum_{t=n-d}^{n} \binom{m-3+t}{t}$$

$$= \left(\frac{m+n-2}{n}\right)^{-1} \sum_{t=0}^{n} \binom{m-3+t}{t}$$

$$- \left(\frac{m+n-2}{n}\right)^{-1} \sum_{t=0}^{n-d-1} \binom{m-3+t}{t}$$

$$= 1 - \left(\frac{m+n-2}{n}\right)^{-1} \binom{m+n-d-3}{m-2}$$
Thus, \( Pr[A_i] = 1 - Pr[A_i] = \left( \frac{m+n-d-3}{n} \right)^{-1} \), and the proof of the lemma is complete.

Let \( A \) be the event that there is no end-to-end connectivity between the \( m \) cars. Clearly, \( A = \bigcup_{i=1}^{m-1} A_i \). Since the \( A_i \)'s are not independent, the principle of inclusion-exclusion implies that

\[
Pr[A] = \sum_{i=1}^{m-1} Pr[A_i] - \sum_{1 \leq i < j \leq m-1} Pr[A_i \cap A_j] + \cdots + (-1)^i \sum_{1 \leq j_1 < j_2 < \cdots < j_i < m-1} Pr[A_{j_1} \cap A_{j_2} \cap \cdots \cap A_{j_i}] + \cdots
\]

**Lemma 4.3.3** For all \( i, j \), \( (1 \leq i < j \leq m - 1) \), \( \sum_{1 \leq i < j \leq m-1} Pr[A_i \cap A_j] = \left( \frac{m-1}{2} \right) \left( \frac{m+n-(d+1)-2}{m-2} \right) \left( \frac{m+n-2}{n} \right)^{-1} \).

**Proof.** Observe that the number of distinguishable arrangements in which bins \( i \) and \( j \) contain at least \( d+1 \) balls is obtained by first placing \( d+1 \) balls in bins \( i \) and \( j \) and then by distributing the remaining \( n-2(d+1) \) balls uniformly at random in all the \( m-1 \) bins. This can be done in \( \left( \frac{m+n-(d+1)-2}{n} \right) = \left( \frac{m+n-2(d+1)-2}{m-2} \right) \) distinct ways. Since there are \( \left( \frac{m-1}{2} \right) \) distinct ways of choosing \( i \) and \( j \) subject to \( (1 \leq i < j \leq m - 1) \), the conclusion follows.

In a perfectly similar way we can prove the following companion result.

**Lemma 4.3.4** For all \( 1 \leq j_1 < j_2 < \cdots < j_i \leq m - 1 \), \( \sum_{1 \leq j_1 < j_2 < \cdots < j_i \leq m-1} Pr[A_{j_1} \cap A_{j_2} \cap \cdots \cap A_{j_i}] = \left( \frac{m-1}{i} \right) \left( \frac{m+n-(d+1)-2}{m-2} \right) \left( \frac{m+n-2}{n} \right)^{-1} \).

The following important result follows from Lemmas 4.3.2, 4.3.3 and 4.3.4.

**Theorem 4.3.5**

\[
Pr[A] = \sum_{i=1}^{m-1} (-1)^{i+1} \left( \frac{m-1}{i} \right) \left( \frac{m+n-(d+1)-2}{m-2} \right) \left( \frac{m+n-2}{n} \right)^{-i}.
\]  

One can interpret (29) as follows. Imagine sliding a 1 Km window down an undivided roadway with one lane of traffic in each direction. If the window contains \( m \) co-directional cars, then the probability that there is no end-to-end connectivity between them is precisely \( Pr[A] \) in (29). For example, if there were 12 co-directional cars in the window, the probability of no end-to-end connectivity between them would be about 86%. Naturally, the probability decreases with the number of co-directional lanes of traffic in each direction.

4.3.2 Evaluating the Expected Size of a Cluster

Since, as we saw, co-directional traffic is inherently partitioned into clusters, each consisting of all the cars enjoying end-to-end connectivity, an interesting question is to estimate the expected size of a cluster. The goal of this subsection is to provide an answer
to this natural question. For this purpose, we inherit the notation and terminology of the previous subsection.

**Theorem 4.3.6** The expected size of a cluster is

\[
E[\text{cluster\_size}] = \frac{m \cdot \binom{m+n-2}{n}}{(m+n-2) + (m-1) \cdot \binom{m+n-d-3}{n}}.
\]  

**Proof.** As we saw, the probability \( p \) that a given bin contains at least \( d + 1 \) balls is

\[
p = \binom{m+n-d-3}{m-2} \binom{m+n-2}{n}^{-1}.
\]

Let \( X \) be the random variable that counts the number of “gaps” (i.e., the number of bins containing at least \( d + 1 \) balls). Since \( X \) is binomial, the expected value \( E[X] \) of \( X \)

\[
E[X] = (m-1) \cdot p
\]

\[
= (m-1) \cdot \left( \frac{m+n-d-3}{m-2} \right) \left( \frac{m+n-2}{n} \right)^{-1}
\]  

(31)

Once we have the expected number of gaps in co-directional traffic, the expected number of clusters becomes \( 1 + E[X] = 1 + (m-1) \cdot (\binom{m+n-d-3}{m-2} \binom{m+n-2}{n})^{-1} \). Thus, the expected size of a cluster is

\[
E[\text{cluster\_size}] = \frac{m \cdot \binom{m+n-2}{n}}{(m+n-2) + (m-1) \cdot \binom{m+n-d-3}{n}},
\]  

(32)

completing the proof of the theorem.

Traffic flow on highways tends to be disconnected. The cluster size can help approximating density on the highway using the Average Headway Distance (AHD) calculated by each RSU. Researchers proved that, somewhat surprisingly, the cluster size is quite stable and easy to maintain [164]. In [164], the authors show that the expected size of a cluster is a function of the density and the communication range. We track the number of vehicles in a road segment of one kilometer and the size of the cluster. We ran a simulator that calculated the number of clusters that is created in a 1 Km length (i.e. the expected distance between two adjacent RSUs) and compared it to the number of vehicles in the segment as shown in Figure 26.

### 4.4 LEARNING TRAFFIC FLOW PARAMETERS
It is important to mention that it is a non-trivial task for FRIEND to learn the state of the traffic parameters from passing vehicles only. One of the valuable tools used are lessons learned from the theoretical results in Section 4.3. However, it is important to bear in mind that the above derivations are modeling a simple scenario and that, as any mathematical model, they can only approximate the real world.

For example, it is natural to employ sampling techniques to evaluate the headway distance. We discuss the parameters that changes the flow between states. In order to aggregate the data collected from the passing cars and, if necessary, from the SCEs, the RSUs keep track of three main parameters:

- **Historical data**: The RSUs have a record of time of the day, day of the week and flow record which is a function of the speed, headway and density. This record of historical data is the single most important ingredient in deciding about the current status of the traffic. For example, if the most recent batch of collected data, suitably thresholded, is within acceptable tolerance from the collected historical data, then the traffic is deemed to be normal and no special action needs to be undertaken. If however, a significant deviation from the accumulated historical data is detected then the RSU concludes that the traffic is not normal and further action is necessary as will be discussed in Chapter 6;

- **Speed**: The RSUs, while exchanging information with vehicles, record the previous segment's average speed. Then, they calculate the average speed of the passing vehicles;
- **Headway distance**: The RSUs keep track of the average headway distance of the passing vehicles. This can be done through two methods:

1. **Method A**: From data recorded in vehicles, each vehicle keeps track of the headway distance of the front vehicles using its radar;

2. **Method B**: From (time, location, lane, speed) where data exchange occurs as shown below in Figure 27.

![Figure 27. Headway computation by RSUs.](image)

We now discuss our strategy for determining and recording the average headway distance of vehicles. Each RSU maintains a buffer that keeps the most recent recorded headway distance. If a change occurs in the values of the headway distance, an update to the buffer is needed. In case of rapidly changing traffic (i.e. a cluster of vehicles are passing), an increase in the size of the buffer is done. The following are the steps performed by the RSU to calculate the average headway distance:

1. **RSU** \(_i\) (in time period \([t_0, t_1]\)) receives number of records from different vehicles, each record includes time, location, speed and lane;
2. $RSU_i$ calculate the location of each vehicle at time $T$ within same lane;

3. $RSU_i$ sorts the records and calculates the headway distance between each vehicle;

4. $RSU_i$ updates headway buffer with headway distances recorded;

5. $RSU_i$ compares the headway in the buffer with any received headway data from vehicles;

6. the recorded data in the buffer can give us an indication of the traffic density on the highway at the $RSU_i$.

4.5 SUMMARY

This chapter started with background on traffic flow parameters. Then, we discussed type of flow measurements and Greenshield’s model for traffic flow. Then, we showed our idea of reasoning about headway distance by explaining the probability distribution of a link and defining the safe headway distance concept. We calculated the expected headway distance in free-flow traffic and the probability of large headway distance in a co-directional traffic. Then, we showed how to evaluate the expected cluster size. Finally, we explained the steps to track the three main parameters in FRIEND: the historical data, speed, and headway distance.
CHAPTER 5

COMMUNICATION PROTOCOLS IN FRIEND

The main goal of this chapter is to discuss the communication protocols employed by various entities in FRIEND. We discuss one of the most fundamental issues in computer networking, which is how two entities can reliably communicate. In Section 5.1, we start by introducing notation and by establishing terminology that will be used throughout the remainder of the thesis. In Section 5.2, we discuss how the RSUs communicate with different other entities in FRIEND. In Section 5.3, we explain the communication between SCEs and other FRIEND entities, then we give some other definitions. Finally, for later reference, we explain what is meant by the Head and Tail of a traffic backup or incident.

5.1 DEFINITIONS

Definition 5-1: RSU-RSU distance The distance between two adjacent RSUs is called RSU-RSU distance. Further, $RSU_i - RSU[j]$ is the distance between $RSU_i$ and $RSU_j$ where $i < j$ as shown in Figure 28.

Definition 5-2: Segment The distance between two adjacent RSUs is divided into a number of segments, each segment is named $Segment[i, j, num]$ where $i < j$ refer to the number of $RSU_i - RSU[j]$. $num$ is the segment number. Each segment contains a number of SCEs.

5.2 RSU COMMUNICATION

The RSUs are the entities responsible for communicating with both the vehicles and with other SCEs and neighboring RSUs. As it turns out, in FRIEND, the RSUs play a key role in data collection, in processing the map algorithm, and in the dissemination and propagation of traffic information, to be discussed in detail in Chapter 6.

5.2.1 COMMUNICATION BETWEEN ADJACENT RSUS
Under normal traffic conditions, adjacent RSUs along the roadway do not communicate with each other directly, relying instead on passing cars to act as *couriers* carrying non-time-critical information between them. However, whenever time-critical messages need to be exchanged, adjacent RSUs can, and do, communicate directly for transient periods of time using some form of radio communications, e.g. a DSRC radio interface that covers distances up to 1 km.

In order to make the communication between adjacent RSUs secure, each adjacent pair, say $A$ and $B$, of RSUs along the roadway (see Figure 29) shares a *time-varying symmetric key* $\mu(A, B, t)$ used to encrypt, at time $t$, the data exchanged between them. Since the RSUs are synchronous (by virtue of the GPS), they switch from one key to the next in a pre-established order based on their local time.

Referring to Figure 29, assume that RSU $A$ has a non-time-critical message $m$ for RSU $B$. $A$ will encrypt $m$ with $\mu(A, B, t)$ and will upload it onto passing car $a$. When car $a$
reaches B, the message \( m \) will be dropped off by car \( a \) and decoded by \( B \). In turn, \( B \) may decide to send a message to RSU \( C \). This would be done using the symmetric key \( \mu(B, C, t) \), known only to \( B \) and \( C \). It is important to note that, given a sufficiently large set of keys in the key-chain, the RSU to RSU encryption keys appear random to an external observer. A key component of FRIEND is a robust scheme that allows adjacent RSUs to communicate securely.

Occasionally, adjacent RSUs need to communicate to corroborate sudden changes in the basic parameters of the traffic flow that they (or one of them) experience(s). Such is the case, for example, in the initial stages of congestion or when an incident occurring in the segment between them triggers changes in the traffic flow. Under such conditions, adjacent RSUs communicate directly. In the case of an incident, the first key issue that the RSUs need to determine is a coarse-grained determination of the location of the incident to the granularity of a RSU-to-RSU segment. This task is done as follows: every RSU that has detected an abnormal drop in traffic (relative to historical data) sends a query to its adjacent neighbors. This allows to identify a unique pair of RSUs such that (with high probability) the incident (assuming there is one) has occurred in the road segment flanked by them. The second key task involves the fine-grained determination of the location of the accident, to the granularity of the distance \( d \) between adjacent SCEs.

A third type of communication between adjacent RSUs is in support the propagation of the color-coded traffic status reports to vehicles along the roadway. We anticipate that this kind of communication is low data rate and will involve sending, once a minute or so, an aggregated packet containing the local traffic view of a group of about ten consecutive RSUs.

5.2.2 RSU COMMUNICATION WITH VEHICLES

As mentioned in Chapter 3, the RSUs exchange data with passing vehicles. A car approaching a RSU is either entitled to drop off EDR data with the RSU or else it is considered "new" and is not allowed to do so. Indeed, cars that have completed a handshake with the previous RSU have received a one-time session key \( \alpha \) that entitles them to drop off their EDR data upon correctly handshaking with the next RSU. Vehicles that either have just entered the roadway or have failed to handshake with the previous RSU are considered "new" and are not entitled to drop off EDR information with the RSU. Since the RSUs are synchronized, a RSU can easily validate an alleged session-key \( \alpha \). In effect, using one-time session keys issued by the previous RSU precludes cars (including those stationed
by the roadside) from mounting a Sybil attack on the RSU. Also, the session key is independent of the identity of the vehicle allowing for privacy-preserving communications between vehicles and RSUs.

Referring to Figure 30, a connection between a vehicle and a RSU is established only when the vehicle enters the RSU’s coverage area and receives, on a control channel \( \lambda \), a beacon containing handshaking information. The vehicle replies with a “HELLO” message containing either \( \lambda \) encrypted with the one-time key \( \alpha \), or contains only \( \lambda \) if the car is “new” and does not possess a key \( \alpha \). The RSU then replies with an ACK message either encrypted with \( \alpha \) or else issues to the car a one-time session key \( \beta \) representing the exact contact time encrypted with the symmetric key between the current and next RSU down the road.

![FIG. 30. Illustrating the details of vehicle to RSU communication.](image-url)

Let us follow a hypothetical car that was issued a one-time key \( \beta \). When this car reaches the next RSU, it will present the RSU with \( \beta \) and, upon successful validation, will be allowed to drop off data collected by its EDR. As a precautionary measure, the RSU verifies that the time at which the car passed the previous RSU as recorded by its EDR corresponds to the value \( \beta \) properly decrypted. If the two match, the credentials are accepted and the data exchange proceeds. Otherwise, the credentials are rejected and the car is, again, considered “new” and is not allowed to drop off EDR data.

Consider now a car whose one-time session key \( \alpha \) is recognized as valid. The ACK message returned by the RSU contains a random frequency channel \( \sigma \) (encrypted with \( \alpha \)) on which subsequent data exchange is to take place; in addition, a secure one-time key may be established for the purpose of the data exchange. The car switches to channel
σ and proceeds to the data exchange with the RSU by: (1) sending the data in its EDR (along with encrypted data from the previous RSU); and (2) downloading any notification and warning messages that the RSU has available. Furthermore, the data exchange between car and RSU requires that a wireless radio link be established and that data be successfully transmitted. The former requirement depends on the RSU beacon spacing (that is how often the beacon signal is sent by the RSU) and on the time required to encryption/decryption the “HELLO” message sent by the car. The latter requirement depends on the encryption/decryption times and the data rate of the wireless link.

5.2.3 DATA COLLECTED AND EXCHANGED BETWEEN RSU AND VEHICLES

As will be justified in detail in Chapter 6, each RSU maintains a headway buffer to save the headway distance over time only if the values are changing, which indicates a change in the density of the traffic.

5.2.4 EVALUATING THE INSTANTANEOUS AVERAGE HEADWAY DISTANCE

Each RSU maintains a sample average of the most recent headway distance information. This corresponds to the data currently in the headway distance buffer. We define the Average Headway Distance (AHD) to be the sample mean of the average headway inferred from the data available in the headway distance buffer.

Let us assume that the headway distance buffer contains the following values:
\[ AHD = \frac{HD_1 + HD_2 + HD_3 + HD_4 + HD_5}{5} \]

\[ 1U = AHD + L \]

where \( L \) is the estimated length of a vehicle on the highway

\[ L \epsilon \{Truck, Vehicle\} \]

\[ L = \frac{T\% \times L_t + V\% \times L_v}{T\% + V\%} \]

where \( T \) are Trucks and \( V \) are Vehicles

Assume, we have 30% Trucks and 70% Vehicles on the highway

Then \[ L = \frac{30\% \times L_t + 70\% \times L_v}{0.3 + 0.7} \]

Then \[ L = 0.30 \times L_t + 0.70 \times L_v \]

Assume that the length of the vehicle is 5 meters, which is the length of a full size car, and the length of the truck on average 15 meters. Then \( L = 8 \) meters.

5.2.5 RSU COMMUNICATION WITH THE SCES

Assume that the RSUs become aware of an incident. The first task that is performed is to locate the exact segment where the incident has occurred. Equivalently, this amounts to identifying an adjacent pair of RSUs that flank the incident on both sides.

However, in order to pinpoint the exact location of the incident and that of the corresponding Head and Tail, it becomes necessary for the RSUs to collect speed data from SCEs. A RSU can request information from SCEs in the surrounding area. SCEs can propagate the request to adjacent SCEs until a response is returned back. This type of communication is done on demand only to save power. Communication from RSU to SCEs is done using broadcast. A RSU can send a broadcast message to SCEs requesting information with the direction required.

5.3 SCE COMMUNICATION

Along with the RSUs, the SCEs are the workhorses of FRIEND. The SCEs play the role of having an exact view of the highway all over the segments. Although SCEs work only on demand in case of sudden change of traffic pattern, their main jobs are:
1. to communicate with vehicles on the highway to collect information about the traffic flow;

2. to identify (on demand) the exact location of an incident or event;

3. to keep track of Head and Tail of an incident as mention in Section 5.3.4.

Although there are three different types of communication involving SCEs. These types of communication can be working simultaneously and even can give a feedback from one to other. Using different types of technology helps in avoiding collisions. However, power consumption is important in SCEs, so most of the communication is done only when requested, as shown in Figure 32, the following three types of communication involving the SCEs are:

1. communication from SCEs to RSUs,

2. communication between adjacent SCEs,

3. communication from vehicles to SCEs.

FIG. 32. Three different types of communications for SCEs.

5.3.1 COMMUNICATION BETWEEN SCES AND RSUS

The SCEs respond to a request sent from the closest RSU. We use simple narrow-band FSK radio data transmitters that turn on within milliseconds and draw only 10-20mA.
Adjacent-channel interference and jamming are very real problems, but can be mitigated by using a frequency-agile narrow-band system. Since this communication does not require a high data rate, we choose to use narrow-band FSK data transceivers in SCEs, as in [111].

Each SCE randomly selects a time slot within a 60-second interval and transmits there. If it detects that another SCE is present when its randomly selected transmission time arrives, it waits for it to pass before transmitting. Redundancy and sparse use of the channel reduce the probability of collisions to an acceptable level.

<table>
<thead>
<tr>
<th>Packet Info</th>
<th>SCE ID</th>
<th>Information about Vehicles in segment [1, 11] (Average Speed, Count)</th>
<th>SCE ID 2</th>
<th>Recorded data at SCE ID 2</th>
<th>Unused space</th>
</tr>
</thead>
</table>

FIG. 33. Packet format for data sent from SCE to RSU.

For a sparse time-multiplexed network with \( n \) nodes and \( s \) time slots, the probability of no collisions during a cycle is

\[
P(\text{nocollisions}) = \frac{C(s, n)}{C(n + s - 1, n)}
\]  

(33)

Where \( C(s, n) \) is the number of combinations that do not involve a collision and \( C(n + s - 1, n) \) total number of combinations.

With \( n=10 \) per RSU (which means in this case that RSU can communicate with 10 different SCEs), there is a 1.2% chance of a collision per minute. The chance of a collision occurring during two consecutive 60-second intervals, assuming good random number generators in the nodes is \((1.2\% \times 1.2\%)= 0.014\%\), so the expected time between any two consecutive collisions is about two hours. However, the expected time between collisions that cause data loss is greater, because the collisions would have to involve the same node [111].

The packet format is shown in Figure 33 [111]. The first field is the packet info, which can be the system type, software version and any other information. Then, comes the node ID, and we assume that the SCE ID will take around 2 bytes which gives 16 bits. Next is information about vehicles, including the average speed and the count of vehicles involved, we assume 18 bytes (as in [111]). Then, in case of information sent to another SCE to check the speed and density measured in the middle of the segment, another node
ID 2 is included with data from SCE 2. Finally, an unused space is reserved for future enhancements (e.g. security).

5.3.2 COMMUNICATION BETWEEN ADJACENT SCES

The SCEs are networked together in order to request information about the highway flow traffic condition in middle of a segment or to identify the location of an incident. This type of communication happens only on demand and it is in the case of an incident in the middle segment that cannot have a direct communication with a RSU.

As mentioned before, in case of an incident that occurs on the highway, the first concern is to identify the pair $RSU - RSU[i, i + 1]$ of RSUs that flank the segment where the incident occurred. It can be done by asking each RSU what flow it has seen and by propagating the question until identifying the $RSU - RSU[i, i + 1]$ where the incident takes place as shown in Section 5.2.

Second, $RSU_i$ and $RSU_{i+1}$ send a broadcast request to the SCEs in the nearby area to request the exact segment of incident. When $RSU_i$ broadcasts its request, only the SCEs in the direction of traffic will start the process. And when $RSU_{i+1}$ broadcasts its request, only the SCEs in the opposite direction of traffic will start the process as shown in Figure 34.

Third, after sending the request to SCEs, the request is propagated to identify the segment of an incident. Both sides of SCEs propagate the request to the next segment of SCEs as shown in Figure 35. The moment a reply is received, information is sent back to the RSU to inform adjacent RSUs.

FIG. 34. RSU requesting information from SCEs in the direction of RSU-RSU[$i,j$].
We note that the chance that the SCEs need to communicate with other SCEs is equal to the chance that the incident or event occurs in the middle of one of the segments. Assuming we have six segments, then the chance is $\frac{1}{3}$.

5.3.3 COMMUNICATION FROM VEHICLES TO SCES

FRIEND assumes the use of RFID technology as the communication medium between the smart wheels and SCEs, as mentioned in Chapter 3. The details of the RFID-based communication that takes place between the smart wheels of vehicles and SCEs follows. The RFID reader in the smart wheels allows the vehicle to inform the SCEs about speed, stability loss due to road conditions (if any), and ambient temperature. The SCEs collect data sent from vehicles every $\Delta t$, where $t$ depends on highway conditions. The RFID reader which is installed in the vehicle wheels emits RF radio waves eliciting a signal back from the tag. We use RFID with a radio range up to approximately 3m. The most important benefit of an RFID tag is the battery-free operation. A tag works without a power source since it gathers energy from a reader’s waves [135].

The idea of having a tag on both sides of the SCE is feasible due to the four sides a SCE has, two of them used as reflectors (the same way they have been used for years) and the other two can hold the RFID tag to exchange information with passing vehicles. This idea can be improved later to allow giving information to passing vehicles. Figure 36 shows an exchange of information between a vehicle smart wheel reader and a tag installed in a SCE node. It is important to mention that the term “smart wheels” has been used for a while in vehicle manufactures as the inside steering wheel that has the capability to control many functions in the vehicles. However, our term “smart wheels” refers to the actual wheels of
the vehicles, and we expect that the RFID reader can be installed in the middle of the rim itself.

5.3.4 IDENTIFYING THE LOCATION OF HEAD AND TAIL

In this subsection, we explain how RSUs with help of the SCEs keep track of the traffic backup size. First, we start with some definitions of Head and Tail of an incident or event and what is meant by principal of locality. Then, we explain our technique to track the backup.

Definition 5-3: "Head of a backup" We define the Head of a backup to be the location of the incident. In case an incident has been cleared, it is the start location of the backup where speed of vehicles tend to be almost zero.

Definition 5-4: "Tail of a backup" We define the Tail of a backup to be the end of a backup, where vehicles' speeds decrease rapidly.

Definition 5-5: "Principle of Locality" Let $S_1, S_2, S_3, ..., S_n$ be a group of consecutive SCE nodes on the highway. The distance between two consecutive nodes on the highway is known as $d$. We define the locality of nodes as recording the same parameters or data over a given distance. Referring to Figure 37, in case of normal
density traffic or sparse traffic with no incidents, nodes from $S_i$ to $S_j$ where $j < i$
record the same data, which we call locality of nodes [109].

![Diagram of locality](image)

**FIG. 37.** Illustrating the principle of locality.

To identify the initial Head of the backup is simple; this is the location of the incident until it has been cleared. The moment the Head is identified, a request from $RSU_i$ to the previous $RSU_x$ where $x < i$, is sent to inform it of the location of the Tail of the backup. After identifying the Tail segment, a SCE request will be generated to identify the exact location. $RSU_x$ will reply with both the location of Tail and average speed of previous segment as shown in Figure 38.

### 5.3.5 TRACKING THE HEAD AND TAIL OF A TRAFFIC BACKUP

For simplicity, we assume that only one backup has occurred on the highway. However, the scenario of having more than one backup on the highway due to multiple incidents or events can occur, which will be studied in future work. In Chapter 6, we give more details about data required to track the traffic backup. In brief, to keep track of the Head and Tail locations, FRIEND keeps track of the following parameters:

1. incident location and status;
2. time of the incident and time of the last update;
3. speed of vehicles moving after incident clearance;
4. speed of vehicles reaching the tail of the backup.
5.4 SUMMARY

In this chapter, we have addressed the communication protocols employed by each of the entities in FRIEND. We explained how RSUs communicate with adjacent RSUs, vehicles, and SCEs. We also evaluated the average headway distance. The communication protocols for the SCEs with RSUs, adjacent SCEs, and vehicles are described in detail. Finally, we explained the identification of an incident location and how tracking the Head and Tail occur.
As mentioned before, in most of the current VANET-based systems, individual vehicles are responsible for inferring the presence of an incident on the basis of reports received from other vehicles. This invites a host of serious and well-documented security attacks intended to cause vehicles to make incorrect inferences, possibly resulting in increased traffic congestion and a higher chance of severe accidents. On the other hand, it is very hard for most of the existing purely ITS-based Automated Incident Detection (AID) techniques to detect incidents in relatively sparse traffic, especially those incidents that do not block/occlude all lanes.

The past few years have witnessed a rapid converge of ITS and VANET leading to the emergence of Intelligent Vehicular Networks (InVeNet) with the expectation to revolutionize the way we drive by creating a safe, secure, and robust ubiquitous computing environment that will eventually pervade our highways and city streets. As part of the InVeNet partnership, vehicular networks are expected to be instrumental in helping the existing ITS infrastructure with the following tasks:

- informing the driving public and other interested parties about the current status of local traffic;
- AID, especially with those tasks that are either not feasible or, indeed, impossible under current ITS technology;
- traffic-related information dissemination to the driving public and other interested parties.

One of the important contributions of FRIEND is to provide support for detecting traffic incidents and for disseminating traffic-related information to the drivers both in the form of a color-coded instantaneous traffic status report and in the form of more specific incident-related information. The intention is for the color-coded instantaneous traffic status report to be available, as a community service, to all the cars in the traffic, regardless of whether or not they have contributed their underlying EDR data. The color-coded information can be displayed in a suitable form to give the driver an “at-a-glance” synopsis of the state of the traffic up to ten miles ahead.
The main purpose of this chapter is to present the various mechanisms whereby FRIEND makes decisions about the state of the traffic and also about the possible occurrence of traffic-related incidents.

Recall that FRIEND bases most of the inferences it makes about the status of traffic on two perceived parameters of the traffic flow: speed and density. In turn, the instantaneous density of the flow is deduced by sampling the headway distance of the most recently passing cars. A fundamental theoretical question that we address is the extent to which the sample mean of the collected headway distance data is a good approximation of the overall headway distance. Our results are offered in Section 6.1.

The traffic parameters discussed above along with historical data collected over a reasonable time period (duly adjusted for diurnal and seasonal variations), and with the aggregated traffic information firmly in hand, FRIEND is ready to disseminate to the traveling public a color-coded traffic status report. The details of what is involved can be found in Section 6.2.

Section 6.3 presents the classification of traffic-related incidents employed by FRIEND. Next, Sections 6.4 and 6.5 offer the details of the tasks involved in incident detection and subsequent dissemination of traffic-related information to the driving public and other parties.

6.1 REASONING ABOUT THE SAMPLE MEAN OF HEADWAY DISTANCE

It is of great theoretical interest and unmistakable practical relevance to evaluate the suitability of the sample mean of collected headway distances as a bona-fide approximation of the population headway distance.

While this is a difficult, and to the best of our knowledge, unsolved problem under general traffic conditions, we offer a relatively simple answer in the case of free-flow traffic. Such traffic can be thought of as a Poisson process with rate $\lambda > 0$. In turn, this assumption implies that the headway distances are exponential random variables with mean $\frac{1}{\lambda}$.

Recall that, as pointed out in Chapter 4, contemporary studies have confirmed that under most traffic conditions the headway distance on highways is best described by a log-normal distribution. It is reassuring to know that, as pointed out by Tijms [165] (see p. 445), the densities of the exponential, log-normal and Weibull distributions have a very similar, indeed almost identical, shape. This mathematical fact explains, to some extent, the reason for the controversy about the distribution of the headway distance in the
ITS literature. We refer to [4] for a comprehensive discussion of the history of headway distance.

We take advantage of the similarity between the distribution functions of the log-normal and exponential distributions to proceed with the assumption of exponentially-distributed headway distance, at least in the free-flow regimen.

Assume that a given RSU has collected and recorded $N(t)$ headway distance readings $X_1, X_2, \cdots, X_{N(t)}$ in the interval $(0, t]$. Assume, further, that the $X_i$s, $1 \leq i \leq N(t))$, are independent exponential random variables with mean $\frac{1}{\lambda}$. It is natural to assess how closely the sample mean

$$\frac{X_1 + X_2 + \cdots + X_{N(t)}}{N(t)}$$

approximates the population mean $\frac{1}{\lambda}$. For this purpose, we propose to evaluate the expression

$$\frac{1}{\lambda} - E \left[ \frac{X_1 + X_2 + \cdots + X_{N(t)}}{N(t)} \right]$$

representing the difference between the population mean and the sample mean. Our results are summarized in the following statement.

**Theorem 6.1.1** Assuming $N(t) > 0$, it is the case that

$$\frac{1}{\lambda} - E \left[ \frac{X_1 + X_2 + \cdots + X_{N(t)}}{N(t)} \right] = \frac{t}{e^{\lambda t} - 1}. \quad (34)$$

Before proceeding with the proof of Theorem 6.1.1, we take note of three technical results that, in addition to being stepping stones towards the proof, are of an independent interest.

Consider an arbitrary probability space $(\Omega, \mathcal{F}, P)$ and let $A, B$ and $C_n, (n \geq 1)$, be events over the probability space such that $\bigcup_{n \geq 1} C_n = \Omega$ and $C_i \cap C_j = \emptyset$ for all $i \neq j$. Further, let $X$ be a *discrete* random variable over the same probability space. We assume that the set of jump points of the distribution function $F_X$ of $X$ is $J$.

**Lemma 6.1.2** The following statement holds

$$Pr[B \mid A] = \sum_{n \geq 1} Pr[B \mid A \cap C_n] Pr[C_n \mid A]. \quad (35)$$

**Proof.** Observing that

$$B = B \cap (\bigcup_{n \geq 1} C_n) = \bigcup_{n \geq 1} (B \cap C_n)$$
we can write

\[
\Pr[B \mid A] = \Pr[\bigcup_{n \geq 1} (B \cap C_n) \mid A] = \sum_{n \geq 1} \Pr[B \cap C_n \mid A] = \sum_{n \geq 1} \frac{\Pr[B \cap C_n \cap A]}{\Pr[A]} = \sum_{n \geq 1} \frac{1}{\Pr[A]} (\Pr[B \mid C_n \cap A] \Pr[C_n \mid A]) = \sum_{n \geq 1} \frac{1}{\Pr[A]} \Pr[B \mid C_n \cap A] \Pr[C_n \mid A] \Pr[A] = \sum_{n \geq 1} \Pr[B \mid C_n \cap A] \Pr[C_n \mid A]
\]

and the proof of Lemma 6.1.2 is complete. □

For the proof of Theorem 6.1.1 we also need the following technical result that provides a closed form for the expected value of \(X\) given the event \(A\).

**Lemma 6.1.3** The following statement holds

\[
E[X \mid A] = \sum_{n \geq 1} E[X \mid C_n \cap A] \Pr[C_n \mid A]. \tag{36}
\]

**Proof.** Since \(X\) is discrete,

\[
E[X \mid A] = \sum_{x \in J} x \Pr[\{X = x\} \mid A] = \sum_{x \in J} \sum_{n \geq 1} x \Pr[\{X = x\} \mid C_n \cap A] \Pr[C_n \mid A]\quad \text{[by Lemma 6.1.2]}
\]

\[
= \sum_{n \geq 1} \Pr[C_n \mid A] \sum_{x \in J} x \Pr[\{X = x\} \mid C_n \cap A]
\]

\[
= \sum_{n \geq 1} \Pr[C_n \mid A] E[X \mid C_n \cap A]
\]

\[
= \sum_{n \geq 1} E[X \mid C_n \cap A] \Pr[C_n \mid A]
\]

and the proof of Lemma 6.1.3 is complete. □

Suppose that \(n\) points \(T_1, T_2, \ldots, T_n\) are distributed uniformly and independently over \((0, t]\) and let

\[
0 = T_{(0)} < T_{(1)} < T_{(2)} < \cdots < T_{(n)} < t
\]
be the corresponding order statistics. We are interested in the distribution of the random variables

\[ T(1) - T(0), T(2) - T(1), \ldots, T(n) - T(n-1). \]

More specifically, we prove the following result.

**Lemma 6.1.4** For all \( k = 0, 1, \ldots, n - 1, \)

\[ \Pr([T(k+1) - T(k) \leq y]) = \begin{cases} 
0 & \text{for } y \leq 0 \\
1 - (1 - \frac{y}{t})^n & \text{for } 0 < y \leq t \\
1 & \text{for } y > t
\end{cases} \]  

(37)

**Proof.** A possible proof goes as follows; let \( k \) be arbitrary but fixed and \( 0 \leq y \leq t \) Assume without loss of generality that \( T(k) = x; \) observe that conditional on \{\( T(k) = x \)\}, the event \{\( T(k+1) - T(k) \leq y \)\} occurs if and only if \( k - 1 \) points lie in \((0, x)\), one point lies in some differential interval \([x, x + dx]\) and the remaining \( n - k \) points lie in the interval \((x + y, t]\).

![FIG. 39. Illustrating the proof of Lemma 6.1.4.](image)

Notice that for a given \( x \) the probability that:

- the probability that exactly one point lies in \([x, x + dx]\) is \( \binom{n}{1} \frac{dx}{t} \),
- the probability that of the remaining \( n - 1 \) points, \( k - 1 \) lie in \((0, x)\) is \( \binom{n-1}{k-1} \left(\frac{x}{t}\right)^{k-1} \).

Thus, for a given \( x \) the conditional probability that the event \{\( T(k+1) - T(k) \leq y \)\} occurs given that \{\( T(k) = x \)\} is

\[ n \binom{n-1}{k-1} \left(\frac{x}{t}\right)^{k-1} \left(\frac{t - x - y}{t}\right)^{n-k} \frac{dx}{t} \]
and so the probability $P_k$ of the event $\{T_{(k+1)} - T_{(k)} \leq y\}$ is

$$P_k = \int_0^{t-y} n \binom{n-1}{k-1} \left(\frac{x}{t}\right)^{k-1} \left(1 - \frac{x+y}{t}\right)^{n-k} \frac{dx}{t}$$

All that remains is to evaluate

$$P_k = \int_0^{t-y} n \binom{n-1}{k-1} \left(\frac{x}{t}\right)^{k-1} \left(1 - \frac{x+y}{t}\right)^{n-k} \frac{dx}{t}$$

As it turns out, this integral reduces to the Euler's Beta function (see (61) in the Appendix). Indeed, we write

$$P_k = \binom{n-1}{k-1} \int_0^{t-y} \left(\frac{x}{t}\right)^{k-1} \left(1 - \frac{x+y}{t}\right)^{n-k} \frac{dx}{t}$$

$$= n \binom{n-1}{k-1} \int_0^1 u^{k-1} (1-u)^{n-k} \left(1 - \frac{y}{t}\right)^n \, du \quad \text{[after } u = \frac{x}{t-y}]$$

$$= n \binom{n-1}{k-1} \left(1 - \frac{y}{t}\right)^n \int_0^1 u^{k-1} (1-u)^{n-k} \, du$$

$$= n \binom{n-1}{k-1} \text{Beta}(k, n-k+1) \left(1 - \frac{y}{t}\right)^n$$

$$= \frac{n! \Gamma(k) \Gamma(n-k+1)}{(k-1)!(n-k)! \Gamma(n+1)} \left(1 - \frac{y}{t}\right)^n$$

[by Theorem 62 in the Appendix]

$$= \frac{n!}{(k-1)!(n-k)!} \left(1 - \frac{y}{t}\right)^n$$

[by Theorem 60 in the Appendix]

$$= \left(1 - \frac{y}{t}\right)^n,$$

independent of $k$. □

Lemma 6.1.4 has two important corollaries that we state and prove next.

**Corollary 6.1.5** For all $k = 0, 1, \cdots, n-1$,

$$E[T_{(k+1)} - T_{(k)}] = \frac{t}{n+1} \quad (38)$$

**Proof.** Letting $G$ stand for the probability distribution function of the random variable $T_{(k+1)} - T_{(k)}$, it is well known that

$$E[T_{(k+1)} - T_{(k)}] = \int_0^\infty [1 - G(y)] \, dy.$$
With this, we can write
\[ E[T_{(k+1)} - T_{(k)}] = \int_0^\infty [1 - G(y)] \, dy \]
\[ = \int_0^t [1 - G(y)] \, dy \]
\[ = \int_0^t \left( 1 - \frac{y}{t} \right)^n \, dy \]
\[ = \int_0^1 tu^n \, du \quad \text{[after } u = 1 - \frac{y}{t} \]}
\[ = \frac{t}{n+1} \] \hspace{1cm} (39)
and the proof of Corollary 6.1.5 is complete. □

In turn, Corollary 6.1.5 implies the following result

**Corollary 6.1.6** For all \( k = 0, 1, \cdots, n \)

\[ E[T_{(k)}] = \frac{kt}{n+1} \] \hspace{1cm} (40)

**Proof.** The proof is by induction on \( k \). To settle the basis, observe that since \( T_{(0)} = 0 \), Corollary 6.1.5 implies that

\[ E[T_{(1)} - T_{(0)}] = E[T_{(1)}] = \frac{t}{n+1}. \] \hspace{1cm} (41)

Let \( k \) be arbitrary and assume that \( E[T_{(k)}] = \frac{kt}{n+1} \). We need to show that

\[ E[T_{(k+1)}] = \frac{(k+1)t}{n+1}. \] \hspace{1cm} (42)

The linearity of expectation yields

\[ \frac{t}{n+1} = E[T_{(k+1)} - T_{(k)}] \]
\[ = E[T_{(k+1)}] - E[T_{(k)}] \]
\[ = E[T_{(k+1)}] - \frac{kt}{n+1} \] \hspace{1cm} (43)

which, in turn, implies (42) and the proof is complete. □

**Proof of Theorem 6.1.1** Recall that we assumed \( N(t) > 0 \). It should be clear that the event \( \{ N(t) > 0 \} \) is equivalent to \( \bigcup_{n \geq 1} \{ N(t) = n \} \) and that the events \( \{ N(t) = i \} \) and \( \{ N(t) = j \} \) are disjoint whenever \( i \neq j \). It follows that for all \( n \geq 1 \),

\[ \{ N(t) > 0 \} \cap \{ N(t) = n \} = \{ N(t) = n \}. \] \hspace{1cm} (44)
Now, Lemma 6.1.3 allows us to write

\[
E \left[ \frac{X_1 + X_2 + \cdots + X_{N(t)}}{N(t)} \mid \{N(t) > 0\} \right]
\]

\[
= \sum_{n \geq 1} E \left[ \frac{X_1 + X_2 + \cdots + X_{N(t)}}{N(t)} \mid \{N(t) > 0\} \cap \{N(t) = n\} \right]
\]

\[
\text{Pr}\{\{N(t) = n\} \mid \{N(t) > 0\}\}
\]

\[
= \sum_{n \geq 1} E \left[ \frac{X_1 + X_2 + \cdots + X_{N(t)}}{N(t)} \mid \{N(t) = n\} \right]
\]

\[
\text{Pr}\{\{N(t) = n\} \mid \{N(t) > 0\}\}. \quad \text{(by (44))}
\]

We now proceed to evaluate the various ingredients of (45). To begin,

\[
\text{Pr}\{\{N(t) = n\} \mid \{N(t) > 0\}\} = \frac{\text{Pr}\{\{N(t) = n\} \cap \{N(t) > 0\}\}}{\text{Pr}\{\{N(t) > 0\}\}}
\]

\[
= \frac{\text{Pr}\{\{N(t) = n\}\}}{\text{Pr}\{\{N(t) > 0\}\}}
\]

\[
= \frac{(\lambda t)^n e^{-\lambda t}}{n! (1 - e^{-\lambda t})}
\]

Next, it is well known that, conditional on \( n \) Poisson arrivals in \((0, t]\), the actual times \( T_1, T_2, \ldots, T_n \) of these arrivals are uniformly distributed in \((0, t]\). This observation allows us to write

\[
E \left[ \frac{X_1 + X_2 + \cdots + X_{N(t)}}{N(t)} \mid \{N(t) = n\} \right]
\]

\[
= E \left[ \frac{X_1 + X_2 + \cdots + X_n}{n} \mid \{N(t) = n\} \right]
\]

\[
= \frac{1}{n} E[X_1 + X_2 + \cdots + X_n \mid \{N(t) = n\}]
\]

\[
= \frac{1}{n} E[\max\{T_1, T_2, \ldots, T_n\}]
\]

\[
= \frac{1}{n} \frac{tn}{n + 1} \quad \text{[by Corollary 6.1.6]}
\]

\[
= \frac{t}{n + 1}.
\]
Finally, replacing (48) and (49) in (45) yields

\[
E \left[ \frac{X_1 + X_2 + \cdots + X_{N(t)}}{N(t)} \mid \{N(t) > 0\} \right] \\
= \sum_{n \geq 1} \frac{t}{n+1} \frac{(\lambda t)^n e^{-\lambda t}}{n! (1 - e^{-\lambda t})} \\
= \frac{e^{-\lambda t}}{\lambda (1 - e^{-\lambda t})} \sum_{n \geq 1} \frac{(\lambda t)^{n+1}}{(n+1)!} \\
= \frac{e^{-\lambda t}}{\lambda (1 - e^{-\lambda t})} [e^{\lambda t} - 1 - \lambda t] \\
= \frac{1 - e^{-\lambda t} - \lambda t e^{-\lambda t}}{\lambda (1 - e^{-\lambda t})} \\
= \frac{1}{\lambda} - \frac{t e^{-\lambda t}}{1 - e^{-\lambda t}} \\
= \frac{1}{\lambda} - \frac{te^{\lambda t}}{e^{\lambda t} - 1} \\
= \frac{1}{\lambda} - \frac{t}{e^{\lambda t} - 1}
\]

and the proof of Theorem 6.1.1 is complete.

A few observations are in order at this point.

- First, it is easy elementary to verify that

\[
\lim_{t \to \infty} \frac{t}{e^{\lambda t} - 1} = 0
\]  

(50)

confirming that the larger the sample of headway distances collected by the RSU, the better the approximation of the population mean $\frac{1}{\lambda}$. In common practice, there is a tradeoff between the accuracy of the approximation and the timely detection of any departure from the “normal” headway distance accumulated over time (historic data). One good compromise seems to be to collect headway distance data until it either fills a buffer or else it times out, whichever comes first;

- On the numerical side, Theorem 6.1.1 implies that for $\lambda = 1$, i.e. assuming one vehicle passes the RSU per unit time, a sample size of five yields a sample mean that differs from the population mean by 0.03 which, in the interest of expediency, is considered acceptable. Naturally, a larger sample reduces the difference even further, in fact, as close to zero as desired;
• A final observation, mostly for the cognoscenti, is that the result of Theorem 6.1.1 together with (50) are a confirmation of the Strong Law of Large Numbers. The value added offered by Theorem 6.1.1 is the exact value of the difference between the sample mean and the population mean as a function of $t$. As seen above, this allows to tailor the sampling regimen to suit pre-established QoS parameters in terms of a desired trade-off between latency and accuracy.

6.2 COLOR-CODED TRAFFIC STATE

The concept of Level of Service (LoS) is a measure used in ITS by traffic engineers to assess the effectiveness of various elements of transportation infrastructure. LoS is most commonly used to analyze highways, but the concept has also been applied to intersections, transit, and water supply. LoS classifies the state of the traffic, heuristically, into six categories, from A to F as follows [166].

- A = Free flow;
- B = Reasonably free flow;
- C = Stable flow;
- D = Approaching unstable flow;
- E = Unstable flow;
- F = Forced or breakdown flow.

In order to use the LoS concept, FRIEND maps the various LoS categories into headway distance values. We now describe the detailed mapping between the LoS categories for traffic on highway and a proposed set of colors on the driver monitor. One of the services offered by FRIEND to the traveling public is to monitor the traffic flow on the highways and to provide a colored map system in front of the driver screen. In order to explain the data collection, data processing and information update we take an example of an application from the highest level application which is “Real-time Traffic Monitoring”.

Input: Data collected from highway infrastructure and vehicles passing RSUs.

Output: A user friendly touch screen that allows two levels of traffic view, as illustrated in Figure 40. The first level is giving the overall status of the road segment between two adjacent RSUs along the highway. Upon demand, FRIEND can present a more detailed
view of a given road segment to a finer granularity. In Figure 40 a granularity of 0.25 miles (≈ 400m) is shown. The meaning of the various colors is described next.

FIG. 40. Illustrating a two-level color-coded display of the state of traffic in FRIEND.

FRIEND maps the current LoS measurement to a four-state Markov chain, each state corresponding to a color, as shown in Figure 41:

The mapping from the LoS letters to the states of the Markov chain is described next.

- **Green:** an initial state that describes a flow that allows the driver to reach maximum speed on the highway in conjunction with low density. A highway with a green state means that a driver can change lanes easily and can reach maximum speed if such a speed is desired. The green state represents the A and B states in LoS;

- **Yellow:** a state that describes a flow where traffic is stable but the density is high. A highway with a yellow state means that it is hard to change lanes and speed can be
below maximum speed for some periods. The yellow state represents the C state in LoS;

- Orange: a state that describes a speed less than the maximum speed with high density. A highway with orange state means it is approaching an unstable flow and might turn to an unstable flow. The orange state represents the D and E states in LoS;

- Red: a state that describes a breakdown flow where speed is less than 25 miles/hr and density is almost jammed. A driver seeing a highway with a red state might take an alternate route if possible. The red state represents the F state in LoS.

In order to avoid spurious transitions between colors, FRIEND has a built-in "laziness" that records traffic flow trends without necessarily taking immediate action, i.e. without triggering a state change. FRIEND implements this idea by mapping the high-level four-state Markov chain discussed above to another, internal Markov chain that keeps more detailed information about the trends in traffic flow. In the internal Markov chain, each state of the high-level Markov chain (i.e. each of the four colors disseminated to the public) is mapped to a set of states of the internal Markov chain as we are about to describe.

![FIG. 42. Illustrating the internal 10-state Markov chain defining color transitions.](image)

Referring to Figure 42, FRIEND maintains an internal 10-state Markov chain with two states for green and red and three states for each of yellow and orange. However, the status report disseminated to the public is just the color without any mention to the specific "shade" of color that the internal Markov chain is in. For example, the reported status is yellow if the internal Markov chain is in any of the three yellow states in Figure 42. The exact decisions that trigger the actual transitions between states in the internal 10-state Markov chain will be discussed in Subsection 6.2.1.

### 6.2.1 TRANSITIONS IN THE INTERNAL MARKOV CHAIN
The main goal of this subsection is to give the details of the algorithm that induces transitions in the internal Markov chain. The key decision elements that FRIEND employs to effect state transitions in the internal Markov chain are the Average Headway Distance (AHD) and speed (V) aggregated from the most recent EDR data collected from passing cars, along with historical data collected over a longer time span involving months (or even years) of monitoring data at the same locale.

We begin by presenting the mapping algorithm that converts the AHD and speed to colors in Figure 43. Speed is the average speed of vehicles, and MaxSpeed is the highest speed observed from the historical data for the particular time of day and day of week. The safe distance can vary depending on number of lanes, historical data, and maximum speed allowed on the highway as explained in Section 4.2.4. In Figure 45, the transitions in the internal Markov Chain is shown.

<table>
<thead>
<tr>
<th>AHD &gt; safe distance</th>
<th>Speed &lt; 0.25*MaxSpeed</th>
<th>Speed ∈ [0.25<em>speed, 0.5</em>MaxSpeed]</th>
<th>Speed ∈ [0.5<em>speed, 0.75</em>MaxSpeed]</th>
<th>Speed ≥ MaxSpeed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yellow</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIG. 43. State diagram and relation with average headway distance and speed.

```
function Map-State(\(AHD_i, V_i\))
1. Define SD Safe Distance, Max V Maximum Speed
2. Define Threshold From Historical Data with time and day input
3. HD-Diff= | \(AHD_i - SD\) |
4. state= lookup-table(HD-Diff, \(V_i\)) As shown in figure 44, represented in 4 bits
5. return (state)
6. end
```
6.3 INCIDENT CLASSIFICATION

In this section, we present the classification of incidents used in FRIEND. An *incident* is defined as any non-recurring event that causes a reduction of highway capacity or an abnormal increase in demand. Such events include traffic crashes, disabled vehicles, spilled cargo, highway maintenance and reconstruction projects, and special non-emergency events (e.g., ball games, concerts, or any other event that significantly affects roadway operations) [167]. In addition weather conditions are often considered incidents that reduce the flow on highways.

FRIEND classifies incidents into three categories:
• First, a *blocking incident* is an incident that blocks a lane or multiple lanes on highways. As such, an incident blocking one lane of a three-lane freeway reduces capacity by almost 50 percent, although only a third of the lanes are blocked [167];

• Second, a *non-blocking* incident is an incident that some vehicles can pass over and other will switch lanes if possible. Examples of this kind of incidents include dead animals on the roadway, potholes, lost cargo, and some weather-induced occlusions (such as icy road conditions or accumulated water after a heavy rain or flood). The major difference between a blocking incident and a non-blocking one is that the former renders the lane/road impassable, while the latter does not. In fact, some drivers do not mind driving through a pothole or even standing water;

• Third, a *moving incident* is a slow-moving vehicle or a convoy of trucks (e.g., military units) traveling together as a group, usually at low speed. This type of incident can affect the flow on the highway and, depending on traffic density, not all drivers will be able to change lanes to pass the convoy.

Figure 46 illustrates the classifications of incidents on highways.

6.3.1 BLOCKING INCIDENTS

Blocking incidents are events that cause the occlusion or blocking of one or multiple lanes on the highway. These type of incidents affect the traffic flow and cause a delay in travel time for vehicles. A blocking incident can involve a vehicle or there may be no vehicle involved (i.e. a fallen tree blocking one or more lanes of a highway);

6.3.2 NON-BLOCKING INCIDENTS
Non-blocking incidents are non-occluding incidents that some vehicles can pass over and others will have to switch lanes to avoid. We further partition this type of incident into two sub-categories. A non-blocking incident is *non-permanent* when it occurs for some time after which it disappears. An example of non-blocking non-permanent incidents are icy road conditions in the early morning. The second category represents *permanent* non-blocking incidents, such as potholes which stay for long time period before being fixed.

### 6.3.3 MOVING INCIDENTS

Moving incidents are non-recurring events that cause a reduction of highway capacity. Referring to Figure 47, a slow-moving truck carrying an over-sized load (e.g. a mobile home) is a typical example of what FRIEND calls a moving incident. Observe that in addition to being slow-moving, the truck turns out to impact the flow of traffic in adjacent lanes. Most of the time, moving incidents are avoided by lane changes. In free traffic flow where vehicles change lanes freely, the effect of a moving incident is often negligible. However, as traffic density increases, the effect of a moving incident becomes more and more pronounced. A driver would like to know if a moving incident will appear, in order to be prepared to change lanes.

![FIG. 47. Example of a moving incident on Interstate 64, Feb 2012](image)

### 6.4 INCIDENT DETECTION

The workhorses of incident detection are the RSUs and the SCEs working together. We defined the term RSU-RSU[i,j] and Segment in Chapter 5 as shown in Figure 28. Recall that the RSUs receive (from most cars) EDR data reporting, among others, any lane change...
that occurred in the current road segment. One of the key ideas of incident detection in FRIEND is that, in case of an incident, there will be numerous correlated lane changes. These transactions will be correlated both in time and space. In this regard, FRIEND builds on the work of Abuelela [168] who has studied how far ahead of an incident drivers will change lanes. Finally, the hardest to detect are moving incidents, which require an intelligent tracking of the offset change of lanes.

Here are, in outline, the tasks performed by the incident detection and information dissemination algorithm for detecting various incidents:

1. **Task 0: RSU initialization:** Initially, we assume that $RSU_i$ has just started to collect data. FRIEND assumes that the RSU initialization involves obtaining the historical data of the highway flow, speed, density and headway distance expected at a specific time or date. Each RSU keeps track of the average speed $v_{avg}$, headway, and density of vehicles $k_{avg}$ in the previous $RSU - RSU[i, i - 1]$;

2. **Task 1: Incident detection:** $RSU_i$ is notified of an incident or $RSU_i$ notices a change of speed or density in $RSU-RSU[i,j]$. A notification of lane changing in the same location in the previous $RSU-RSU[i-1,j]$ area in a short time, identifies the possibility of an incident. Threshold, which we will call it $T_{th}$, can be determined from historical data, the higher the threshold, the more time needed to detect an incident and the less chance to generate alarms;

3. **Task 1-1: Identifying RSU-RSU:** Determining which $RSU-RSU[i,j]$ area where an incident occurs "Global view"; a communication between adjacent RSUs is required to identify the $RSU-RSU[i,j]$ where the incident has occurred;

4. **Task 1-2: Identifying segment and location:** Identify segment with incident; vehicles that have changed lanes in the last segment report lane change $L_c$ and location of lane change (offset). This task can be done using communication between RSU(s) and SCE(s) as described in Chapter 5;

5. **Task 1-3: Classifying the incident:** To distinguish between blocking, non-blocking and moving incidents. Figure 48 shows the difference between expected patterns of changing lanes in case of blocking and non-blocking. Figure 49 shows the pattern of moving a incident on highway;

6. **Task 2: Information dissemination:** To inform other vehicles of an incident or change of highway traffic conditions as explained in Section 6.5.
FIG. 48. Different patterns of traffic in case of a blocking and non-blocking incident on highway. Blue lines represent the drivers who have changed lane. Black lines represent the drivers who passed on the pot-hole.

In the case of a moving incident, as shown in Figure 49, the pattern is harder to detect and it requires extra information. We plan to address the issues involved in dealing with moving incidents in future work as described in Chapter 8.

6.5 INCIDENT INFORMATION DISSEMINATION

One of the important issues in vehicular networks is the dissemination of information captured from an event or incident to the drivers potentially affected by the incident. In this section, we introduce an information propagation technique that notifies drivers about an incident that has happened along the road. After detecting an incident, as discussed in
Section 6.4, it is very important to inform vehicles of what a driver should expect to see in the coming miles.

Different types of events or incidents require different levels of propagation depending on how critical the incident and how long it stays. Drivers would like to receive information that affects their decision rather than just notification about incidents that will be solved by the time they reach this point on the highway. Currently GPS with life traffic information can give warning messages about incidents that are far away from other vehicles. Moreover, it depends more on the traffic flow than the event itself. Also, Virginia 511 offered by Virginia Department of Transportation (VDOT) is a similar example of a service that disseminates information on a website or mobile application. Interested drivers can check Virginia 511 for incidents and current highway conditions. A comparison between FRIEND and Virginia 511 is given in Chapter 8.

In FRIEND, the longer the incident stays, the farther the information will be propagated. FRIEND compares different densities with the level or distance of propagation bearing in mind the principle of locality, where drivers very close to an incident can see the incident and close nodes can sense the slowing of the flow on the highway.

In this section, we assume that an incident has just started at time $t_0$, and it is detected using the technique in Section 6.4. We have two aims for information propagation. First, we aim to prevent secondary accidents [98, 169]. A secondary accident is an accident that
occurs after another accident. Second, we notify drivers far away from the accident of an expected delay by updating their coloring system. FRIEND gives the drivers the option to continue or exit before reaching the location of the incident. RSUs can disseminate the information backwards to the other nodes on the roadway. Most current research focuses on one of the two aims mentioned above. Wisitpongphan et al. [99] depend on vehicles to forward the messages, which can suffer from disconnection problems with sparse (few number of vehicles) traffic. Moreover, they cannot solve the problem of blocking incidents, for example a vehicle that blocks the road completely.

### 6.5.1 THE PROPOSED TECHNIQUE

Our idea of information propagation depends on two main factors: density of the traffic and time necessary to clear the accident. The longer the incident stays, the farther the information needs to be propagated. Furthermore, the higher the density on the highway, the faster a backup will build. In high density highways, an incident may form a backup of vehicles faster than on low density highways. In order to satisfy this point, we need to propagate information as a function of density and time.

In FRIEND the dissemination is handled in two stages:

- **Stage I**: Focus on the first goal, which is notifying vehicles close to an accident;
- **Stage II**: A new mechanism to track the source of the incident, while notifying drivers away from the accident, as shown in Figure 50.

![Figure 50](image-url)

**FIG. 50.** The two stages of incident dissemination in FRIEND.

In Stage I, the RSU is responsible for informing the previous RSU immediately of the incident to the vehicles passing beside it of the incident. The longer the incident takes to
be cleared, the more frequently the previous RSU will be informed of the incident. Figure 51 shows how Stage I works in case of an incident.

![Illustrating Stage I of information dissemination.](image)

As shown in Figure 51, \( RSU_x \) is notified every \( 2^x \) time units, where \( x \) is the RSU number and the value depends on the density of the highway. Stage I in FRIEND protects the highway from flooding of messages [170]. On the other hand, we inform RSU(s) (which notify vehicles) with the incident.

In Stage II, we obey two rules. The first rule is to track the source of the incident to be able to track the movement of vehicles after the event is cleared. The second rule is to send a long time to live message every \( T \) seconds, this message targets far away vehicles in order to help drivers to make the decision of keep going or taking an exit. The decision of switching between Stages I and II depends on the average headway distance (AHD), speed of vehicles, and historical data, and time and day of the incident.

### 6.5.2 Tracking the Head and Tail of an Incident in Stage II

One of the key tasks of Stage II is to keep track of the locations of the Head and Tail of an incident. In this subsection we describe in detail how FRIEND keeps track of the Head and Tail of the incident, as shown in Figure 52. The idea of identifying the area of backup is important as a driver in a traffic backup would like to be updated, but a driver
coming to a backup would value the information more as the driver has the option to exit before reaching the backup area. So, knowing the length of the backup and tracking the Head and Tail are important information that can be propagated and used in Stage II to inform approaching vehicles of an incident at a specific location. Also it helps safety to know when approaching end of a backup queue.

FIG. 52. Illustrating Stage II of information dissemination in FRIEND. At $t = 0$, incident just occurred, Head and Tail is identified. At $t = t_1$, vehicles started to move and Head is updated. At $t = t_2$, vehicles started to arrive in the Tail and Tail is updated.

The following information is sent between adjacent RSU(s):

- Time: the time of last update;
- Head location: The location of the Head of the incident;
- Tail location: The location of the Tail of traffic backup;
• Incident clearance flag: A bit that shows whether or not the incident has been cleared;

• Average speed of arriving vehicles at the $RSU_t$: where $RSU_t$ is the first RSU after Tail;

• Average speed of moving vehicles at the $RSU_h$: where $RSU_h$ is the first RSU before Head.

Figure 53 shows the packet information sent between adjacent RSU(s).

![Figure 53](image)

FIG. 53. Illustrating the data exchanged in Stage II of information dissemination.

### 6.5.3 The Expected Number of Vehicles That Pass Before Turning to Power Save Mode at Night

To save power, we switch all RSU nodes to power save mode at night. Now, let us assume that vehicles pass a certain RSU location according to a Poisson process with parameter $\lambda$. Before allowing the whole cluster to sleep, we wait until no vehicles will come by the next $T$ time units. Then, the expected time RSU will wait before going to power saving mode (sleep) is given by:

Let $X_1, X_2, \ldots, X_n, \ldots$ be the car inter-arrival times, assumed to be independent identically distributed. Let further, $W$ be the random variable that counts the cars that will pass before the cluster can go to power save mode:
\[
Pr[W = k] = Pr[X_1 \leq T \cap \ldots \cap X_k \leq T \cap X_{k+1} > T] \\
= Pr[X_1 \leq T].Pr[X_2 \leq T].\ldots.Pr[X_k \leq T].Pr[X_{k+1} > T] \\
= (1 - e^{-\lambda T})^k \cdot e^{-\lambda T} 
\]

Thus, the expected number of vehicles that pass before turning to power save mode:
\[
E[W] = \sum_{k=0}^{\infty} k \cdot (1 - e^{-\lambda T})^k \cdot e^{-\lambda T} \\
= (1 - e^{-\lambda T}) \cdot e^{-\lambda T} \cdot \sum_{k=0}^{\infty} k \cdot (1 - e^{-\lambda T})^{k-1} \\
= (1 - e^{-\lambda T}) \cdot e^{-\lambda T} \cdot e^{2\lambda T} \\
= e^{\lambda T} 
\]

6.6 SUMMARY

In this chapter, we explained how making traffic-related decision is done in FRIEND. We started with a reasoning about the sample mean of headway distance. Then, we defined our color states and its mapping from the concept of Level of Service. A Markov chain definition and transitions are described after.

Incident classification is explained in detail. Then, our incident detection algorithm is described. Moreover, we explained the information dissemination mechanism in FRIEND. The proposed technique is divided into two stages. Stage I aims to prevent secondary accidents. Stage II is to track the Head and Tail of an incident. Finally, we calculated the expected number of vehicles to pass before switching to power save mode at night.
CHAPTER 7

SIMULATION, EVALUATION AND APPLICATIONS OF FRIEND

Having presented the theoretical underpinnings of FRIEND in the previous chapters of this thesis, it is now time to turn to an empirical evaluation of FRIEND using simulation. For this purpose, we have settled on the Opportunistic Network Environment (a.k.a. "the ONE simulator") [171]. ONE can generate node movement using different mobility models, and can route messages between nodes using various routing algorithms and sender and receiver types. It allows the user to visualize both mobility and message passing in real time in its graphical user interface. FRIEND testing scenarios differ depending on the different maps, movement of vehicles, messages, routing and reports output as shown in Figure 54. The goal of this evaluation is to build a simulator that can reflect FRIEND affect on highways.

![Block diagram of FRIEND simulator parameters.](image)

**FIG. 54.** Block diagram of FRIEND simulator parameters.

### 7.1 SIMULATION SETUP AND PARAMETERS

For the purpose of simulating FRIEND, we adopted a two-lane highway similar to an 11 mile stretch of US13 highway in Virginia, USA. We generated vehicles randomly from
the start points. Vehicles can upload the color system in FRIEND for the coming five miles as shown in Figure 55.

![FIG. 55. Illustrating vehicles color-mapped US13 highway in FRIEND.](image)

The model has two types of nodes: fixed nodes and moving nodes. The model assumes fixed nodes between the two lanes, which represent SCEs along the highway. We call these Group I fixed nodes. These stations are 24.384 meters (80 feet) apart from each other. We also have another type of fixed nodes every one mile, Group II fixed nodes, which are nodes that communicate with vehicles to upload and download information. Each vehicle, we call them Group III moving nodes, broadcasts a packet every 2 seconds in the range of a circle with radius 12.192 meters (40 feet).
7.1.1 ASSUMPTIONS

In our simulation model we make a number of assumptions that represent a simplified (relaxed) version of FRIEND. These simplifying assumptions are discussed next in relation to their impact on FRIEND:

- We assume that the headway distance buffer has size 100. In other words, we do not have a problem of collecting all information about vehicles and keep it saved through our simulation. The buffer size in the SCEs nodes is of size 5. The buffer size of vehicles is 10;

- We assume that we can calculate the density of the RSU-RSU in our simulation. So, we depend on the number of vehicles rather than the headway distance in our simulation. However, in real world scenario, headway distance would be easier to measure if a sufficient number of vehicles are calculating their headway distance as shown before;

- We assume that all nodes are communicate using the same radio technology. This assumption increases the number of packets dropped due to collision between nodes;

- We assume that SCEs are collecting information that can be analyzed later. The SCEs can store infinite amounts of data;

- Finally, historical data is assumed to be given. However, in future work, we would like to study the idea of building our historical database in FRIEND by allowing our system to run for certain amount of time.

7.1.2 SIMULATION PARAMETERS

Our simulation uses a two-lane highway of approximately 11 miles. We have three different types of nodes, each with its own buffer that can store a number of records received from other nodes. Fixed nodes have zero speed, while vehicular speed can vary from 0 to 55 miles/hr which is the maximum speed on US13. Vehicles use a map-based mobility model. The simulation parameters and values are listed in Table 8.
TABLE 8. Our simulation parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of lanes</td>
<td>Two</td>
</tr>
<tr>
<td>Highway length</td>
<td>( \approx 11 \text{ miles} )</td>
</tr>
<tr>
<td>No. of groups on the highway</td>
<td>Three</td>
</tr>
<tr>
<td>Buffer size for SCEs group</td>
<td>5</td>
</tr>
<tr>
<td>Buffer size for RSU group</td>
<td>100</td>
</tr>
<tr>
<td>Buffer size for vehicle group</td>
<td>10</td>
</tr>
<tr>
<td>Group I and II max speed</td>
<td>zero mile/hr</td>
</tr>
<tr>
<td>Model movement group I and II</td>
<td>Stationary movement</td>
</tr>
<tr>
<td>Group III max speed</td>
<td>100 km/hr ( \approx 55 \text{ mile/hr} )</td>
</tr>
<tr>
<td>Model movement group III</td>
<td>Map based movement</td>
</tr>
<tr>
<td>Simulation time</td>
<td>30 min = 1800 sec</td>
</tr>
<tr>
<td>GUI map</td>
<td>Head northeast on US-13 11.2 mi</td>
</tr>
</tbody>
</table>

We use OpenJUMP to build our maps, which is an open source Geographic Information System (GIS) written in the Java programming language [173]. OpenJUMP allows you to design your own roads and export it as a wkt file which can be read by ONE simulator.

To simulate mobility, we use a simple map-based mobility model wherein a vehicle starts from the start point and ends at the end of the highway map. In highways, it is easier to get a realistic mobility movement than in cities [174]. However, the ONE simulator offers other various mobility models such as random walks, working day movement, shortest path map based movement, office activities movement, among many others. In the real world, some vehicles enter and exit the highway which can be done in future work to study the effect of these types of events.

To evaluate the performance of FRIEND (modulo the simplifications just mentioned), we ran our simulator to compare the number of

- packets dropped due to collision vs the total number of packets offered;
- consecutive SCEs required as a function of a certain percentage of vehicles detection.

7.1.3 EVALUATION
In evaluation, we ran our simulator to produce the following reports:

1. Number of packets dropped due to collision vs the total number of packets with different traffic densities as shown in Table 9. Figure 56 shows the percentage of messages dropped as a function of traffic density.

2. The number of SCEs required consecutively with the percentage of vehicles detection. In this part of the simulation, we study the SCEs without having any RSUs assisting. Our model compares the ratio of messages dropped over all messages that passed in a cluster (we assume that a group of SCEs can be called "cluster") with different cluster sizes. We assume that the cluster size can take values of 2, 3 and 4. We cannot have a cluster of more than four nodes as this will not allow cluster to cluster communication as the range of transmission of SCEs nodes is assumed to be less than 300 feet.

TABLE 9. Total number of messages sent with percentage of collision.

<table>
<thead>
<tr>
<th>Density level</th>
<th>Total messages sent</th>
<th>Number of collisions</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low density</td>
<td>198,823</td>
<td>2,253</td>
<td>1.13%</td>
</tr>
<tr>
<td>Medium to low density</td>
<td>241,401</td>
<td>3,151</td>
<td>1.31%</td>
</tr>
<tr>
<td>Medium to high</td>
<td>288,117</td>
<td>5,487</td>
<td>1.90%</td>
</tr>
<tr>
<td>High density</td>
<td>397,640</td>
<td>12,422</td>
<td>3.12%</td>
</tr>
</tbody>
</table>

FIG. 56. Illustrating the percentage of message dropped as a function of traffic density.
Figure 57 shows our simulation; the left side shows our SCEs nodes with the sensing area in the range of 167 feet (50 meters), and the right side shows our map US13.

To evaluate the performance, simulation data is analyzed to get the optimal value of cluster size. In our first scenario, we calculate the cluster size (number of nodes required) in order to detect all vehicles moving with maximum speed of 55 miles/hr. Simulation results are taken and analyzed assuming the three different cases (size of 2, 3 and 4). We expect that the larger the size of the cluster, the more able to detect the vehicles on the highway. At the same time, we cannot increase the cluster size more than four nodes as it will disconnect clusters and prevent cluster communication.

Scenario A: No sleeping mode

In this case, we study the idea of having two, three, or four SCEs detecting vehicles at high speed. As shown in Figure 58, a four SCE cluster is better at detecting all vehicles moving with maximum speed of 55 mile/hr, while 2 and 3 node clusters suffer from loss.

Scenario B: With sleeping mode

In the second scenario, we assume that the traffic is low density traffic, which represents the night mode highway traffic or construction on the highway. Our nodes will sleep for 5 mins and wake up for 5 mins. As shown in Figure 59, no vehicles are detected the first 5 mins, then the percentage starts to increase, it reaches about 50 % at the end of the 15 mins then starts to decay at the end. It is also clear that the difference between cluster sizes are
small. Our explanation that the low density highway does not allow any collision when sensing the vehicles but high speed vehicles still may not be sensed.

![Packet delivery reliability Vs Time](image)

FIG. 58. Simulation- results - no sleeping mode.

![Packet delivery reliability Vs Time](image)

FIG. 59. Simulation- results - sleeping mode

In summary, our results show that four SCEs are sufficient to detect vehicles over the highway and calculate their average speed. Also, our system will be working in case of dead nodes, in case of one or two nodes are dead (or destroyed), SCEs can still calculate
speed and forward information to other nodes. In case of three consecutive SCEs are destroyed, the cluster will not be able to calculate speed or information but still can forward information. Finally, the case where two consecutive clusters are dead, this will result in a gap in our system which is expected not to happen unless on purpose maintenance.

7.2 EXAMPLE: A WEATHER CONDITION ALERT SYSTEM

In Chapter 3, we gave a taxonomy of applications of FRIEND. Our system gives the developers the chance to build different applications over FRIEND. With the amount of data provided and information disseminated, FRIEND can handle many applications from different levels. In this section, we start by introducing the Bayesian network model [175], then we build a simple application over FRIEND. Our idea to show how an application can detect various weather conditions, such as foggy or icy conditions. Each year, approximately 7,000 highway deaths and 800,000 injuries are associated with about 1.2 million weather-related accidents. The estimated annual cost from these weather-related crashes (deaths, injuries and property) amounts to nearly $42 billion [176]. Alerting drivers of weather conditions including heavy rain, snow, sleet, fog, smoke, dust, ice and black ice can reduce the risks of accidents and improve the safety and efficiency of the highway [107, 110].

7.2.1 THE BAYESIAN NETWORK MODEL

Bayesian networks are known to be used for updating current beliefs as new information (evidence) becomes available [175]. The basic task of the inference system is to compute the posterior probability upon arrival of some evidences. In our case, new evidences would be – in the case of icy road condition – node temperature values and Electronic Stability Control (ESC) signals. This is called belief updating, or probabilistic inference. We consider the effect of new evidence on the probability of having a weather warning condition. Assume that we know from our data that the probability (our belief) of having a weather warning on a given section of the highway is \( p \). For example, in icy conditions, if we noticed that there are some evidences about many ESC signals and low temperatures that are correlated in time and location (we can detect this from EDR data), then we may need to update our beliefs about having a weather warning that may exist and have caused these many correlated ESC signals and low temperature. FRIEND uses a Bayesian network weather warning. We will ignore the case of freezing fog, which is the rare case of both fog and ice happen in the same time.
Let $Pr[WW]$ be the probability of weather warning condition. Let $Pr[F]$ and $Pr[I]$ be the probability of foggy condition and icy condition respectively. Since, we ignore the case of freezing fog then, we assume that the fog and ice events are independent. Thus, we have

$$
Pr[WW] = Pr[F \cup I] = Pr[F] + Pr[I] - Pr[F \cap I] = Pr[F] + Pr[I]
$$

where $Pr[F \cap I] = 0$

7.2.2 DETECTING DIFFERENT WEATHER CONDITIONS

We have two main cases of weather conditions that result in an accident with a high probability, foggy conditions and icy roads. We will discuss the two cases and how to notify drivers with warning messages using our system.

**Foggy conditions**

Fog is a visible aggregate of minute water droplets suspended in the atmosphere at or near the surface of the earth. Let $Pr[F]$ be an priori probability (or belief) of having a foggy condition at a given position on the road. When cameras above cars report a number of low visibility evidences $C$, correlated in both time and location, we update our belief by using Bayesian mechanism. We compute the posteriori probability of a fog condition $F$ at the given location as:

$$
Bel(F) = \frac{Pr[F].Pr[C|F]}{Pr[C]} = \alpha Pr[F].Pr[C|F]
$$

where $Pr[C|I]$ is the likelihood. $C$ represents any evidence such as camera detection and $\alpha$ is computed by the law of total probability as

$$
\alpha = \frac{1}{Pr[F].Pr[C|F] + Pr[I].Pr[C|I]}
$$

Figure 60 shows a vehicle detecting a fog condition using the thermal camera.
Icy conditions

In icy conditions, we depend on two factors, the ESC to detect instability situations and temperature measured from the sensors in the nodes over the road. Using the same technique discussed above, we would be able to detect icy conditions and confirm this information using the Bayesian model discussed.

Let $Pr[I]$ be a priori probability (or belief) an icy condition at a given position on the road. When ESC in the cars report a number of instability conditions evidences $E$, correlated in both time and position, we update our belief by using Bayesian mechanism. We compute the posteriori probability of an icy condition $I$ at the given location as:

$$Bel(I) = \frac{Pr[I] \cdot Pr[E|I]}{Pr[E]} = \beta Pr[I] \cdot Pr[E|I]$$

(56)

where $Pr[E|I]$ is the likelihood, $E$ represents any evidence such as temperature record or ESC signal and $\beta$ is computed by the law of total probability as

$$\beta = \frac{1}{Pr[I] \cdot Pr[E|I] + Pr[\overline{I}] \cdot Pr[E|\overline{I}]}$$

(57)

where $Pr[E|I]$ is the probability of temperature is being recorded low or the probability of the ESC signals given that there is icy condition. Both depend on the sensitivity of the ESC sensors and the sensor placed over the road.
7.3 SUMMARY

In this chapter, we showed how to map our work to a network simulator that can be extended later. We started with the simulation setup and parameters. Then, our assumptions are explained. The evaluation is shown and finally, we gave an example of a simple application (weather application) that used bayesian network model to update our beliefs and decisions.
CHAPTER 8

CONCLUDING REMARKS AND DIRECTIONS FOR FUTURE WORK

The main goal of this chapter is to put the work done in this dissertation in perspective: we will present the problems that we have addressed and the solutions we have proposed. We then will point out features of FRIEND that will be implemented as part of future work.

Section 8.1 summarizes the results and the main conclusions of this dissertation. Future extensions and developments of this work are discussed in Section 8.2.

8.1 CONCLUDING REMARKS

In this thesis, we proposed FRIEND, a secure and privacy-aware cyber-physical system that automatically detects existing traffic conditions and anticipates discernible trends in the traffic flow, based on which it can intelligently predict imminent traffic events and alert the driving public to their likely occurrence. FRIEND aims to explore the integration of wireless networking with lightweight roadside infrastructure into an embedded system that enables privacy-aware detection and dissemination of traffic-related events.

In summary, the key technical contributions of FRIEND are:

• Laying the theoretical foundations of a scalable, non-intrusive traffic-event detection strategy that is also privacy-aware;

• Exploring the architectural issues and design principles underlying FRIEND;

• Laying the theoretical foundations of detecting traffic-related events based on aggregating collected data; this will allow us to tailor the best information dissemination strategy – we will study formal models that distinguish between dissemination of time-critical and non-time-critical traffic-related events. To the best of our knowledge this is the first study of its kind;

• To the best of our knowledge, FRIEND is the first non-intrusive cyber-physical system that will be able to assist the authorities with managing traffic-related emergencies.
8.2 DIRECTIONS FOR FUTURE WORK

In this section, we describe future research directions to extend FRIEND by the addition of more features. In spite of many interesting and useful features already incorporated into FRIEND, which we perceive to a large extent as a proof of concept, a good deal more can and, perhaps, should be done in the future.

As part of our future work, we plan to continue to improve the current implementation, develop new data collection and aggregation algorithms and conduct scalability studies under various traffic scenarios. We summarize possible extensions to FRIEND in the guise of a bulleted list of “action items” that we plan to address in the near future:

1. Enhance the energy efficiency both of data collection and data dissemination;

2. Exploit existing (or anticipated) correlation of traffic data to put RSUs “to sleep” instead of mandating them to continually collect data. We anticipate that this will save a great deal of power in dense traffic;

3. Perfect an efficient way whereby the vehicles wake up the RSUs in sparse traffic;

4. Better understand the triggers that signal to FRIEND trends in the traffic flow that need immediate action to prevent congestion from building up (rather than mitigating its effects). One possible outcome is that FRIEND may recommend to the competent authorities to dedicate some lanes as HOV dynamically rather than on a static schedule;

5. Enhance the data aggregation engine of FRIEND. In particular, a more sophisticated version of data aggregation seems to be possible by merging ideas from FRIEND with those from Abuelela’s PhD Dissertation [168] which turn out to be quite general;

6. It is important to better assess and evaluate the effect of traffic buildup in the case of a serious incident. One idea is to merge two backups on the highway in the case of different incidents occurring at the same time and impacting the traffic flow;

7. Concerning information dissemination, a number of important issues are still open. Clearly, in order to determine how far to disseminate information about an existing incident it is important to know the following:
• the expected duration $\Delta$ of the incident, in terms of how long it will take the
  clear the *cause* of the incident,

• the expected size of the backup accumulated during $\Delta$,

• the expected speed at which the backup will dissipate, given suitably adjusted
  historical data about the expected traffic parameters,

• a probabilistic model of discounted value of the disseminated information,
  mainly in terms of the topology of the affected area;

8. Extending the current simulation model for FRIEND by incorporating more realistic
   assumptions.
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APPENDIX A

STATISTICS APPENDIX

A.1 THE LOG-NORMAL DISTRIBUTION

The log-normal distribution is a continuous probability distribution of a random variable whose logarithm is normally distributed. If $X$ is a random variable with a normal distribution, then $Y = \exp(X)$ has a log-normal distribution; likewise, if $Y$ is log-normally distributed, then $X = \log(Y)$ is normally distributed. This is true regardless of the base of the logarithmic function: if $\log_a(Y)$ is normally distributed, then so is $\log_b(Y)$, for any two positive numbers $a$ and $b$.

A variable might be modeled as log-normal if it can be thought of as the multiplicative product of many independent random variables each of which is positive. In wireless communication, the attenuation caused by shadowing or slow fading from random objects is often assumed to be log-normally distributed: see log-distance path loss model.

A.2 SAMPLING

Sampling techniques have been used to calculate the headway distance between two successive vehicles. We now describe the sampling technique used to calculate the headway time which is very similar to the headway distance (multiplying by speed) [147].

In the study of headways, we assume stationary conditions. Headway ($t_i$) is the time between two vehicles ($i - 1$ and $i$) as they pass the RSU on the highway. The mean headway ($\bar{t}$) and the traffic volume ($\lambda$) in a sample are related by:

$$\bar{t} = \frac{n}{\sum_{i=1}^{n} t_i} = \frac{1}{\bar{t}}$$

where $n$ is the number of observations in the sample. Since, the expected traffic volume is, the expected mean headway at flow rate ($\lambda$), which is:

$$E(\bar{t} | \lambda) = \frac{1}{\lambda}.$$
A.3 EULER'S GAMMA FUNCTION – A QUICK REFRESHER

For all \( x > 0 \), the Gamma function \( \Gamma : [0, \infty) \rightarrow \mathbb{R} \) is defined as

\[
\Gamma(x) = \int_0^\infty e^{-t} t^{x-1} \, dt
\]  

(60)

We take note of the following classic result involving the Gamma function.

**Theorem A.3.1** For all \( x > 1 \), \( \Gamma(x) = (x-1)\Gamma(x-1) \)

**Proof.** Follows by simple integration by parts. \( \square \)

**Corollary A.3.2** For all positive integer \( x \), \( \Gamma(x) = (x-1)! \)

The Gamma function has a large number of properties of which we mention the following:

- \( \Gamma\left(\frac{1}{2}\right) = \sqrt{\pi} \)

- \( \forall n \in \mathbb{N}, \quad \Gamma\left(n + \frac{1}{2}\right) = \frac{1}{2n+1} \int_0^\infty x^n e^{-\frac{x^2}{2}} \, dx \)

- \( \forall n \in \mathbb{N}, \quad \Gamma\left(n + \frac{1}{2}\right) = \frac{1 \cdot 3 \cdot 5 \cdots (2n-1)}{2^n} \sqrt{\pi} \)

A.4 EULER'S BETA FUNCTION – A QUICK REFRESHER

For all \( m, n > 0 \), Euler's beta function is defined as

\[
Beta(m, n) = \int_0^1 x^{m-1} (1-x)^{n-1} \, dx
\]  

(61)

The following classic result, proved by Euler himself, makes the connection between the gamma and Beta function explicit.

**Theorem A.4.1** For all \( x, n > 0 \)

\[
Beta(m, n) = \frac{\Gamma(m)\Gamma(n)}{\Gamma(m+n)}
\]  

(62)
Proof. Several proofs are possible. We evaluate $\Gamma(m)\Gamma(n)$

$$
\Gamma(m)\Gamma(n) = \int_0^\infty x^{m-1}e^{-x} \, dx \int_0^\infty y^{n-1}e^{-y} \, dy
$$

$$
= 4 \int_0^\infty \int_0^\infty u^{2m-1}v^{2n-1}e^{-(u^2+v^2)} \, du \, dv \quad \text{[after } x = u^2, \ y = v^2]\]

$$
= 4 \int_0^\infty \int_0^{\frac{\pi}{2}} r^{2m-1}\cos^{m-1}\theta r^{2n-1}\sin^{n-1}\theta e^{-r^2} \, dr \, d\theta
$$

[after $u = r \cos \theta; \ v = r \sin \theta; \ r \geq 0; \ \theta \in [0, \frac{\pi}{2}]$]

$$
= 4 \int_0^\infty r^{2m+2n-1}e^{-r^2} \, dr \int_0^{\frac{\pi}{2}} \cos^{m-1}\theta \sin^{n-1}\theta \, d\theta
$$

$$
= 2 \int_0^\infty t^{m+n-1}e^{-t} \, dt \int_0^{\frac{\pi}{2}} \cos^{m-1}\theta \sin^{n-1}\theta \, d\theta \quad \text{[after } t = r^2]\]

$$
= \Gamma(m+n) \int_0^{\frac{\pi}{2}} \cos^{m-1}\theta \sin^{n-1}\theta \, d\theta = \Gamma(m+n)\int_0^1 u^{m-1}(1-u)^{n-1} \, du \quad \text{[after } u = \sin^2\theta]\]

$$
= \Gamma(m+n)\Beta(m,n)
$$
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