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5. STUDY 2---SUSTAINABLE GROWTH RESEARCH 

5.1 Research purpose 

With the continuous implementation of the national speed-up and fee-reduction policy, the 

vigorous promotion of broadband, and the extensive competition of "unlimited data" packages, the 

Chinese telecom operators have developed from the profit-making industry ten years ago to the 

current meager profit competition. The increasingly competitive market provides consumers with 

lower prices and better service quality putting pressure on operators' profitability. In addition, as 

mentioned above, with the rise of Internet companies, the three major operators in China are facing 

a more serious dilemma, and it is an urgent problem to be solved. Although the value of annual 

revenue keeps increased from 2007 to 2018, the annual revenue growth rate in these operators 

indicate a declining trend, as shown in Figure 12. China's unique regulatory environment, as well 

as China's unique consumer philosophy and cultural traditions, such as the deep preference for free 

services, make these three telecom operators face even higher pressure than international 

counterparts. Therefore, for these operators, how do they maintain sustainable growth? 

 

 

Figure 12. The Trend of Annual Revenue of Three Operators (data source: Bloomberg) 
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For operators, the commercial use of 5G and the application of AI will promote the deep 

penetration of digital technology in the whole society, and bring opportunities for operators to 

establish new profit models, but in addition to waiting for the huge 5G era dividends, what factors 

inside and outside the operators will affect their sustainable growth? Based on the Resource-Based 

View, using longitudinal time-series panel data, this study explores the key factors affecting firm 

sustainability from the perspective of firm-level customer value and operational efficiency, as well 

as industry-level investment. 

5.2 Hypotheses and framework 

The company's resource-based view (RBV) stems from the notion that company performance is 

determined by the resources it owns. The use and configuration of these resources enable the 

company to fulfill and provide a unique competitive advantage (Barney, 1991). These resources 

include tangible and intangible assets. For telecom operators, subscribers are the most important 

resource, which is the base of revenue. The profitability of these operators is related to their 

subscribers' base, which depends on the number of active customers, the duration of customer calls 

and services (Ishaya & Folarin, 2012). Therefore, operators make every effort to attract new 

customers and keep existing customers to maintain a competitive advantage. However, it's not 

enough to have only the number of customers, and the quality of the customer is also essential. 

Customer value is an important part of maintaining a company's sustainable competitive advantage. 

High-value customers contribute more to the company.  

Operational efficiency is another intangible resource. For these operators, operational efficiency 

should be a key factor in achieving higher revenues and increasing market position. From a 

financial perspective, operational efficiency means using less operating expense to gain more 
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revenue. The telecom operators need to maintain sustainability, financial stability, and profitability, 

especially when we know that the mobile phone penetration rate in China exceeded 112% as per 

MIIT statistics, which means the possibility for revenue growth is declining year after year. 

Accordingly, all telecom companies need to control cost and expense to achieve efficiency. 

Government support and industry investment is another critical resource for these operators. As 

state-owned enterprises, the government plays a crucial role during the development process of 

telecom operators. In 2018, the Chinese government asked the three operators to cancel the charge 

of mobile data roaming, increase broadband speeds, and reduce tariffs, which undoubtedly put 

more pressure on their performance growth. Telecom operators are endeavoring to attract 

investment from the government to fund the rapid growth of telecommunication infrastructure and 

related value-added services. Unlike operators in the US operating based on capital operations, 

although the three operators are commercialized, they also have to take social responsibility to 

ensure that each user has access to communications and Internet resources, which can decrease 

their profitability. Profitability reflects the company's ability to generate profits in order to sustain 

their business. Therefore, the support of regulatory and investment from the government is 

important to keep sustainable growth for these operators. 

In consequence, three hypotheses are proposed: 

Hypothesis6: Customer value positively impacts firm sustainable growth 

Hypothesis7: Firm operational expense negatively impacts firm sustainable growth 

Hypothesis8: Industry level investment positively impacts firm sustainable growth 
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The conceptual framework of this study, as in Figure 13, shows that the customer value and 

operational expense both influence firm sustainable growth, and the industrial investment has a 

positive effect on firm sustainable growth, too. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 13. Research Framework of Study 2 

 

5.3 Data and samples 

The study explores the internal and external factors that impact the telecom company sustainable 

growth using company level and industry level data over time. The research sample draws from 

the major telecom operators in China, including China Mobile, China Telecom, and China Unicom.  

The annual firm-level data was collected from Bloomberg with the period ranges from 2006 to 

2018. The annual industry-level data is collected from the Annual Statistical Bulletin of 

Communications and Operations of the MIIT from 2005 to 2016.  Because the benefit of 

intellectual capital has a lagged effect, the data between industry investment and customer value, 

operating expense, and sustainable growth has a one-year lag. 
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5.4 Variables and measures 

Independent variables (firm level) 

Following previous research, this study adopts the average revenue per user (ARPU) (Livne, 

Simpson, & Talmor, 2008; McCloughan & Lyons, 2006) and operating expense as a percentage 

of revenue (Proenza, 2001) to proxy customer value and operational expense. 

ARPU is a benchmark for the profitability of a company (Gruber,1999). For telecom operators, 

ARPU is one of the most important business parameters which refers to an indicator of how much 

revenue per user per month/per year brings to the telecom operators. It is a key metric used by 

analysts to track telecom companies and markets (McCloughan & Lyons, 2006), which is usually 

applied to measure the profitability of business and value of intellectual capital. ARPU represents 

the average revenue generated by each customer of the company. The fierce competition in 

telecom services has enabled the telecom companies to acquire new customers or retain existing 

customers by lowering the tariffs on telecommunications services, which will reduce the ARPU. 

Operational expense is measured by operating expense as a percentage of revenue (OEPR). 

OEPR= Operating expense/ Revenue. The total operating expense of telecom operators mainly 

includes maintenance fees, depreciation, selling expenses, and personnel. The higher the OEPR, 

the lower the operational efficiency. The telecom industry benefits from the favorable development 

of equipment and operating costs, reducing the average cost per user. But the intense market 

competition forces operators to increase their operating expenses. For example, to attract 

subscribers to the aggressive market, operators need to cost higher expenses for sales promotion. 

Independent variable (industry level) 
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Industry investment is measured by industry fixed asset investment (IFAI). The telecom industry 

is a technology-oriented industry. The development and application of new communication 

technologies have greatly promoted the development of the industry. The upgrading of 

communication technology accompanies the scale of telecom fixed investment, showing obvious 

periodicity. In January 2009, China's MIIT issued 3G licenses, which led to a peak in the scale of 

telecom investment in 2009. The 2013-2014, 4G licenses were issued one after another, and 

telecom fixed asset investment once again created a new growth peak. The maturity and large-

scale construction of 4G technology drive corresponding large-scale infrastructure investment. 

And the upcoming commercial 5G network is bound to trigger a larger investment in fixed assets. 

Industry-level fixed asset investment brings momentum to operators. 

Dependent variable 

Regarding the measurement of firm financial performances, sustainable growth rate (SGR) is used 

to measure sustainable growth based on accounting measures. SGR refers to the maximum growth 

rate that a company can sustain without having to fund growth through additional equity or debt. 

The SGR involves maximizing sales and revenue growth without increasing financial leverage 

(Hartono & Utami, 2016; Murphy, 2019). 

SGR=Return on equity × (1−Dividend payout ratio) 

Return on equity (ROE) measures the company's profitability by comparing the net income or 

profit of the company's issued shares or shareholders' equity. The dividend payout ratio is the 

percentage of earnings per share paid to shareholders (Murphy, 2019).  

Control variable 
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As a control variable, firm size is measured by the number of employees (NOE). As one of the 

typic characteristics of a company, firm size is often used as a control variable (Garrison et al., 

2015; Liang, Saraf, Hu, & Xue, 2007). For telecom companies, the revenue is also applied to 

measure the firm size. But for this study, because there is high collinearity between revenue and 

SGR, which is not suitable for this study. 

Table 11 provides information regarding the mean values, standard deviations, and bivariate 

correlations between the variables. 

 

Table 11. Correlation Matrix for Sustainable Growth Rate and Its Predictors in Three Companies 

Variable Mean S.D. SGR NOE ARPU OEPR 

Sustainable growth rate (SGR) 5.915 4.509     

Number of employees (NOE)a 12.362 .337 -.621***    

Average revenue per user (ARPU) a 3.810 .547 .780*** -.221   

Operating expense as a percentage of 

revenue (OEPR) a 
4.453 .130 -.940*** .625*** -.747***  

Industry fixed asset investment (IFAI) a 5.846 .210 -.599*** .704*** -.451** .692*** 

Notes: a Log-transformed to assure normality. 
             * * Significant at the 0.01 level; *** Significant at the 0.001 level; 

 

5.5 Analytical method and empirical model 

Multiple regression model is used to test the hypotheses. The test is based on changes in the level 

of explained variation before and after the variable of a different level is added to the control 

variable. The following is the empirical model: 

SGR=β1 + β2 *NOE+ β3*ARPU+β4*OEPR+β5*IFAI +ε 

Where, SGR represents the firm sustainable growth rate. NOE represents the number of employees. 

ARPU represents the average revenue of per user. OEPR represents the operating expense as a 

percentage of revenue. IFAI represents the industry fixed asset investment. ε represents the error 

term. 
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5.6 Empirical results 

 

Table 12. Multilevel Regression of Firm Profitability and Operational Efficiency Impact on Sustainable Growth 

Variable 

Model1  Model2  Model3 

β 
Standard 

error 
 β 

Standard 

error 
 β 

Standard 

error 

Constant  24.952   16.262   15.156 

Controls:         

Number of employees (NOE) -.621**** 2.018  -.162 1.172  -.260** 1.243 

Firm-level predictors:         

Average revenue per user (ARPU)    .266* .849  .291** .796 

Operating expense as a percentage 

of revenue (OEPR) 

   -.639*** 4.457  -.695*** 4.246 

Industrial-level predictors:         

Industry assets investment       .195* 1.916 

Degrees of freedom(df) 27  25  24 

F value 16.962***  83.635***  73.437*** 

R2 .386  .909  .924 

Δ R2    .524***  .015* 
Notes: * Significant at the 0.05 level; ** Significant at the 0.01 level; *** Significant at the 0.001 level. 

 

 

Table 12 presents the two-level regression results. Model 1 includes only the control variable. The 

number of employees is significantly negatively related to firm sustainable growth. A large number 

of employees could decrease productivity and increase operational expenses, which hinders the 

firm sustainable growth. Model 2 contains two firm-level direct effects. The inclusion of the firm-

level independent variables increases the explanatory power for SGR significantly (Δ R2 =.524, 

p<0.001). In accordance with prior literature (McCloughan & Lyons, 2006), the APRU of 

subscribers really can provide additional information in explaining the variation of firm sustainable 

growth. The whole model attains a significant level (F=83.635, p<0.001) and explains the variation 

of 90.9 percent in firm sustainable growth. These two indicators are consistent with hypotheses 6 

and 7. Customer value (ARPU) is positively associated with firm sustainable growth. The 

operational expense (OEPR) negatively influences firm sustainable growth, which means high 

OEPR refers to low operational efficiency, which can block the development of the firm.  
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In model 3, the control variable, two firm-level effects, and one industry level effect are regressed. 

All three effects are statistically significant. Hypothesis 8 is also supported. Industry assets 

investment significant positively impacts firm sustainable growth.  

In addition, significant changes in the adjusted R2 provide support for the hypotheses. When 

passing from model 1 to models 2 and 3, the increases of R2 are significant. The results provide 

relatively strong support for its predictions related to firm sustainable growth. Both internal and 

external factors were found to influence firm sustainable growth directly.  

5.7 Model evaluation and selection  

Before building a model (for example, a linear regression model), we must accept that no model 

can produce all the truth or complete information about the phenomena being studied, but we can 

try to minimize the loss of information. Akaike’s information criterion (AIC), developed by 

Akaike (1973), is an information criterion to estimate the goodness of statistical model fitting by 

which to rank competing models in terms of information loss in approximative unknowable truth. 

AIC is very useful in model selection. By comparing the AIC values of models, the model with 

the lowest AIC value is the best approximation model (Burnham, Anderson, & Huyvaert, 2011; 

Symonds & Moussalli, 2011). AIC is calculated as    

AIC = −2ln(L)+2k or AIC = n [ ln (RSS/n)] +2k             

where L is likelihood, k is the number of estimated parameters included in the model, n is the 

sample size, RSS is the residual sum of squares (Symonds & Moussalli, 2011). 

The AIC penalizes for the addition of parameters, and thus selects a model that fits well but has a 

minimum number of parameters (Mazerolle, 2006). 
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If the research sample size is small, we can use another modified version of AIC (AICc), like  

Symonds and Moussalli (2011) said, “for small sample sizes (roughly approximated as being 

when n/k is less than 40 and k is the number of fitted parameters in the most complex model), a 

modified version of AIC (AICc) is recommended: AICc=AIC+2k[(k+1)/(n−k−1)] “(Symonds & 

Moussalli, 2011, P.14) 

In addition, two measures associated with the AIC can be used to compare models: the delta AIC 

and Akaike weights. The delta AIC (Δi) is a measure of each model relative to the best model and 

is calculated as Delta AICi =Δi = AICi – minAIC 

where AICi is the AIC value for model i, and min AIC is the AIC value of the “best” model 

(Burnham et al, 2011; Symonds & Moussalli, 2011). 

Akaike weights (wi) represent the ratio of the delta AIC (Δi) of a given model relative to the whole 

set of R candidate models: wi = exp(−Δi/2)/(∑ exp⁡(−∆𝑖⁡/2𝑅
𝑟=1 ))( Symonds & Moussalli, 2011). 

The three models of sustainable growth research are evaluated using AIC. The results are shown 

in Table 13 which indicates that model 3 with an Akaike weight of 0.84 is the best given the set 

of 3 candidate models. 

 

Table 13. AICc of the Multiple Linear Regression Models 

Model k AIC AICc delta AIC (Δi ) Akaike weights (wi ) 

1 2 76.1946 76.6561 54.7761 0.0000 

2 4 24.6976 26.3643 3.2791 0.1625 

3 5 21.4185 24.0272 0.0000 0.8375 
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Managerial capability is highly related to innovation attributes of AI, other organizational 

capabilities, and vendor partnership (H3a, H3b, H3c, H3d, H3e, H3f). Thus, the managerial 

capability is indirectly related to AI adoption. Higher managerial capability can increase 

managerial support and technical capability, increase the compatibility of AI implementation, 

enhance the perception of the advantage of AI application, and weaken the perception of the 

relative risk of AI applications. Although higher managerial capability is related to higher AI 

adoption, managerial capability does not impact AI adoption directly. Firms' managerial capability 

influences AI adoption through managerial support and all the innovation attributes of AI. In 

addition, the managerial capability positively influences the vendor partnership. Composite digital 

service providers become the inevitable path for operators' transformation. The adjustment of 

business strategy and the change of management mode will inevitably affect the cooperation mode 

and content with vendors. 

Previous studies find that variations in the external environment affect IT adoption decisions 

(Gibbs & Kraemer, 2004; Low et al., 2011). The external environment factor, government 

involvement, is a critical factor that affects AI adoption (H4a). Firms studied in this study are all 

state-owned companies. In China, the government controls state-owned enterprises such as 

telecom operators from the two aspects of policy guidance and maintaining and increasing the 

value of state-owned assets. The government controls the operator's business scope by issuing 

licenses, such as 5G licenses; and manages the operator's business strategy by appointing the top 

managers. With the successive release of the State Council's A Next-Generation Artificial 

Intelligence Development Plan  (Creemers, 2017) and the Ministry of Industry and Information 

Technology's Three-Year Action Plan for Promoting Development of a New Generation Artificial 

Intelligence Industry (2018-2020)( Beckett & Ge, 2017; Dutton, 2018), AI has risen to the national 
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strategic level in China. The government provides a favorable environment for encouraging the 

development and deployment of AI applications. In addition, government policies highly influence 

telecom operators in China. The "broadband China" strategy implantation plan expanded the 

coverage of fiber broadband networks, improved 3G and 4G communication, and increased the 

number of broadband subscribers. The policy of canceling charges of mobile data roaming reduced 

the profit margin of operators. As state-owned companies, Chinese telecom operators benefit a lot 

from the resources and policies provided by the government; at the same time, some policies give 

them negative effects. Thus, the government regulatory environment is important for telecom 

operators, government involvement can influence their AI adoption decision. 

Market uncertainty and competitive pressure are not positively related to AI adoption (H4b, H4c). 

Some IT adoption studies report that variations in the external market environment affect IT 

adoption decisions (Hannan & McDowell, 1984; He, 2015; Lovely & Popp, 2017). They find that 

when a firm is facing fierce competition, it has strong incentives to find innovations that can help 

it maintain and enhance its competitive advantages. However, this study does not find a positive 

relationship between competitive pressure and AI adoption. For telecom operators, it is precarious 

to change their IT infrastructures. Operators are the core driver of the AI industry. On the one hand, 

the 5G networks are inseparable from AI technology. On the other hand, operators are also the 

platform and carrier of big data that support the entire intelligent industry chain. The operator's 

own business development needs and the demand of the entire industry chain prompt them to adopt 

AI technologies and applications no matter how uncertain and competitive the market is. Similarly, 

Ifinedo (2011) finds that determines which pressure from customers, business partners, and 

government support do not play significant roles in technology adoption. 
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Additionally, the study finds that vendor partnership is positively related to AI adoption(H4d). 

Partner collaboration is a significant facilitator for AI adoption. Vendors play a unique and 

important role in the field of AI. Usually, firms do not have all the expertise and experts to support 

innovations, such as AI applications. Independent research and development AI require huge funds 

and excellent talents as support. Vendors also need all the necessary data from their customers. 

Thus, it's wise for firms to work with AI vendors and partners to implement AI applications. The 

right AI technology vendors can provide an efficient way of cooperation and ensure that 

cooperation strengthens rather than weakens the competitive advantage of the company. 

Consequently, firms should build networks with partners and share resources to meet market 

demands better and to gain more competitive advantages. The finding regarding vendor 

partnership in this study is consistent with the finding in Oliveira and Martins (2010), which notes 

that trading partner collaboration is a significant facilitator for the tourism industry and telecom 

industry.  

The additional study explores the role of external environmental factors. We can see that although 

market uncertainty and competitive pressure are not significantly related to AI adoption, the 

external environment factors strongly influence the managerial capability (H5a, H5b, H5c). This 

validates the TOE framework from a certain perspective, which means technological, 

organizational, and environmental factors do influence the adoption process.  

Overall, the results support the proposed model regarding success factors for AI adoption. The 

factors include innovation attributes of AI, organizational capability, and external environment. 

The findings confirm the role that these factors play in IT adoption. Particularly, the managerial 

capability is an indirect factor that is positively related to AI adoption. In addition, the TOE 

framework is proved to be effective for examining the success factors of AI adoption. 
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For the study 2 of sustainable growth research, all the three hypotheses are supported, which 

indicates that customer value, operational efficiency, and industrial investment are critical factors 

of firm sustainable growth (H6, H7, H8). In order to maintain firm sustainable growth, on the one 

hand, operators need to mine customers' new requirements and expand ARPU service sources 

through innovative business applications. On the other hand, they can promote the growth of 

customer numbers with low tariffs, lower the threshold for business use, and increase ARPU 

through the increase in service usage. But operators should reduce tariffs according to market 

demand and cannot aggressively attracting customers at low prices. Otherwise, the sharp decline 

in customer value will affect the company's profitability. The company is unable to conduct future 

network R&D and construction investment, resulting in a decline in the quality of 

telecommunications services, thus losing the momentum of sustainable development. Operators 

also need to reduce various management costs, decrease expenditures reasonably to improve 

operational efficiency. It is not advisable to reduce network investment and reduce employee 

wages to cope with the increasingly fierce price war and improve the company's profit margin in 

the short term. The finding also indicates that government support and industry level investment 

significant influence on firm sustainable growth. Operators should strengthen cooperation with the 

government to maximize financial support and achieve sustainable development. 

6.1 Implication for research    

This paper makes important contributions to research on AI adoption. First, some scholars call for 

a holistic approach that combines more than one theoretical perspective to study IT adoption which 

involves innovative new technologies in recent years (Fichman, 2004; Lyytinen & Damsgaard, 

2011; Xu, Thong, & Tam, 2017). But few studies on AI adoption are available now.  As such, this 

study bridges the gap. Particularly, this study proposes a conceptual framework by integrating the 
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TOE framework with DOI theory to validate the determinants of AI adoption. Innovation 

characteristics of AI, organizations, and environmental contexts of organizations are embedded in 

the framework. This study is different from previous researches on AI adoption because it 

empirically validates the indirect effects of the antecedents of AI adoption for the first time. This 

study finds that (a) innovation attributes of AI are factors that affect AI adoption; (b) managerial 

capability affects other factors but impacts AI adoption indirectly; (c) external environmental 

factors including government involvement and vendor partnership affect AI adoption except. The 

findings validate the results in previous researches regarding factors that impact IT adoption. In 

addition, the instrument applied in this study is verified by reliability and validity tests. Moreover, 

both the main research model and the additional research model have a good global fit. Therefore, 

the instrument and the research models could be applied in other studies on innovations.  

Second, the research highlights that not only the characteristics of AI technologies but also 

technology capabilities affect AI adoption. Although these studies find that technology capability 

is not positively related to AI adoption based on the data collected in the telecom industry, studies 

collecting data from other industries might generate different findings. Because technology 

capability has not been fully investigated by existing technology adoption literature, more 

researches are required to explore the role of technology capability. 

Third, the research offers a new and unique perspective for IT adoption literature. Most IT adoption 

studies to date are conducted in developed countries, especially in the U.S. (Chau & Tam, 1997; 

Lai, 2017). This research explores AI adoption based on the data collected in China. The findings 

provide a new lens to see IT adoption. Furthermore, existing technology adoption studies find that 

innovation and diffusion occur unevenly in different environments across countries. In other words, 

the extent of innovation and diffusion depends on economic, social, and political factors (Caselli 
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& Coleman, 2001; Tornatzky & Fleisher, 1990). Therefore, it is necessary to investigate whether 

existing adoption models can be generalized and whether findings in existing technology adoption 

literature are applicable in different cultural and economic contexts (Venkatesh, Bala, & 

Sambamurthy, 2016). To this end, this research validates factors affecting technology adoption in 

a different context. In sum, the models provide a sound basis for future endeavors in this direction. 

Forth, the research contributes to the sustainable growth research literature by exploring factors 

that influence firm sustainable growth using panel data from major telecom operators in China. 

It’s also a unique perspective because very few types of research focus on sustainable growth 

research in the telecom industry in China. By using multilevel modeling techniques, the results 

suggest that at the firm level, besides technology innovation, increasing the ARPU of subscribers 

and decreasing the operating expense can improve firm sustainable growth. The findings also 

suggest that the industry level investment is critical to the sustainability of telecom operators. 

6.2 Implication for practice   

The findings in the main study and the additional study provide practical implications for firms 

that would like to deploy AI technologies and applications effectively. Understanding the 

determinants of AI well is paramount for firms that consider adopting AI. These studies provide 

firms insights to be well prepared for implementing AI technologies and applications. First, firms 

should acquire abilities, particularly managerial ability, to adopt new technologies effectively. The 

efficient internal management mechanism is key for implementing new technologies smoothly.  

The findings in this study indicate that firms must ensure the efficiency of internal cooperation and 

communication as well as the integrity and effectiveness of education and training programs to 

integrate AI-based solutions in their business operations with minimal interruption. In addition, 
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the findings provide decision-makers a sound basis to estimate the direct and indirect effects 

caused by the innovation characteristics of AI. 

Second, the findings show that vendors and partners play a significant role in helping firms adopt 

AI technologies. Algorithms and models are the core of AI, but many firms knew little about 

algorithms and models. Thus, AI training offered by vendors can alleviate technological barriers 

in AI adoption (Hung, Huang, Yen, Chang, & Lu, 2016). Garrison et al. (2015) point out that inter-

organizational relationship is a key resource that explains differences in advantage among firms. 

AI vendors have different skill levels. Firms may increase competence by leveraging vendors' 

capabilities and incorporating best practices into their AI adoption. Therefore, firms need to 

cooperate with suitable AI vendors fully and to utilize their expertise to achieve a win-win situation. 

Third, the findings provide valuable insights for managers to make informed AI decisions. AI is 

not an IT innovation only, but strategic creativity. It represents a huge shift in the business model 

for firms to achieve business efficiency and to gain competitive advantages. The identification of 

the determinants of AI adoption may support managers when they make decisions about AI 

adoption and help them allocate resources or change procedures for implementing AI adopting 

successfully. 

Forth, according to the unique characteristics of telecom operators, this research also provides 

several suggestions of AI adoption to these operators: 1) Enhance the company's comprehensive 

managerial capabilities, that means operators need rationally allocate enterprise IT resources, 

establish effective internal communication and collaboration mechanisms, develop feasible 

education and training programs, reduce the difficulty of AI applications, and create conditions for 

AI applications. 2) With the deployment of 5G networks, AI technologies should be fully 

introduced to make network operation and maintenance more automatic and intelligent, to improve 
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operational efficiency and save operation and maintenance costs. At the same time, because the 

huge mobile network generates rich data, operators could actively use AI and Big Data 

technologies and platforms to mine data, improve data quality, enhance data processing efficiency, 

and ensure data security. It's worth to extract the data that was not collected in the past and discover 

the value from it using AI technology. 3) Vendors partnership plays a significant role in AI 

applications. Operators can collaborate with AI vendors in a variety of ways, such as outsourcing 

the entire process, purchasing specific services, allowing suppliers to assist in developing internal 

solutions or training internal staff. Operators should actively cooperate with AI vendors and 

industry users (such as power, public security, transportation and other industries), research and 

explore innovative services and applications based on 5G+AI, provide different application 

scenarios for different business needs, maximize resource utilization, and use AI to make all the 

industries on the chain profitable. 4) It is necessary to establish a reasonable and innovative AI 

talent mechanism. Operators should focus on cultivating compound talents who understand both 

telecommunications networks, business and operations, and AI. At the same time, through the 

development of appropriate systems and incentives to guide employees to develop and upgrade 

their own potential and technology to integrate human resources and improve the overall efficiency 

of the company.  

Finally, study 2 also provides empirical insights for firm sustainable growth in the telecom industry. 

It reveals that firm sustainable growth is influenced at both the firm and industry level. Customer 

value is significant. Facing fierce competition and nearly saturated market, operators should not 

blindly attract low-end users at low prices. In order to maintain firm sustainability, it is necessary 

to improve service content and quality, attract and stimulate customers to use services they 

provided, and strive to improve ARPU. Simple ways of directly reducing expenses, such as 
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reducing the compensation of employees and cutting channel agency expenditure to increase 

profits, are also not desirable, which is not conducive to the sustainable development of enterprises. 

The role of government regulation cannot be underestimated. The rational allocation of resources 

and striving for government policies and financial support can also promote firm sustainable 

development. 
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7. LIMITATIONS AND FUTURE RESEARCH 

This research has several limitations that should be taken into consideration. First, the sample of 

the research only includes the telecom companies in China. Therefore, it reflects the situation in 

one industry and one nation only. Furthermore, this research does not explicitly incorporate 

cultural and industry-specific factors into the research model. These factors might have moderating 

effects on the proposed relationships in the research model. Cross-industry and cross-country 

studies need to be conducted for enhancing the generalizability of the findings in this study. 

Comparisons between industries and countries could provide significant insights into the 

differences caused by industries and regions. It is therefore suggested to consider this point in 

future research. 

Second, the accuracy of responses to the questions in the survey is depended on participants’ 

truthfulness in their responses to the survey items, as well as their prior experiences and 

understanding with AI technologies and applications. Therefore, caution must be exercised in 

generalizing the results in this study to other contexts and types of AI technologies and applications. 

Future research needs to apply more objective approaches to validate the findings in this study. 

Third, the TOE framework has no major constructs and specific variables in each context. The 

dimensions of technology, organization, and environment involve many factors, not just the ten 

factors examined by this study. Future researchers should investigate additional inter-firm 

relationship variables as well as other firm-specific capabilities to explore how they affect AI 

adoption. 

Forth, sustainable growth research only explores several factors, including customer value, 

operating expense, and industry investment that could influence the firm sustainable growth. There 
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are so many resources inside and outside the company that may be related to firm sustainable 

growth, which need further research to discover and verify. In addition, customer value is 

measured by ARPU, which is a specific indicator in the telecom industry. Maybe ARPU is not 

suitable for some other industries. Thus, further research should pay attention to it. 
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8. CONCLUSION 

AI has the disruptive potential to boost profits, transform industries, and fundamentally change 

society. At present, from the perspective of the number of enterprises, the major industries with 

more AI penetration include healthcare, finance, business, education, and public safety. AI is 

expected to become a big part of our daily life in the 2020s (Mitter, 2018). AI can create enormous 

benefits for companies, but it can also bring risks to make the company into a passive situation. 

For example, if a company is slightly careless, it may reveal valuable and sensitive information, 

thereby weakening its competitive advantage. If companies do not build internal managerial and 

technical capabilities, they run the risk of over-relying on suppliers. Although previous studies 

have proposed several critical factors that affect IT adoption, few studies empirically investigate 

the success factors that affect AI adoption. The success factors are the necessary enablers that lead 

to the successful implementation of AI. These factors play a key role in improving the probability 

of success in decision making. Firms need to evaluate these factors before adopting AI-based 

solutions systematically.  Therefore, this research is aimed to explore the impacts of success factors 

on AI adoption from the perspectives of the external environment, organizational capabilities, and 

innovation attributes of AI. In addition, for the current development dilemma faced by the telecom 

operators, this study explores the factors affecting the sustainable growth of companies from both 

the firm and industry levels. 

To this end, the main study develops a research model to investigate the determinants of AI 

adoption by integrating the TOE framework and the DOI theory. The study addresses three 

questions: (1) What factors are concerned by firms when they plan to adopt AI technologies? (2) 

How do the factors interrelate to influence the decision of AI adoption? (3) Do these factors affect 

AI adoption at the same level? The research model is empirically tested with data collected by 



116 

surveying telecom companies in China. Structural equation modeling is applied to analyze the data. 

A total of 10 factors are proposed to influence AI adoption critically. The results show that six 

factors, namely compatibility, relative advantage, complexity, managerial support, government 

involvement, and vendor partnership, directly affect AI adoption. Managerial capability impacts 

other organizational capabilities and innovation attributes of AI, but it is indirectly related to AI 

adoption. Previous studies found that the technical capability of the organization and external 

environmental factors, such as market uncertainty and competitive pressure, contribute to the 

success of IT adoption. However, the empirical results in this study indicate that these factors are 

not related to AI adoption. It should be noted that these factors might still exert influence in other 

situations, for example, in different industries or different countries. Based on the main study, the 

additional study tests the role of external environment factors and finds that although some of them 

are not critical determinants for AI adoption, all of them can influence the managerial capability, 

which indicates that the external environment factors are still significant in the whole adoption 

process. In addition, based on RBV, study 2 focuses on the impact of internal and external factors 

on the sustainable growth of the telecom sector. The research model is empirically verified with 

longitudinal time-series panel data collected from Bloomberg and the MIIT. Multiple regression 

model is used to test the hypotheses. The results show that customer value positively affects firm 

sustainable growth, operating expense negatively affects firm sustainable growth, and the industry 

level fixed assets positively affects firm sustainable growth. 

Although the research doesn’t purport to capture all factors that affect AI adoption and firm 

sustainable growth, and the findings could be further examined by future research, it provides a 

good understanding and valuable framework within which to develop and test empirical 

propositions in the related area.  
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Appendix B. Survey (English version) 

 

A survey on organizational success factors for Artificial Intelligence (AI) adoption 

This survey explores the organizational critical success factors for AI adoption. It is intended for 

organizations that offer or plan to adopt AI technologies or applications. This survey is primarily 

intended for research use and any information you provide in this study will be kept and will not 

be disclosed. It takes about 20 minutes to complete this survey. Thank you for taking the time to 

complete this important questionnaire. 

Background introduction 

AI is a technical science that studies and develops theories, methods, techniques, and applications 

that simulate, extend, and expand human intelligence. AI mainly includes the following different 

fields: 

1.Machine vision technology. Machine vision refers to the use of cameras and computers to 

replace the human eye's recognition, tracking and measurement of objects. It has been widely used 

in video surveillance, autonomous driving, vehicle/face recognition, medical image analysis, 

archeology, and aerial remote sensing measurement. 

2. Expert System. Expert System is a computer system that includes the knowledge base, the 

inference engine and the user interface. It has been widely used in in the process of decision 

support and problem solving. 

3. Natural language understanding. Natural language understanding includes natural language 

processing (NLP), speech recognition and speech synthesis. NLP uses and supports text analytics 

by facilitating the understanding of sentence structure and meaning, sentiment, and intent through 

statistical and machine learning methods. it is used in machine translation, subtitle generation, text 
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semantic comparison. Speech recognition and speech synthesis are used in interactive voice 

response systems, voice assistant, and mobile applications. 

4. Machine learning. Machine learning is the most powerful tool behind Al. It provides algorithms, 

APIs, development and training toolkits, data, as well as computing power to design, train, and 

deploy models into applications, processes, and other machines. It is used in fingerprint 

recognition, face detection, and object detection. 

5. Deep learning. Deep learning, also known as deep neural network, is a special type of machine 

learning that enables computers to learn from experience and understand the world based on 

hierarchy of concepts. Deep learning is good at identifying unstructured data such as images, 

sounds, videos, texts, etc., and can be used in almost all popular AI applications. 

The most several popular AI applications in telecom companies: 

1.Customer service chatbots. It refers to providing 7×24 hours of intelligent response service to 

users in human-computer interaction mode. For example, China Mobile launched its customer 

service bot ‘Yiwa’, which has more than 200 million interactions with customers in a single month. 

In addition, through artificial intelligence technology such as speech semantic analysis, the quality 

inspection department can detect sensitive complaint keywords in time, deal with customer 

complaints and dissatisfaction in a timely manner; and can also predict customer satisfaction by 

combining sentiment analysis technology to improve customer service quality and optimize 

customer experience. 

2. Speech and voice services for customers. Voice Assistant can provide personalized service to 

customers. Customers use voice and text to control voice assistants to navigate TV, make calls or 

access other services. For example, Orange, the French mobile telco, has released its new product, 
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an AI-powered virtual assistant called Djingo, which can be controlled by voice or text. It offers 

an easy and intuitive way for customers to navigate Orange TV, manage connected home devices, 

make a call or access lots of other services. 

3.Network operations monitoring and management. The application of AI technology makes 

the network more intelligent, and can realize intelligent control of network and service, such as 

network intelligent operation and maintenance and intelligent optimization, and quickly intercept 

malicious behavior, prevent attacks, and maintain network security through machine learning. 

4. Generic telco AI platforms. The AI platform is geared to various scenarios such as smart 

connection, smart decision-making, and smart service to better support and serve the AI industry 

and the intelligent transformation of various industries. For example, China Mobile's Ninth Heaven 

platform. 

In short, artificial intelligence is a strategic technology that leads the future and is the core driving 

force for a new round of informatization development and industrial competition in the world. The 

application and development of AI in the telecom industry is in its infancy. The AI in the following 

questionnaires includes the above research fields and industry applications. If you are not familiar 

with AI, for ease of understanding and thinking, you can imagine an application that your company 

is ready to implement AI, such as intelligent customer service robots, intelligent network self-

diagnosis and optimization, voice assistants, and customer data mining and analysis, etc. 

 

Please indicate your response to the following items on a scale of 1 to 7, where 1= Strongly 

Disagree, 4=Neutral, and 7=Strongly Agree. There are no right or wrong answers, so please only 

state your opinion. 
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Government involvement    

1. The specification and stability of government policies are beneficial for business operation.  

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

2. The government can provide financial aid. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

3. The government can supply related information. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

4. We should maintain good relationship with local government. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

5. The government support and help are very important for us to innovate. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

Market factor /uncertainty  

6. There is a trend in our principal industry to utilize more AI technologies for business 

development and applications.   
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1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

7. AI has broad application prospects in our principal industry. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

8. Only innovative technologies can help our company to provide perfect products and services 

to meet the growing personalized needs of consumers. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

9. AI can help our company to gain competitiveness. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

Competitive pressure 

10. The rate of innovation of new operating processes and new products or services in our 

principal industry has increased dramatically. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

11. An industry moves to utilize the AI technologies for innovation would put pressure on our 

company to do the same. 
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1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

12. There is tough price competition in our industry. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

13. There is tough competition on product/service quality. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

Vendor partnership  

14. We have had no difficulty in obtaining assistance from our vendors/partners.  

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

15. Our vendors/partners are trustworthy. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

16. Vendors make decisions beneficial to our organization. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

17. We have very close relationships with vendors/partners. 
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1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

18. Our vendors/partners are knowledgeable for AI technologies. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

Managerial capability 

19. We have clear goals and objectives to adopt AI technologies. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

20. We have great project management team. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

21. The inter-department cooperation is very important to adopt AI technologies. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

22. The inter-department communication is very important to adopt AI technologies. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

23. Formal education and training programs can be developed to include all classes of users 

ranging from managers to shop floor controllers. 
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1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

Managerial support 

24. Our managers explicitly demonstrate to support the adoption of AI. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

25. Our managers are willing to take risks involved in the adoption of AI. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

26. Our managers have the ability to exploit new technologies before our competitors 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

27. Our managers have the ability to leverage IT new technologies as a strategic core 

competence 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

28. Our managers have a strong understanding of how AI technology can be used to increase 

business performance. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 



159 

Technical capability 

29. We have standardized process for IT innovation. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

30. We have the ability to quickly integrate new AI technologies into our existing infrastructure 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

31. Our IT strategies supports our business strategies 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

32. We have suitable hardware/software to protect the security and privacy of our systems and 

networks.  

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

Innovation attributes of AI 

Compatibility  

33. AI application is compatible with our current communication/network environment. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

34. AI application is compatible with our current software environment. 
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1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

35. AI application is compatible with our current hardware environment.  

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

36. AI application is compatible with our infrastructure 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

37. AI application is compatible with computerized data resources 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

Relative advantage    

38. AI application can increase revenues and profitability. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

39. AI application can get higher employee productivity. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

40. AI application can improve customer service. 
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1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

41. AI application can better utilize IT resources. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

42. AI application can promote flexibility and integration. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

Relative risk/complexity 

43. Adopting AI innovation lacks application maturity. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

44. There has been a high cost for AI application and migration. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

45. Adopting AI innovation is time consuming. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

46. Inappropriate staffing and personnel shortfalls are a big issue for adopting AI. 
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1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

AI adoption    

47. A timely AI technical implementation and application migration plan has been developed 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

48. The plan has already been endorsed by managers.  

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

49. A financial budget and a migration schedule have been approved. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

50. Our customers highly accept new products and services using AI innovations.  

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

51. We get improvement in the competitive position after adopting AI innovation. 

1) Strongly disagree   2) Disagree 3) Somewhat disagree   4) Neutral 5) Somewhat agree 6) 

Agree 7) Strongly agree 

Other questions: 

Background Information 
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52. If you’re anticipating that your company will adopt AI in the future. How do you think it will 

happen? At what stage of AI adoption is your organization currently engaged?  

1)Not considering 2) More than 5 years 3) Between 2 and 5 years 4) between 1 and 2 years 

5) Less than 1 year 6) Have already adopted service, infrastructure or platforms of AI. 

53. Which of the following AI applications do you think your company should adopt first? 

1)Chatbot 2) Voice Assistant 3) Intelligent Network Management 4) Build Artificial 

Intelligence Platform 5) Others 

54. Current position 

1)General manager 2) Senior manager 3) Middle manager 4) IT engineer 5) Others 

55. Number of employees 

1)Less than 500  2) 500-999  3) 1000-1400  4) 1500-1999  5) 2000-2499 6) Over 2500 

56. Annual sales ($) for most recent year 

1)Less than 100 million  2) 100-499 million  3) 500-1 billion 4) over 1 billion 

57. Enterprise affiliation 

1)Headquarter  2) Provincial level 3) Municipal level 4) County level 

58. Group of companies 

1)Unicom 2) Telecom 3) Mobile 4) Tower 5) Others ---- 

59. Age 
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1)21-30  2) 31-40  3)41-50  4) 51-60  5)>60 

60. Level of education 

1)High school  2) Associate 3) Bachelor 4) Master’s level  5) Doctoral level 
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Appendix C. Survey (Chinese version) 

关于影响人工智能实施的关键成功因素的调查问卷 

此问卷是调查关于影响企业实施人工智能的关键成功因素，适用于实施或计划实施人工智

能技术和应用的企业。此调查主要作为研究使用，您在本研究中提供的任何信息都将会妥

善保存，不会泄露 。完成此调查大约需要 20分钟，感谢你花费宝贵时间完成这份重要的

问卷。 

背景介绍 

人工智能是研究、开发用于模拟、延伸和扩展人的智能的理论、方法、技术及应用系统的

一门新的技术科学。人工智能主要包含以下不同的领域： 

1. 机器视觉。机器视觉是指使用摄像机和计算机来取代人眼对物体的识别，跟踪和测

量，使计算机的处理更适合人眼的观察。机器视觉技术可广泛应用于视频监控，自动驾

驶，车辆/人脸识别，医疗影像分析及工业自动化系统等领域。 

2. 专家系统。专家系统是一个计算机系统，包括知识库，推理引擎和用户界面。 它通常

用于辅助决策支持的过程和帮助解决问题。 

3. 自然语言的理解。自然语言的理解包括自然语言处理（NLP），语音识别和语音合成。

自然语言处理可实现计算机理解自然语言文本、思想和意图，并使计算机用自然语言文本

表达思想或意图。自然语言处理可用于机器翻译、字幕生成、文本语义对比等。语音识别

和合成技术其可实现人机语言交互、语音控制、声纹识别等功能，可广泛应用于智能音

箱、语音助手等领域。 
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4. 机器学习。机器学习是实现人工智能的一种方法，可以提供算法，API（应用程序编程

接口），数据以及计算能力，以便将设计的模型训练和部署到应用程序，进程和其他计算

机中。 它主要用于指纹识别，人脸检测和物体检测。 

5. 深度学习。深度学习也称为深度神经网络，是一种特殊类型的机器学习。它使计算机

能够从经验中学习，并基于概念层次来理解事物。 深度学习擅长识别图像、声音、视

频、文本等非结构化数据，几乎可用于当下所有热门的人工智能应用领域。 

目前人工智能技术在电信行业的主要应用： 

1. 智能客服，指以人机交互方式面向用户提供 7×24 小时的智能应答服务。例如移动研

发的智能自服务机器人“移娃” ，单月与客户交互量已达 2亿多次。同时，通过语音语

义分析等人工智能技术，质检部门能及时发觉敏感投诉关键词，及时处理客户投诉和不

满；还可结合情感分析技术对客服满意度进行预判，提升客服质量和优化客户体验。 

2.智能语音助手。语音助手可为客户提供个性化服务。客户通过语音和文本来控制语音助

理来导航电视，拨打电话或访问其他服务。例如法国移动电信公司 Orange 发布了一款名

为 Djingo的人工智能虚拟助手，客户可以通过语音或文本控制 Djingo来操控电视、打电

话、发信息以及提问题。 

3.智能网络运营监控和管理。人工智能技术的应用使网络逐渐智能化，可对网络和业务实

现智能控制，如网络智能运维及智能调优，通过机器学习快速拦截恶意行为、预防攻击，

维护网络安全等。 
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4.构建人工智能关键技术平台和能力。人工智能平台面向智慧连接、智慧决策、智慧服务

等各种场景，更好地支撑和服务人工智能产业以及各行业的智能化转型。例如中国移动的

九天平台。 

总之，人工智能是引领未来的战略性技术，是全球新一轮信息化发展和产业竞争的核心驱

动力。人工智能在通信行业的应用和发展正处于起步阶段。以下问卷中的人工智能包括上

述各项研究领域及行业应用。如果您对人工智能不太熟悉，为便于理解和思考，您可以设

想您所在公司准备实施人工智能的某项应用，例如智能客服机器人，智能网络自我诊断及

调优，语音助手，以及客户数据的挖掘与分析等。 

请以数字 1-7的等级对以下叙述表明您的意见，1代表非常不同意，4代表没意见，7代

表非常同意。所有的叙述没有正确或错误的答案，您只需表明您的看法即可。 

政府 

1. 政府政策的规范和稳定性有利于企业经营和创新。  

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

2. 政府能为我们发展人工智能业务提供资金支持。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

3. 政府能为我们发展人工智能业务提供相关的信息。 
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1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

4. 我们需要与政府建立良好的关系以更好地发展人工智能业务。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

5. 政府的支持和帮助对我们的经营和创新非常重要。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

市场潜力 

6. 我们所在的行业将有更多的人工智能技术用于业务开发和应用。   

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

7. 人工智能在我们行业有非常广泛的应用前景。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

8. 只有人工智能这类创新技术才能帮助我们公司提供更完美的产品和服务，以满足消费

者日益增长的个性化需求。 
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1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

9. 人工智能可以帮助我们公司获取市场竞争力。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

竞争压力 

10.我们所在行业的新运营流程和新产品或服务的创新速度加剧。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

11.我们所在行业转向利用人工智能技术进行创新会给我们公司带来压力。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

12.我们行业竞争非常激烈。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

13.我们的产品和服务质量竞争非常激烈。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 
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供应商/合作伙伴合作关系 

14.我们从供应商/合作伙伴那里获得帮助没有任何困难。  

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

15.我们的供应商/合作伙伴非常值得信赖。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

16.我们的供应商/合作伙伴的决策对我们很有利。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

17.我们和供应商/合作伙伴的关系非常密切。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

18.我们的供应商/合作伙伴对人工智能技术非常了解。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

管理能力 

19.我们对采用人工智能技术有非常明确的目标。 
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1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

20.我们有非常优秀的项目管理团队。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

21.部门间的合作对采用人工智能技术非常重要。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

22.部门间的有效沟通对采用人工智能技术非常重要。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

23.我们可以对创新业务制定正式的教育和培训计划，涵盖从最高管理层到基层员工的的

所有类别的培训对象。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

管理层支持 

24.我们的管理层明确表示支持采用人工智能新技术进行创新经营。 
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1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

25.我们的管理层人员愿意承担采用人工智能技术的风险。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

26.我们的管理层有能力抢在竞争对手之前拓展新技术/新业务。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

27.我们的管理层有能力利用 IT新技术例如人工智能作为战略核心竞争力。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

28.我们的管理层对如何利用人工智能技术提高业务绩效有着深刻的理解。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

技术能力 

29.我们有标准化的 IT 创新流程。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 
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30.我们有能力将新的人工智能技术快速集成到现有的基础设施中。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

31.我们的技术发展战略支持我们的业务发展战略。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

32.我们有相应的硬件/软件来保护我们系统和网络的安全。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

AI技术的兼容性  

33.人工智能应用程序与我们当前的通信/网络环境兼容。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

34.人工智能应用程序与我们当前的硬件环境兼容。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

35.人工智能应用程序与我们当前的软件环境兼容。 
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1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

36.人工智能应用程序与我们当前的基础架构兼容。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

37.人工智能应用程序与我们当前的数据资源兼容。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

AI技术的优势 

38.采用人工智能技术可以增加我们的盈利能力。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

39.人工智能应用程序可以提高工作效率。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

40.人工智能应用程序可以改善客户服务。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 
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41.人工智能应用程序可以更好地利用 IT资源。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

42.人工智能应用程序可以提高业务应用的灵活性和集成性。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

AI技术的复杂性 

43.人工智能技术缺乏应用成熟度。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

44.人工智能应用和迁移的成本很高。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

45.应用人工智能创新业务非常耗时。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

46.人员配置不当和专业技术人员短缺是采用人工智能的一个大问题。 
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1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

人工智能应用 

47.我们已经制定了人工智能技术实施和应用程序迁移计划。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

48.我们制定的计划已经得到公司管理层的认可。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

49.关于计划的财务预算和实施时间表已获批准。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

50.我们的客户高度接受使用人工智能创新的新产品和服务。  

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 

51.采用人工智能技术开展创新业务后，我们的竞争地位得到了提升。 

1)非常不同意 2)完全不同意 3)有点不同意 4)没意见 5)有点同意 6)完全同意     

7)非常同意 
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其他问题 

52.您预计您所在的公司将来会采用人工智能新技术吗？ 

1）没考虑过  2）5 年后  3）2-5年内  4）1-2年内  5）一年之内 6）已经开始应

用了 

53.您认为公司最应该首先采用以下哪种人工智能应用 

1）聊天机器人 2）语音助手 3）智能网络管理 4）搭建人工智能平台 5）其他----- 

54.您目前的职位 

1)公司总经理  2) 高层管理人员 3) 中层管理人员 4) 技术工程师  5) 其他----- 

55.公司员工数量（人） 

1) 小于 500  2) 500-999  3) 1000-1499  4) 1500-1999  5) 2000-2499  6) 大于 

2500 

56.公司最近一年年收入 

1)小于 500万 2) 500-999万  3) 1000万-4999万 4) 5000万-1亿 5）1亿-10亿 

6）大于 10亿 

57.公司从属关系 

1)总部/集团公司  2) 省级分公司 3) 市级分公司 4) 县级分公司 

58.公司所属集团 
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1）联通 2）电信  3）移动  4）铁塔  5）其他---- 

59.您的年龄 

1)21-30  2) 31-40  3) 41-50  4) 51-60  5) >60 

60.您的受教育程度 

高中 2) 大专 3) 本科 4) 研究生 5) 博士及以上 
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