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IUPAC Technical report


A database of water transitions from experiment and theory (IUPAC Technical Report)1

Abstract: The report and results of an IUPAC Task Group (TG) formed in 2004 on “A Database of Water Transitions from Experiment and Theory” (Project No. 2004-035-1-100) are presented. Energy levels and recommended labels involving exact and approximate quantum numbers for the main isotopologues of water in the gas phase, H$_2^{16}$O, H$_2^{18}$O, H$_2^{17}$O, HD$^{16}$O, HD$^{18}$O, HD$^{17}$O, D$_2^{16}$O, D$_2^{18}$O, and D$_2^{17}$O, are determined from measured transition frequencies. The transition frequencies and energy levels are validated using first-principles nuclear motion computations and the MARVEL (measured active rotational–vibrational energy levels) approach. The extensive data including lines and levels are required for analysis and synthesis of spectra, thermochemical applications, the construction of theoretical models, and the removal of spectral contamination by ubiquitous water lines. These datasets can also be used to assess where measurements are lacking for each isotopologue and to provide accurate frequencies for many yet-to-be measured transitions. The lack of high-quality frequency calibration standards in the near infrared is identified as an issue that has hindered the determination of high-accuracy energy levels at higher frequencies. The generation of spectra using the MARVEL energy levels combined with transition intensities computed using high accuracy ab initio dipole moment surfaces are discussed. A recommendation of the TG is for further work to identify a single, suitable model to represent pressure- (and temperature-) dependent line profiles more accurately than Voigt profiles.
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1 Introduction

From a spectroscopic point of view [1], the water molecule is arguably the single most important species. It is molecule number 1 in the canonical atmospheric database HITRAN [2], since it is both the largest
absorber of sunlight in the Earth’s atmosphere and the major greenhouse gas. This means, for example, that its isotopologue H$_2^{18}$O, despite the ratio of $^{18}$O:$^{16}$O being about 1:500, is still the fifth biggest absorber in the Earth’s atmosphere. Note that the relative abundances of the six isotopologues of water adopted in the HITRAN database are: H$_2$^{16}O: 0.997317, H$_2$^{17}O: 1.99983×10^{-3}, H$_2$^{18}O: 3.71884×10^{-4}, HD$_2$^{16}O: 6.23003×10^{-7}, and HD$_2$^{18}O: 1.15853×10^{-7}. It is these species plus D$_2$O, so-called heavy-water, that we concentrate on here.

Water vapor spectra play an important role in atmospheric science [3]. Absorption by water molecules directly impacts the analysis of remote sensing of the surface and cloud properties from satellite-borne spectrometers. Trace gas measurements using observations from the ground, airborne, or satellite experiments must account for water absorption as water lines may interfere (overlap) with those of the target species and consequently affect the retrieved concentration values. Detailed studies of weak water lines are therefore important to avoid false-positive identifications of other species [4, 5]. Water isotopologues measured in situ using real-time absorption techniques (from balloons, planes, etc.) are excellent tracers of various chemical and physical processes that are investigated using the small variation of their relative abundance (fractionation) [6, 7]. Water isotopologues play an important role in increasing our understanding of details of the global fresh-water cycle, and constitute one of the most important analytical tools in, among other fields, ecology, hydrology, and (paleo-) climatology. Natural variations in the isotope abundance ratios (D/H, $^{15}$O/$^{16}$O, and $^{18}$O/$^{16}$O) associated with phase changes are highly characteristic of the precise physical process at play and the conditions (such as temperature) under which these take place. Accurate measurements of the isotope abundance ratios can effectively be used to identify and even quantify sources and sinks. The advent of advanced spectroscopic measurement techniques has made high-accuracy, gas-phase isotope-ratio analysis routinely available [8], and in particular their implementation in commercial instruments. Such measurements are now also routinely carried out on the spatially and temporally more abundant vapor phase. Similar, even if less detailed, studies are being performed on water vapor in the atmospheres of other planets in our solar system [9, 10].

Water spectra are equally important astronomically: absorption by hot water dominates the atmospheres of M-dwarfs [11, 12], the most common stars in our galaxy. Water has been identified in sunspots [13, 14], extrasolar planets [15], and in protoplanetary disks [16] via spectroscopy. Solar pumping of water in cometary tails results in spectra that can be studied from Earth but which require information on nonstandard transitions [17, 18]. Water is difficult to detect in the interstellar medium (ISM) due to atmospheric water vapor. However, it has been detected in molecular cloud NGC 1333 using the Submillimeter Wave Astronomy Satellite (SWAS) [19], in Orion using the short-wavelength spectrometer (SWS) on board the Infrared Space Observatory (ISO) [20] and recently in prestellar cores using the Herschel Space Telescope [21].

The rotation–vibration energy levels of water have also proved to be an important testing ground for theoretical models [22–28] and semiclassical theories of molecular structure [29–31]. For example, studies have shown that the highly rotationally excited states of water appear not to form the expected four-fold clusters, although the reason for this is not entirely understood [30], but that its energy levels do indeed rearrange about a so-called monodromy point at linearity [32].

Water energy levels are important for studies employing Raman spectroscopy, see refs. [33–35] and references therein, which is, in turn, important for a number of applications including atmospheric studies using Lidar [36] and analysis of flames [37, 38].

Finally, we note that the use of water spectra in metrology experiments puts particularly strong demands on the accurate characterization of the spectral parameters of the transitions under study [39, 40].

There have been many years of work and hundreds of papers on the laboratory spectroscopy of water isotopologues in the gas phase, many of which are cited in refs. [41–44], but obtaining reliable spectroscopic parameters for water remains an important and challenging issue. The present paper reports some of the results of the IUPAC Task Group (TG) on “A Database of Water Transitions from Experiment and Theory” (Project No. 2004-035-1-100). This TG was created to synthesize the known data on water spectra, whether experimental or theoretical, and carefully validate them. The detailed results of the efforts of the TG have been published in a series of papers dealing with H$_2$^{16}O and H$_2$^{18}O [41]; HD$_2$^{16}O, HD$_2$^{18}O, and HD$_2$^{17}O [42]; H$_2$^{16}O.
and $\text{D}_2^{16}\text{O}$, $\text{D}_2^{18}\text{O}$, and $\text{D}_2^{17}\text{O}$ [44], henceforth referred to as Parts I, II, III, and IV, respectively. Although triterated water spectra are becoming available (see ref. [45] and references therein), the TG decided that at present there are insufficient data to warrant a full MARVEL (measured active rotational–vibrational energy levels) treatment. However, during the work of the TG new data for other species became available; thus, the results for $\text{H}_2^{17}\text{O}$ and $\text{H}_2^{18}\text{O}$ presented in Part I were updated in Part II. The underlying studies involved a critical evaluation of the rotational–vibrational spectra of water vapor for the isotopologue(s) concerned, with particular emphasis on extracting reliable transition wavenumbers and energy levels. The present paper summarizes the most important results of these papers, considers how these results can be used to further improve our knowledge of water spectroscopy, and presents recommendations of the TG.

### 2 Water spectroscopy and objectives of the Task Group

The electronic spectrum of water lies in the vacuum ultraviolet and is diffuse because of predissociation [46–48]. Conversely, the spectrum of water in its electronic ground state, involving both pure rotational transitions and vibration–rotation transitions, is important at wavelengths throughout the submillimeter, infrared and visible regions with some vibration–rotation transitions even observed in the near-UV [49]. Indeed, a series of experiments performed in Lausanne have used multiphoton techniques to probe the energy levels of water up to dissociation [50–54] and beyond [55].

Put simply, characterizing the spectrum requires a number of elements:

- an accurate frequency for each transition;
- an intensity for each transition, which is related to the probability of the molecule to absorb (or to emit) a photon for the given transition; and
- a line profile for the transition, which itself is a function of the temperature, pressure, and composition of the sample in which the transition occurs.

Issues related to the determination of these data and their uncertainties are discussed in turn in the next three sections, in several cases resulting in recommendable protocols.

### 3 Levels and lines

As a first major task, some of the TG members have established a protocol for inverting transition frequencies taken from high-resolution laboratory spectra to give a database of energy levels for each of the major isotopologues of water. The protocol, called MARVEL for measured active rotational–vibrational energy levels [56], is partially based on the so-called X-matrix method, which has been in use for some time [57] for producing energy levels from a single spectrum. Adapting the X-matrix method to large datasets of heterogeneous data raises issues to do with both consistency of the underlying data and that of the published uncertainties. The MARVEL protocol was systematically tested and improved during the course of the project [58, 59], resulting in both a better treatment of uncertainties and a significantly faster algorithm. MARVEL was originally developed for the TG’s work on water but can, of course, be adapted for the analysis of high-resolution rovibrational spectra of any other molecule, as well; in fact, it has been used to treat $\text{H}_2\text{D}^+$ [60], $\text{D}_2^+\text{H}$ [60], and ketene ($\text{CH}_2\text{CO}$) [61].

MARVEL is based on the concept of spectroscopic networks (SN) [62, 63], whereby energy levels are considered to be nodes, transitions form links, and weights for the links are introduced via transition intensities, characteristic for each type of measurement and temperature. SN are composed of several components, the two largest ones for the $\text{H}_2\text{O}$ species are the so-called “ortho” and “para” components, based on nuclear spin symmetries. The network-theoretical view of high-resolution molecular spectra offers several distinct advantages to treat measured and computed spectra and to improve spectroscopic information systems [63].
Before the MARVEL procedure can be run, it is necessary to assemble and assess the available spectroscopic data. The TG agreed to consider only published transition frequency data which were the direct result of experimental measurement. Ideally, each frequency measurement carries an associated uncertainty estimate; however, this is often not the case as a number of sources only provide an average or best-case uncertainty for all measurements or, in a few cases, no direct error estimate at all. Problems with consistency of errors between different measurements is an issue we return to below. Old and unreliable data sources which only contained frequencies which had subsequently been remeasured with higher accuracy were not retained for the MARVEL analysis. Table 1 lists the number of sources identified for each isotopologue; individual references are given in Parts I, II, III, and IV. The table illustrates the active nature of the MARVEL protocol as new sources can be added as they become available and the process re-run in a straightforward manner. This has already been done for H$_2^{17}$O and H$_2^{18}$O, see Part II. Further updates should include the sources which are listed as “new” [64–79] in Table 1. This list includes data from the Grenoble group [78, 79] which was used for H$_2^{16}$O in Part III but also contains information on other isotopologues.

Prior to running MARVEL, it is important to ensure that the data are both self-consistent and reliable. It is customary to identify each rotation–vibration state of the water isotopologues using their approximate normal mode and rigid rotor quantum numbers ($v_1$, $v_2$, $v_3$, $J$, $K_a$, $K_c$), where $J$ is the total rotational angular momentum (the only exact quantum number in the list), $K_a$ its approximate projection on the molecular $A$-axis and $K_c$ the approximate projection onto the out-of-plane $C$-axis. For H$_2$O, $v_1$, $v_2$, and $v_3$ are the number of quanta of excitation in the symmetric stretch, bend, and asymmetric stretch, respectively. For the lower-symmetry HDO isotopologues we recommend, contrary to the so-called Herzberg convention, retaining $v_1$ as the bend quantum number, in which case $v_1$ represents quanta of OD stretch and $v_3$ the OH stretch. We note that other quantum number specifications are possible. For example, in the case of the stretching modes of higher-lying vibrational states, local-mode quantum numbers give a better representation of the physical nature of the nuclear motion [80]. However, there is a simple mapping from normal-mode to local-mode quantum numbers [81], so either can be used without loss of generality.

Checking the correctness of the labels of the lower and upper energy levels participating in a measured transition requires the understanding of the symmetry characteristics of the water isotopologues. For guidance, we review the symmetry characteristics and selection rules related to the approximate quantum numbers used to label the rovibrational states of H$_2$O (results for the other isotopologues are not detailed here but follow the same ideas and rules).

The selection rules are based on symmetry relations using the fact that the H$_2$O molecule belongs to the $C_{2v}$($M$) molecular symmetry (MS) group [82]. The allowed symmetry of the complete internal motion wavefunction ($\Phi_{int}$) corresponds to $\Gamma^\text{+} = B_2$ and $\Gamma^\text{–} = B_1$, where $\Gamma^\text{+}$ and $\Gamma^\text{–}$ refer to those nondegenerate irreducible representations of the MS group, $C_{2v}$($M$) in the present case, for which the Pauli principle is satisfied with even and odd parities, respectively. The four possible nuclear spin (ns) states of H$_2^{16}$O span the representation $\Gamma_{\text{ns}}^{\text{+}} = 3A_2 \oplus B_1$, providing spin-statistical weights for the rovibrionic states with different rovibrionic $\Gamma_{\text{ro}}$.

### Table 1

Summary of data sources analyzed for each isotopologue of water in the publications of the TG. New data sources (see text) are subsequent to the TG work and will be included in a future update.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2^{17}$O</td>
<td>28</td>
<td>2</td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>H$_2^{18}$O</td>
<td>49</td>
<td>3</td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>HD$^{16}$O</td>
<td>75</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HD$^{17}$O</td>
<td>3</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HD$^{18}$O</td>
<td>11</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H$_2^{16}$O</td>
<td></td>
<td></td>
<td>98</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>D$_2^{16}$O</td>
<td></td>
<td></td>
<td></td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>D$_2^{17}$O</td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>D$_2^{18}$O</td>
<td></td>
<td></td>
<td></td>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>
symmetry labels. The allowed rovibronic symmetries are \( B_1 \) and \( B_2 \) for \( \Gamma_m = A_1 \), and \( A_1 \) and \( A_2 \) for \( \Gamma_m = B_2 \). The ortho and para states of \( \text{H}_2^{16}\text{O} \) \((\text{o-H}_2^{16}\text{O} \text{ and p-H}_2^{16}\text{O})\) are determined by the sign of \( (-1)^{J'+K'+K''} \), and the parity of the states is given by the sign of \( (-1)^J \). Thus, for the allowed transitions both \( \Delta K' \) and \( \Delta K'' \) are odd.

These rigorous dipole selection rules, described using approximate quantum numbers, are accompanied by the further rigorous selection rule that \( \Delta J = 0, \pm 1 \) excluding \( J=0 \leftrightarrow 0 \).

MARVEL requires each energy level to have a unique set of labels. It transpired that there were considerable differences in the labels used to designate energy levels in different studies and even, as had been noted before [83], multiple copies of individual energy levels with different assignments. For a number of studies, it was therefore necessary to systematically relabel the transition data, that is to re-assign the approximate quantum numbers while retaining the same rigorous quantum numbers. As a result, the transitions files and energy levels supplied as Supplementary Material to Parts I–IV have a completely consistent set of labels. These labels were checked, where possible, using both normal-mode decomposition [84, 85] and rigid-rotor decomposition [84, 86]. There will always be some uncertainty over the use of approximate labels for a molecule such as water, especially when accidental near-degeneracies cause strong mixing between states and at higher energies where, in any case, standard labeling schemes no longer apply [31, 32]. For the majority of processed data, we believe that the IUPAC labeling is the best available, and can be recommended for overall use. There will be cases, mostly corresponding to highly excited energy levels, where the optimal labeling may be changed in response to more extensive experimental data and more accurate variational calculations. However, at present we believe that the labels adopted by the TG are the most appropriate ones for the various isotopologues of the water molecule considered; it is our recommendation that they be adopted in future studies. The IUPAC compilation of energy levels is both considerably more complete and more reliable than previous global compilations [87].

The other main data issue concerning the MARVEL input is the treatment of experimental uncertainties. MARVEL requires an uncertainty for each transition frequency. It places great reliance on these through a weighted linear least-squares refinement and has the facility to increase uncertainties should original ones appear inconsistent with other data. Accurate estimation of experimental uncertainties is critical to obtain accurate MARVEL energy levels. This is extremely hard to ensure for a large portion of the data. Self-consistency of the measured data can be achieved due to the robust reweighting of the data; nevertheless, the fact that the most accurately measured experimental transitions are not reproduced with the same accuracy with the MARVEL energy levels suggests that there are still problems with the assigned accuracy of many of the measured lines. Thus, a TG recommendation is that new experimental measurement techniques, such as those spectroscopic techniques that are linked to optical frequency combs, should be used to remeasure even known transitions with extreme accuracy to obtain relative uncertainties of \(10^{-10} \) or \(10^{-11} \). Taking advantage of the scale-free nature of the spectroscopic networks of the water isotopologues [62, 63] if these measurements are performed for the most important hubs of the spectroscopic network, where a hub is an energy level with an unusually large number of transitions, the overall accuracy of the MARVEL energy levels can be greatly improved.

For the spectroscopic network formed by the measured \( \text{H}_2^{16}\text{O} \) transitions, the most important hubs all belong to the ground vibrational state. They are \( I_{K,K'} = 6_{6,6}, 5_{5,5}' \), and \( 6_{5,5}' \), with 1307, 1304, and 1303 links, respectively. If the computed BT2 linelist [88] is used to predict a spectroscopic network with one-photon absorption intensities larger than \(10^{-28} \text{ cm molecule}^{-1} \) at room temperature, the two most important hubs are the same as for the measured SN, proving the thoroughness of the experimental investigations for at least the most intense transitions.

During the MARVEL process it became apparent that line positions from some specific studies had been calibrated with frequency standards that were less accurate (and in some cases inconsistent) than currently available information. Some of the mid-infrared water studies predated the better accuracy calibration standards [89, 90]. At longer wavelengths, adjustments were made to resolve inconsistencies noticed during the MARVEL analysis (see Table 4 of Part III). However, these were done without use of an independent calibration standard. In general, there was a lack of good frequency calibration standards between 7000 and 12000 cm\(^{-1}\) and above 14 000 cm\(^{-1}\). Therefore, the TG examined the original calibration of several studies...
using existing high-resolution simultaneous broad-band spectra of \( \text{H}_2\text{O} \) and \( \text{O}_2 \) [91] taken with the Kitt Peak FTIR and calibrated with new \( \text{O}_2 \) frequencies at 13 100 cm\(^{-1}\) [92]. Line centers above 5750 cm\(^{-1}\) were adjusted using a multiplying correction factor if the original data systematically disagreed by more than 0.001 cm\(^{-1}\) with the new calibration. Recalibration using MARVEL improved the self-consistency of the data and the accuracy of the energy levels. New research using sub-Doppler techniques (see, e.g., Lu et al. [76]), provides hope that high accuracy standards at even shorter wavelengths will permit better normalizations of positions and energy levels for even higher vibrational bands of water.

After running MARVEL, the resulting energy level list, and hence the underlying transition data, was validated by comparison with the results of high-accuracy, variational nuclear motion computations [88, 93, 94]. These variational nuclear motion computations utilized highly accurate potential energy surfaces [95–97], some obtained ab initio and some after empirical refinements. However, with increasing rotational and vibrational excitation, spectra become weaker and fewer assignments can be confirmed by combination differences. In these circumstances, the validation of the assignments is based on good correspondence between the experimental and variational line position and intensity. For this, the method of branches which follows the smooth and slow variation of observed – calculated residues for a set of energy levels or transitions with the same \( K_u \) as a function of \( J \) gives an additional important criterion for correct assignment [98]. However, for the highest \( J \) transitions processed for the lowest two vibrational states of \( \text{H}_2^{16}\text{O} \), these residues lose their smooth linear variation with \( J \), which can result in both incorrect assignments and increased errors in the variational calculations. Thus, new experimental measurements as well as improved variational calculations are needed to validate the high \( J \) transitions. Recent theoretical developments have demonstrated smoother behavior for \( J \) levels using a near-experimental accuracy ab initio treatment that explicitly includes corrections for rotational non-adiabatic effects [99]. Alternatively, accurate effective Hamiltonian calculations using a new form of the rotational operator based on the summation of the divergent perturbation series (see, e.g., ref. [100]) can be used.

Each MARVEL energy level was then given a grade from A+ (completely determined within its stated uncertainty) to C (levels determined by a single transition or unvalidated). Table 2 summarizes the results of this process for each of the isotopologues treated. It is clear from Table 2 that the extent of data varies considerably for the isotopologues. While \( \text{H}_2^{16}\text{O} \) has the largest number of validated transitions and energy levels, even this dataset is complete for energies only up to 7000 cm\(^{-1}\) above the ground state. Above 9000 cm\(^{-1}\) the proportion of known energy levels quickly decreases.

Note that although transitions within a floating component of a spectroscopic network [62, 63] can be perfectly valid, they cannot be validated via MARVEL. Newly measured transitions can connect these floating components to the rooted components ("ortho" and "para") of the SN, thus allowing the straightforward validation of these previously measured transitions.

Energy levels generated by the TG can be used in a number of ways. Spectral synthesis is discussed in the next section, and their use as input for improved theoretical models will be explored elsewhere. A further important

<table>
<thead>
<tr>
<th>Species</th>
<th>Transitions</th>
<th>Energy levels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Identified</td>
<td>Validated</td>
</tr>
<tr>
<td>( \text{H}_2^{16}\text{O} )</td>
<td>184 667</td>
<td>182 156</td>
</tr>
<tr>
<td>( \text{H}_2^{18}\text{O} )</td>
<td>32 325</td>
<td>31 705</td>
</tr>
<tr>
<td>( \text{H}_2^{17}\text{O} )</td>
<td>9169</td>
<td>9028</td>
</tr>
<tr>
<td>( \text{HD}^{16}\text{O} )</td>
<td>54 740</td>
<td>53 291</td>
</tr>
<tr>
<td>( \text{HD}^{18}\text{O} )</td>
<td>8729</td>
<td>8634</td>
</tr>
<tr>
<td>( \text{HD}^{17}\text{O} )</td>
<td>485</td>
<td>478</td>
</tr>
<tr>
<td>( \text{D}_2^{16}\text{O} )</td>
<td>63 050</td>
<td>62 372</td>
</tr>
<tr>
<td>( \text{D}_2^{17}\text{O} )</td>
<td>600</td>
<td>583</td>
</tr>
<tr>
<td>( \text{D}_2^{18}\text{O} )</td>
<td>12 163</td>
<td>12 018</td>
</tr>
</tbody>
</table>
use is in computing temperature-dependent thermodynamic properties. Some work on the explicit summation of energy levels to obtain these properties has been undertaken previously [101–103]. However, these studies were both too coarse and, for the minor isotopologues, either missing or inaccurate. A new study based on the TG-recommended data is currently underway; this work is being performed in coordination with members of the International Association for the Properties of Water and Steam (IAPWS) Working Group on Thermophysical Properties of Water and Steam, who have particularly stringent accuracy requirements (see ref. [104]).

4 Intensities

Intensities are considerably harder to measure accurately than line positions. There are some precision intensity measurements for water available that have relative standard uncertainties of about 1 % or better [105–107], but these are generally limited to a few transitions in a limited frequency window. This relative uncertainty contrasts with the often 7 or 8 digits precision of measured line positions. The majority of room-temperature water data has been recorded in experiments with significantly higher relative uncertainties than 1 %. Furthermore, intensity data from higher-temperature experiments are often either absent or presented as relative intensities recorded under nonequilibrium conditions.

Conversely, there has been significant progress in developing methods for computing the one-photon intensity of water molecules using approaches based on the application of first-principles quantum chemistry [28]. These methods rely on constructing high-accuracy dipole moment surfaces (DMSs) [108–110], which are then combined with calculated rotation–vibration wavefunctions to obtain transition dipoles and hence intensities. There is strong evidence that the DMS portion of this calculation can now be performed very accurately so that nearly all intensities can be produced to better the 1 %, and that the major cause of error comes from the potential energy surface used to calculate the nuclear motion wavefunctions [111, 112]. Problems with the wavefunctions strongly affect only a few percent of the transitions; methods are available for identifying, if not correcting, these transitions [112]. This, in turn, has driven the development of better theoretical models for calculating reliable vibration–rotation wavefunctions [99].

The MARVEL energy levels computed by the TG can be combined with first-principles transition intensities to provide line lists for the water isotopologues. Work has already begun in this direction [112]. Indeed, these data are used in the latest release of the HITRAN database [113].

Figure 1 illustrates the benefit of combining MARVEL energy levels with computed transition intensities. The upper panel presents low-resolution spectra for 1333 Pa of pure H$_2$O at a temperature of 296 K obtained using a 10 cm$^{-1}$ full-width half-maximum (FWHM) Gaussian profile for each transition. The simulation was performed using the comprehensive BT2 theoretical line list [88] and the collection of measured line positions generated in Part III combined with BT2 intensities. The proportion of absorption corresponding to transitions that remain unmeasured is shown on the lower panel. A similar comparison is performed using MARVEL-synthesized spectrum, which includes all the transitions between MARVEL energy levels and therefore extends the set of measured transitions. Fig. 1 shows that the gain is particularly pronounced in the first two water transparency windows at 10.3 and 3.9 μm, which are lacking high sensitivity measurements.

The experimental data is actually much more complete for H$_2$O than for the other isotopologues (Table 2). This means that equivalent figures for the other isotopologues result in a significantly higher proportion of the absorption being associated with yet-to-be-measured transitions that can be defined accurately using MARVEL energy levels.

5 Environmental effects

The sections above deal with the accurate determination of energy levels and hence line positions for the individual transitions of water, and the intensity of the given transitions. They do not address the issues
brought about by the effects of the environment on these transitions. Environmental effects take two forms [114]: the broadening and shifting of isolated lines due to pressure effects and the collision-induced mixing of nearby lines. Although line-mixing has been observed in water transitions [115, 116], the reliable treatment of the effects of pressure on isolated lines is generally more important. Traditionally, the effects of pressure on individual transitions are modeled using a Voigt profile, and these are used in the standard database compilations of water transitions [2, 117]. However, there is almost universal recognition that use of Voigt profiles is not adequate and leads to W-shaped residues in attempts to use these profiles at high accuracy [105, 107, 113, 118–120]. There are a number of alternative theoretical line profiles available that improve significantly on the Voigt profile [114], not least because they contain extra parameters to account for additional mechanisms that affect line shape. These more advanced profiles therefore allow extra flexibility in reproducing observed line shapes. However, it remains unclear which of these models provide the best solution both from the perspective of getting the best fit with a minimal number of parameters and from the perspective of correctly modeling the behavior of the line shape as a function of temperature and pressure. As a result, the present approach has been to use Voigt profile and rather ad hoc procedures to generate the necessary parameters [121].

Recent advances on the theory of line shapes have focused on developing viable theoretical procedures to generate line shapes that fully incorporate all the effects that contribute to the line shape [40, 122]. We recommend the use of these procedures. How their results can be encapsulated into functional forms suitable for use in radiative transfer models is the subject of urgent further consideration. This is one of the tasks of a recently formed IUPAC TG on “Intensities and Line Shapes in High-Resolution Spectra of Water Isotopologues from Experiment and Theory” (Project No. 2011-022-2-100).

6 Final recommendations and conclusions

The IUPAC TG formed by the authors of this paper has compiled a comprehensive and validated set of transitions and energy levels for the major isotopologues of water. These have all been assigned unique quantum numbers and we recommend that these quantum numbers (or the equivalent local-mode quantum numbers)
be used in the future. Of course, the spectroscopic study of the water molecule remains an active area of research so our current validated lists cannot be considered final. However, the MARVEL methodology employed is designed for active updates of the dataset. The energy levels produced by the TG can be used directly in spectral analysis or as the input to theoretical models that aid this analysis. Newly assigned transitions can then provide further MARVEL input giving new energy levels. This bootstrap technique provides a procedure for extending the analysis. At the same time, it aids the development of new theoretical models, which remains an active area in water spectroscopy [64, 99].

Lack of calibration standards is identified as hindering the accurate determination of water energy levels. However, the recent development of femtosecond optical frequency combs provides the opportunity to considerably increase the accuracy of the measured line positions in the near-infrared and thus on the values of the energy levels. While typical relative uncertainties on the line positions are at the 10⁻⁷ level, water positions can now be measured with a 10⁻⁹ relative uncertainty using accurate reference line positions [76]. The growing development of frequency combs provides a new tool for high-accuracy spectroscopy over broad spectral bandwidths and opens new opportunities to considerably lower the uncertainty on the absolute value of the line positions [123, 124]. Different types of laser sources provide access to most of the spectral range from the UV to the far-infrared [125]. For instance, systems based on an Er-doped fiber are commercially available and delivering self-referenced femtosecond optical frequency combs with a relative uncertainty of 10⁻¹⁴ over the 1050–2100 nm range.

Our list of energy levels provides a means of (re-)generating spectra at (close to) experimental accuracy. With a source of suitable information on the transition intensities, such as those provided by increasingly accurate ab initio quantum mechanical calculations, it is possible to use these levels to generate high-accuracy spectral lines that are yet to be directly observed in the laboratory.

The situation concerning the effects of pressure on the individual spectral lines is less satisfactory. A new IUPAC TG on “Intensities and Line Shapes in High-Resolution Spectra of Water Isotopologues from Experiment and Theory” has been formed to address these issues.

Finally, we note that the aims of both the present and the newly formed TG concern issues to do with the spectroscopy of water. However, the procedures we have developed are not specific to the water molecule. MARVEL is already being used for other systems, and it is to be anticipated that other recommendations of this and the new TG will have much wider applications than the spectroscopy of the water vapor.

7 Membership of sponsoring body

Membership of the IUPAC Physical and Biophysical Chemistry Division Committee for the period 2012–2013 was as follows:

President: K. Yamanouchi (Japan); Vice President: R. Marquardt (France); Secretary: A. Wilson (USA); Past President: A. McQuillan (New Zealand); Titular Members: K. Bartik (Belgium); A. Friedler (Israel); A. Goodwin (USA); R. Guidelli (Italy); A. Russell (UK); J. Stohner (Switzerland); Associate Members: V. Barone (Italy); A. Császár (Hungary); V. Kukushkin (Russia); V. Mišković-Stanković (Serbia); Á. Mombrú Rodríguez (Uruguay); X. S. Zhao (China); National Representatives: K. Bhattacharyya (India); J. Cejka (Czech Republic); S. Hannongbua (Thailand); M. Koper (Netherlands); A. J. Mahmood (Bangladesh); O. Mamchenko (Ukraine); J. Mdoe (Tanzania); F. Quina (Brazil); N. Soon (Malaysia); V. Tomišić (Croatia).

Acknowledgment: This work was supported by the International Union of Pure and Applied Chemistry for funding under project 2004-035-1-100 (A database of water transitions from experiment and theory). In addition, this work has received partial support from the UK Natural Environment Research Council, the Royal Society, the European Research Council under Advanced Investigator Project 267219, the Scientific Research Fund of Hungary (grant OTKA NK83583), NATO, the National Science Foundation of the U.S.A. through Grant No. AGS1156862, the Russian Foundation for Basic Research, the Belgian Federal Science Policy Office (contracts EV/35/3A, SD/AT/01A, PRODEX 1514901NLSFe(IC)), the Belgian National Fund for Scientific Research.
(FRFC contracts), the Communauté de Belgique (Action de Recherche Concertées), the National Aeronautics and Space Administration (NASA) Earth Observing System (EOS), under grant NAG5-13534, and the Programme National LEFE (CHAT) of CNRS (INSU). This work is partly supported by the Laboratoire International Associé SAMIA (Spectroscopie d’Absorption des Molécules d’Intérêt Atmosphérique) between CNRS (France) and RAS (Russia). Part of the research described in this paper was performed at the Jet Propulsion Laboratory, California Institute of Technology, under contracts and grants with NASA.

References


**Note:** Republication or reproduction of this report or its storage and/or dissemination by electronic means is permitted without the need for formal IUPAC or De Gruyter permission on condition that an acknowledgment, with full reference to the source, along with use of the copyright symbol ©, the name IUPAC, the name De Gruyter, and the year of publication, are prominently visible. Publication of a translation into another language is subject to the additional condition of prior approval from the relevant IUPAC National Adhering Organization and De Gruyter.