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A B S T R A C T

In a lane change (LC) scenario, the lane change vehicle interacts with surrounding vehicles.
The interactions not only affect their driving behaviors but also influence the traffic flow.
This study aims to model the coupled behavior of the lane changer and the follower in the
target lane during LC. Large-scale real-world connected vehicle (CV) data from the Safety Pilot
Model Deployment (SPMD) program are used to extract LCs and study vehicle interactions.
A multi-agent Transformer-based deep deterministic policy gradient (MA-TDDPG) method is
proposed to model the coupled behaviors during LC. The multi-agent framework can handle the
multiple agents’ behaviors with interactions, and the Transformer can process the observation-
action memory accurately and efficiently. The MA-TDDPG algorithm can learn the sequential
decision-making process over continuous action space during LC with the accommodation of
the multi-vehicle interaction and the driver’s memory effect. Compared to traditional supervised
learning and reinforcement learning methods, it demonstrates superior performance in imitating
the longitudinal and lateral actions of the lane changer and the follower. The findings of
this study provide insights into the development of microscopic simulations by producing
realistic LC behaviors, and assistance/automation LC systems by generating LC motions and
responses conforming to human driving habits. The model also creates an interactive simulation
environment and lays the foundation for optimizing driving strategies.

1. Introduction

Lane change (LC) is a complicated driving behavior that depends on the surrounding traffic dynamics, lane positions, and driver’s
motivations (Sun and Kondyli, 2010; Keyvan-Ekbatani et al., 2016a; Ali et al., 2020; Zhang et al., 2021). A typical LC process
involves the lane changer and its surrounding vehicles. Improper vehicle interactions during LC can cause negative impacts on
traffic flow and safety (Ahn and Cassidy, 2007; Zheng et al., 2010, 2011). Thus, it is vital to analyze and model the cooperative and
competitive driving behaviors of multiple vehicles involved in an LC. The accurate modeling could contribute to the microscopic
traffic simulation by generating more realistic LC trajectories (Zheng, 2014; Keyvan-Ekbatani et al., 2016b). It is also beneficial for
the development of the advanced driving assistance system (ADAS) to execute LC or respond to LC consistent with human operating
habits (Bevly et al., 2016).
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Analyzing and modeling LC behavior has always been an area of research interest because of its important role in traffic dynamics.
Aside from LC decision models (Gipps, 1986; Toledo et al., 2003; Kesting et al., 2007), significant progress has been made in
modeling the lane changer’s behavior during LC execution (Xie et al., 2019; Zhang et al., 2019; Zhao et al., 2020) and the LC
impact on follower’s behavior (Laval and Leclercq, 2008; Duret et al., 2011; Zheng et al., 2013). However, LC is often considered a
one-way process, and the interaction between the lane changer and surrounding vehicles is generally ignored. The interplay could
play an important role in the LC process (Kita, 1999; Yu et al., 2018; Ali et al., 2020), and the ignorance could lead to biased LC
models (Ali et al., 2019). Thus this study focuses on coupled LC behavior modeling by accommodating vehicle interactions.

Meanwhile, reinforcement learning (RL) algorithms have been used in LC modeling, which is expected to capture the underlying
strategy and imitate the driver’s behaviors sequentially (Aradi, 2020). It can be applied in both upper-level LC decision making (Ye
et al., 2019; Li et al., 2022b) and the lower-level LC motion control (Wang et al., 2019b; Yu et al., 2022). Although the following
vehicle’s reward was included in some studies (Wang et al., 2021a; Jiang et al., 2022), its behavior has not been modeled properly
using RL. Multi-agent RL (MA-RL) is a type of reinforcement learning, which could model the behaviors of multiple agents with
interactions (Busoniu et al., 2008). Besides, the environment is treated as a Markov decision process (MDP) in conventional RL
models and the agent’s decision is made based on the single-step state. It might be inappropriate given that the vehicle actions are
not memoryless (Zhang, 2003). Recurrent RL (RRL) provides a solution to incorporate the memory effect in the RL algorithm by
implementing a module to process sequential data. It is worth further unlocking the potential of MA-RL and RRL approaches in LC
behavior modeling.

Previous studies on LC behavior modeling commonly used vehicle trajectory data (e.g., NGSIM) and simulation data, whereas
the former only covers limited driving scenarios and the latter cannot reflect realistic driving behavior. The connected vehicle
(CV) equipped with onboard devices could collect the naturalistic driving data of itself and surrounding vehicles. The large-
scale real-world data connected by CVs are beneficial for LC behavior modeling (Toledo, 2007; Zheng, 2014). The Safety Pilot
Model Deployment (SPMD) program is the world’s largest CV test program conducted by the U.S. Department of Transportation
(USDOT) (Henclewood et al., 2014). The rich high-resolution data have shown great potential for LC research (Zhao et al., 2017;
Guo et al., 2021, 2022). They also create the opportunity to model the interactions during the LC process under various driving
scenarios.

This study aims to develop a coupled LC behavior model of the LC vehicle and the following vehicle in the target lane. The
multi-agent Transformer-based deep deterministic policy gradient (MA-TDDPG) method is developed to model the coupled driving
behavior. The multi-agent framework is adopted to imitate the cooperative and/or competitive interactions between vehicles, and
the Transformer network can incorporate the memory effect of drivers. The large-scale real-world driving data collected by CVs in
the SPMD program is used for model development. This study contributes to the literature in the following aspects.

• The driving behaviors of the LC vehicle and the following vehicle are modeled jointly.
• The MA-TDDPG method is proposed to model the coupled LC behavior considering multi-vehicle interaction and memory

effect.
• The large-scale naturalistic driving data collected by CVs are used for model development.

The remainder of this paper is organized as follows. The related works are reviewed in Section 2. The MA-TDDPG LC model
is introduced in Section 3. The detailed CV data processing procedure is illustrated in Section 4. The results and comparisons are
presented in Section 5. At last, the conclusions of this study are summarized in Section 6.

2. Literature review

2.1. Driving behaviors of lane changer and follower

Different from the extensively studied LC decision (Gipps, 1986; Hidas, 2002; Toledo et al., 2003; Kesting et al., 2007) and LC
prediction models (Kumar et al., 2013; Xing et al., 2020; Wang et al., 2021b; Guo et al., 2022), only a few models are proposed
to capture the LC dynamics and its impacts on surrounding vehicles. Some studies used mathematical functions to describe the
trajectory of LC vehicle (Yao et al., 2013; Butakov and Ioannou, 2014; Zhou et al., 2017; Zhao et al., 2020). These models could
provide smoothing LC trajectories consistent with the real LC data, although they might not have clear physical meanings.

Recently, with the rapid development of data collection technologies and deep learning approaches, many studies utilized data-
driven methods to model the LC trajectory. Xie et al. (2019) proposed an LC implementation model based on the long short-term
memory (LSTM) network (Hochreiter and Schmidhuber, 1997), which was able to predict the LC trajectory accurately. Zhang et al.
(2019) considered the car following and LC behaviors in one framework and developed a hybrid retraining-constrained LSTM model
to simulate them simultaneously. Similarly, Shi et al. (2022) proposed an integrated model based on the attention mechanism and
temporal convolution network. Based on the LC segmentation result (Zheng et al., 2013; Chen et al., 2021) proposed LSTM models
with different inputs to predict the LC trajectory at different stages. Wei et al. (2022a) presented a heuristic model based on the
attention-aided encoder–decoder structure to predict the LC vehicle’s trajectory and kinematics. This kind of data-driven method
is also known as clone learning, which could clone the driver’s LC behavior and achieve higher accuracy with a longer prediction
horizon compared to the mathematical models.

In the research about LC impact, the LC process is usually divided into two stages, namely anticipation and relaxation (Zheng
et al., 2013). The anticipation starts when the lane changer initiates a maneuver in the original lane. The relaxation refers to
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the process in which the lane changer adjusts the short spacing upon the LC maneuver to the normal spacing given the speed.
Some studies evaluated the relaxation phenomenon and its influence in a car following framework. Laval and Leclercq (2008)
incorporated a macroscopic LC model (Laval and Daganzo, 2006) and proposed a microscopic modeling framework to describe the
relaxation phenomenon. The model was verified by Leclercq et al. (2007) using the NGSIM data (Alexiadis et al., 2004) and found
to be consistent with macroscopic observations. The model was then reformulated by using the microscopic maximum passing rate
instead of the macroscopic backward-moving kinematic wave speed (Duret et al., 2011). However, these studies only focused on
the transition process after the lane changer appears in the target lane. The LC impact likely begins from the anticipation period.

To investigate the impact during the entire LC transition process, research based on Newell’s car following model (Newell,
2002) has been done to examine the LC effects (Wang and Coifman, 2008; Ma and Ahn, 2008). By investigating the speed-spacing
relations under car following and LC conditions, it is reported that the LC maneuver would affect the lane changer, the follower in
the initial lane, and the follower in the target lane during anticipation and relaxation periods. Zheng et al. (2013) further extended
the aforementioned model (Laval and Leclercq, 2008; Duret et al., 2011) to describe both the anticipation and relaxation processes
simultaneously. It was found that the follower’s trajectory was more correlated with the lane changer rather than the leader during
the anticipation period.

However, a gap existing in these studies is that the driving behavior of the lane changer and follower are considered separately.
Only the lane changer’s or follower’s maneuver is modeled, and the other vehicle would follow a fixed trajectory according to the
data. In fact, their driving behaviors would affect each other, as evidenced by the widely used game theory-based LC models (Kita,
1999; Yu et al., 2018; Ali et al., 2019; Wang et al., 2022a). The interaction between the lane changer and follower is ignored in the
modeling of LC dynamics and impacts. It is necessary to develop a model for the coupled behaviors of both the lane changer and
follower.

Besides, the complete vehicle trajectory data are widely used in these studies. This kind of data collected by stationary equipment
can cover a limited range of road segments, where the traffic conditions are similar. The varied LC scenarios are only partly covered
in the data. Thus the mathematical or clone learning models might not be general enough to be applied in a different environment. In
contrast, CVs can collect various LC scenarios under multiple traffic conditions, which is beneficial for LC modeling (Toledo, 2007;
Zheng, 2014). The RL model is expected to explore the underlying strategies of driving behaviors rather than simple imitation,
which could have better transferability. So it is worth developing an RL-based LC model using the CV data.

2.2. Reinforcement learning in driving behavior modeling

Reinforcement learning (RL) is a machine learning approach aiming to let an intelligent agent interact with an environment and
make decisions. The agent is trained to learn an optimal policy that maximizes the reward function. The basic RL is modeled as a
Markov decision process (MDP). At each time step 𝑡, the RL agent receives a state 𝑆𝑡. It chooses an action 𝐴𝑡 according to the policy
𝜋(𝐴𝑡|𝑆𝑡), which is subsequently sent to the environment. Then, the environment moves to a new state 𝑆𝑡+1 and gives a reward 𝑅𝑡 to
the agent. The MDP continues until the system reaches a terminal state and it will restart. The agent aims to maximize the discounted
accumulated reward function ∑

𝑅𝑡 =
∑∞

𝑘=0 𝛾
𝑘𝑅𝑡+𝑘, with the discount factor 𝛾 ∈ (0, 1] (Li, 2017). As the RL algorithm improves its

policies by interacting with the environment, it is suitable for problems whose solutions can be optimized by trial-and-error. It is
also appropriate for problems that emphasize task completion and delayed reward over the periodical success at intermediate steps.
RL was widely applied in transportation studies and provided promising results (Ozan et al., 2015; Aslani et al., 2017; Essa and
Sayed, 2020; Guo et al., 2023; Jiang et al., 2024).

By combining RL and deep learning (DL), the deep reinforcement learning (DRL) can be formulated, whose policy and other
learned functions are often represented as neural networks. As DL is incorporated into the RL solution, the agent is able to make
decisions from complex high-dimensional raw input data with less manual engineering of the state space. Due to the ability to
generate high-quality solutions and generality in solving varying problems, DRL has been widely used in driving behavior modeling
aiming at the application in autonomous vehicles (AVs) (Haydari and Yilmaz, 2020; Farazi et al., 2021). As for LC-related studies,
the DRL in discrete action space was used for upper-level LC decision modeling (Ye et al., 2019; Dong et al., 2021). Based on the
deep Q-Network (DQN), Wang et al. (2019a) included the rule-based constraints to achieve a safe and efficient LC. Li et al. (2022b)
proposed a risk-aware RL model to find the LC decision with the minimum expected risk. Similarly, He et al. (2022) focused on LC
safety and developed an observation adversarial RL approach to ensure safety under perception uncertainty. The DRL in continuous
action space has been applied for lower-level LC motion control. Wang et al. (2019b) proposed a deep deterministic policy gradient
(DDPG) (Lillicrap et al., 2015) model as the lateral controller to decide the vehicle’s yaw acceleration. In cooperation with the
intelligent driver model (IDM) (Treiber et al., 2000) as the longitudinal controller, the LC behavior can be modeled. Chen et al.
(2019) developed a hierarchical LC behavior model based on DDPG, whose action space consists of both decision making and route
planning. Yu et al. (2022) used DDPG to model both the longitudinal and lateral acceleration during LC, and utilized NGSIM data
for model training and testing. The DRL algorithms were also widely used in CF modeling (Zhu et al., 2018; Lin et al., 2019b; Zhu
et al., 2020). Compared to clone learning, RL is expected to achieve better generalizability and transferability. Because RL models
could infer and learn the inherent strategies rather than imitate the driver’s behaviors simply.

Although the cooperative factors were included through reward functions in some studies (Wang et al., 2021a; Jiang et al.,
2022; Wang et al., 2022b), the interactions between vehicles were not properly modeled in these single-agent models. Besides, the
action was decided according to a single-step state, whose information might be not enough to represent the complete state. To
bridge these two gaps, MA-RL (Lowe et al., 2017) and recurrent RL (RRL) (Heess et al., 2015) can be adopted for driving behavior
modeling.
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Fig. 1. Overview of MA-DDPG structure (Lowe et al., 2017).

As two extensions of the basic RL algorithm, MA-RL incorporates the interactions of multiple agents in a common environment,
and RRL adds the history of previous states and actions to the intelligent agent. They are suitable for developing models considering
the influence of surrounding vehicles and driver’s memories. But they were rarely used in driving behavior modeling. Alsaleh and
Sayed (2021) used MA-RL to simulate the cyclist-pedestrian interactions in shared spaces. Chen et al. (2019) added recurrence to
the DDPG-based LC model to generate more complex driving strategies with the ability to handle the longer sequence input. Wang
and Chan (2017) applied LSTM to capture the historical driving information and conveyed it to DQN for selecting the on-ramp
merging action. Peake et al. (2020) used LSTM network and connectionist RL (Williams, 1992) to achieve the cooperative adaptive
cruise control.

In LC studies, Zhang et al. (2022) developed a collaborative LC decision model with MA-RL. Li et al. (2022a) used the
Transformer to process sequential images in DQN and proposed an LC decision model. To the best of our knowledge, the complete
multi-agent recurrent RL (MA-RRL) has only been used in traffic signal control (Wu et al., 2020). This is one of the first studies that
explore the potential of MA-RRL in modeling coupled behaviors of the lane changer and follower.

Furthermore, the Transformer model (Vaswani et al., 2017) has been increasingly used in LC-related and driving behavior
modeling studies in recent years (Gao et al., 2023; Guo et al., 2022; Li et al., 2022a; Zhu et al., 2022), which achieved better
accuracy and efficiency with the attention mechanism and parallelized structure. It has also been introduced to RL and exceeded
RRL on challenging memory environments in terms of interpretability and efficiency (Parisotto et al., 2020; Li et al., 2022a; Wei
et al., 2022b; Chen et al., 2023). Thus the Transformer network is adopted in this study to process the observation-action history
and make the agent aware of the traffic environment. Additionally, most of the RL-based LC models were developed based on traffic
simulation, as it is a noise-free interactive environment for the RL agent. Although the models achieved good performance in the
simulation environment, they might not be able to reflect the real situations. It is critical to develop the model using large-scale
real-world CV data.

3. Methodology

The LC process is formulated as a two-player Markov game in this study, which is similar to the assumption in game theory-based
LC models. The lane changer decides to merge or wait, while the follower decides to give way or not. One player needs to choose an
appropriate action according to the current situation and the other’s action. Their actions change the situation subsequently, which
will affect themselves in turn. Besides, the LC scenario has elements of both cooperation and competition. For example, each driver
wants to complete the driving task (e.g. changing to the target lane or maintaining the desired speed), and all drivers try to avoid
the collision. These mixed cooperative–competitive characteristics are expected to be captured by the MA-RL algorithm, which can
model the coupled driving behaviors of the lane changer and follower.

MA-RL is a sub-field of reinforcement learning. It focuses on studying the behavior of multiple agents interacting in a shared
environment, which is closely related to the game theory (Busoniu et al., 2008; Buşoniu et al., 2010). Compared to the traditional
single-agent RL, teaching the agent to maximize the cumulative reward, the multiple agents would cooperate and/or compete, and
learn to accomplish a particular task collectively. Besides, the single-agent RL might be poorly suited to the multi-agent system, as
the agents’ changing policies during training make the environment non-stationary for any individual agent.

The multi-agent deep deterministic policy gradient (MA-DDPG) (Lowe et al., 2017) is used to model the driving behaviors of
the lane changer and follower in this study. It is based on the DDPG (Lillicrap et al., 2015), which is a model-free off-policy RL
algorithm using deep function approximators that can learn policies in continuous action spaces. The framework of centralized
training with decentralized execution is adopted in MA-DDPG to solve the multi-agent problem, as shown in Fig. 1. Specifically, the
actor 𝜇𝑖 only has access to its local observation 𝑂𝑖. While the critic 𝑄𝑖 can use extra information (e.g. other agents’ actions 𝐴𝑖) to
facilitate training, which enables inferring other agents’ policies from observations. This assumption is more flexible and realistic

, 
I 

I 
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Fig. 2. Architecture of MA-TDDPG, including experience generation (red arrows) and training (blue arrows) procedure.

compared to knowing other agents’ policies completely. The primary motivation behind this is that, if the actions taken by all agents
are known, the environment is stationary even as the policies change. Therefore, the MA-DDPG method has the potential to be used
for modeling the mixed cooperative–competitive driving behaviors of the lane changer and follower.

At the same time, it is expected that all driving behaviors are affected by memory, due to the existence of reaction time and
vehicle inertia (Zhang, 2003; Yu and Shi, 2015; Pang et al., 2020). However, the traditional RL algorithms only utilize the single-step
state without memory. The decision or action is made based on the current state only, disregarding the previous states. This partially
observed single-step state may not contain enough information for the agent. It is advisable to add memory to the RL algorithms to
achieve higher agent status and environment description accuracy. By implementing recurrent neural networks, the RRL is proposed
to learn from the memory based on interactions with the environment (Moody and Wu, 1997). RRL has a more stable performance
compared to RL when exposed to noisy datasets (Wang et al., 2020; Moody and Saffell, 2001). It is also more flexible in choosing the
objective function and efficient in model training (Wang et al., 2018; Aboussalah and Lee, 2020). Thus, it is worth further exploring
the potential of RRL in driving behavior modeling. Referring to the recurrent DPG (Heess et al., 2015) algorithms, we integrated the
Transformer network into the framework of MA-DDPG and proposed MA-TDDPG, which would be used to model the lane changer’s
and follower’s driving behaviors. The architecture of MA-TDDPG consisting of two agents is illustrated in Fig. 2, where the red
arrows represent the experience generation processes, and the blue arrows represent the training processes.

In the MA-TDDPG model, each agent 𝑖 consists of four Transformer networks, namely the actor (𝜇𝑖), target actor (𝜇′
𝑖 ), critic (𝑄𝑖),

and target critic (𝑄′
𝑖) network. The actor networks (𝜇 and 𝜇′) interact with the environment according to the given state and their

weights. Then, the critic networks (𝑄 and 𝑄′) evaluate the action and output dummy 𝑄-values, which would be used for the model
update. The target networks (𝜇′ and 𝑄′) are the lagged versions of the actual agent networks (𝜇 and 𝑄), which are used to improve
the algorithm’s stability with a soft update.

The LC scenario of lane changer and follower is considered as a partially observed Markov decision process (POMDP) of 𝑁
agents, because: (i) the agent could only receive its private observation rather than the entire state; and (ii) the agent could only
observe the underlying state indirectly through its observation-action history. The basic scenario of this Markov game is presented
in Fig. 3.

The leader is defined as agent0, which participates in the game indirectly as a component of the environment. It would follow
a fixed trajectory extracted from the data. The lane changer is agent1 and the follower is agent2. They play the game and interact
with each other. The CV records the whole LC process as the follower. The longitudinal and lateral components of distance (𝑑) and
speed (𝑣) are denoted as 𝑑𝑦, 𝑑𝑥 and 𝑣𝑦, 𝑣𝑥, respectively. The main notations used in this study are summarized in Table 1.

Lane change dataset 
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Fig. 3. Basic lane change scenario.

Table 1
Summary of notations.

Symbol Definition

𝑖, 𝑗 Vehicle and agent index (0 — leader; 1 — lane changer; 2 — follower)
𝑡, 𝑇 Time
𝛥𝑡 Time interval
𝑣𝑦𝑖 (𝑡) Longitudinal speed of vehicle 𝑖 at time 𝑡

𝑣𝑥𝑖 (𝑡) Lateral speed of vehicle 𝑖 at time 𝑡

𝑑𝑦
𝑖𝑗 (𝑡) Longitudinal distance between vehicle 𝑖 and 𝑗 at time 𝑡

𝑑𝑥
𝑖𝑗 (𝑡) Lateral distance between vehicle 𝑖 and 𝑗 at time 𝑡

𝛥𝑣𝑦𝑖𝑗 (𝑡) Longitudinal relative speed of vehicle 𝑖 and 𝑗 at time 𝑡

𝛥𝑣𝑥𝑖𝑗 (𝑡) Lateral relative speed of vehicle 𝑖 and 𝑗 at time 𝑡

𝑎𝑦𝑖 (𝑡) Longitudinal acceleration of vehicle 𝑖 at time 𝑡

𝑎𝑥𝑖 (𝑡) Lateral acceleration of vehicle 𝑖 at time 𝑡

𝑂𝑖(𝑡) Observation of agent 𝑖 at time 𝑡
𝐴𝑖(𝑡) Action of agent 𝑖 at time 𝑡
𝐻𝑖(𝑡) Observation-action history of agent 𝑖 at time 𝑡
𝑅𝑖(𝑡) Reward of agent 𝑖 at time 𝑡

At each time step 𝑡, each agent 𝑖 would receive its local observation 𝑂𝑖(𝑡) consisting of the kinematics of the ego vehicle, and
the distance and relative speed to the other two vehicles. For the lane changer (agent1), the observation at time 𝑡 is given as

𝑂1(𝑡) = (𝑣𝑦1(𝑡), 𝑣
𝑥
1(𝑡), 𝑑

𝑦
01(𝑡), 𝑑

𝑥
01(𝑡), 𝛥𝑣

𝑦
01(𝑡), 𝛥𝑣

𝑥
01(𝑡), 𝑑

𝑦
12(𝑡), 𝑑

𝑥
12(𝑡), 𝛥𝑣

𝑦
12(𝑡), 𝛥𝑣

𝑥
12(𝑡)) (1)

where 𝑣𝑦1(𝑡) and 𝑣𝑥1(𝑡) are the longitudinal and lateral speed of agent1, respectively. 𝑑𝑦01(𝑡), 𝑑
𝑥
01(𝑡), 𝛥𝑣

𝑦
01(𝑡), and 𝛥𝑣𝑥01(𝑡) are the longi-

tudinal distance, lateral distance, longitudinal relative speed, and lateral relative speed between agent0 and agent1, respectively.
Similarly, 𝑑𝑦12(𝑡), 𝑑

𝑥
12(𝑡), 𝛥𝑣

𝑦
12(𝑡), and 𝛥𝑣𝑥12(𝑡) describe the distance and relative speed between agent1 and agent2. The observation of

the follower (agent2) is

𝑂2(𝑡) = (𝑣𝑦2(𝑡), 𝑣
𝑥
2 (𝑡), 𝑑

𝑦
02(𝑡), 𝑑

𝑥
02(𝑡), 𝛥𝑣

𝑦
02(𝑡), 𝛥𝑣

𝑥
02(𝑡), 𝑑

𝑦
12(𝑡), 𝑑

𝑥
12(𝑡), 𝛥𝑣

𝑦
12(𝑡), 𝛥𝑣

𝑥
12(𝑡)) (2)

For model simplification without losing generalizability, we assumed that the lane changer can move both longitudinally and
laterally, while the follower can move only longitudinally. This assumption about the follower’s motion has been adopted in many
related studies based on CF theory (Laval and Leclercq, 2008; Duret et al., 2011; Zheng et al., 2013). Besides, the 95% quantile of
the follower’s lateral speed is 0.165 m∕s in the extracted data, which makes the assumption acceptable. The lane changer’s action
is 𝐴1(𝑡) = (�̂�𝑦1(𝑡), �̂�

𝑥
1 (𝑡)), and the follower’s action is 𝐴2(𝑡) = �̂�𝑦2(𝑡), where �̂�𝑦(𝑡) and �̂�𝑥(𝑡) are the longitudinal and lateral acceleration,

respectively.
After receive the observation 𝑂𝑖(𝑡), the agent would summarize the history 𝐻𝑖(𝑡) = (𝑂𝑖(1), 𝐴𝑖(1),… , 𝑂𝑖(𝑡 − 1), 𝐴𝑖(𝑡 − 1), 𝑂𝑖(𝑡))

by combining the memory and current observation. Then, each agent selects an action 𝐴𝑖(𝑡) = 𝜇𝑖(𝐻𝑖(𝑡)|𝜃
𝜇
𝑖 ) based on the history

and policy. A random noise  , generated by the Ornstein–Uhlenbeck process (𝜃 = 0.15 and 𝜎 = 0.2) (Uhlenbeck and Ornstein,
1930), would be added to the action for exploration. This temporally correlated noise could achieve a better exploration of physical
environments with momentum. Then, all the actions are executed and the whole environment would be updated based on the

Lane changer 
(Agentl) 
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kinematic model, which is given by

�̂�𝑦0(𝑡 + 1) = 𝑣𝑦0(𝑡)

�̂�𝑥0 (𝑡 + 1) = 𝑣𝑥0(𝑡)

�̂�𝑦𝑖 (𝑡 + 1) = 𝑣𝑦𝑖 (𝑡) + �̂�𝑦𝑖 (𝑡)𝛥𝑡
|

|

|𝑖=1,2

�̂�𝑥𝑖 (𝑡 + 1) = 𝑣𝑥𝑖 (𝑡) + �̂�𝑥𝑖 (𝑡)𝛥𝑡
|

|

|𝑖=1,2

𝛥�̂�𝑦𝑖𝑗 (𝑡 + 1) = �̂�𝑦𝑖 (𝑡 + 1) − �̂�𝑦𝑗 (𝑡 + 1)||
|𝑖=0,1;𝑗=1,2;𝑖<𝑗

𝛥�̂�𝑥𝑖𝑗 (𝑡 + 1) = �̂�𝑥𝑖 (𝑡 + 1) − �̂�𝑥𝑗 (𝑡 + 1)||
|𝑖=0,1;𝑗=1,2;𝑖<𝑗

𝑑𝑦𝑖𝑗 (𝑡 + 1) = 𝑑𝑦𝑖𝑗 (𝑡) +
𝑣𝑦𝑖 (𝑡) + �̂�𝑦𝑖 (𝑡 + 1)

2
𝛥𝑡 −

𝑣𝑦𝑗 (𝑡) + �̂�𝑦𝑗 (𝑡 + 1)

2
𝛥𝑡||
|𝑖=0,1;𝑗=1,2;𝑖<𝑗

𝑑𝑥𝑖𝑗 (𝑡 + 1) = 𝑑𝑥𝑖𝑗 (𝑡) +
𝑣𝑥𝑖 (𝑡) + �̂�𝑥𝑖 (𝑡 + 1)

2
𝛥𝑡 −

𝑣𝑥𝑗 (𝑡) + �̂�𝑥𝑗 (𝑡 + 1)

2
𝛥𝑡||
|𝑖=0,1;𝑗=1,2;𝑖<𝑗

(3)

where the hatted values represent the estimated values and the non-hatted values are observed ones. 𝛥𝑡 is the update time interval,
which is 0.1s in this study. The leader (agent0) is assumed to maintain its speed as it does not participate in the Markov game
directly. Two reward functions are designed to make the agents imitate human drivers’ behaviors based on speed and distance. The
speed reward function is proposed to make the agents adopt proper actions to keep the same speed as a human driver, which is
given by

𝑅𝑣1 = −(
�̂�𝑦1(𝑡 + 1) − 𝜇𝑣𝑦1

𝜎𝑣𝑦1
−

𝑣𝑦1(𝑡 + 1) − 𝜇𝑣𝑦1
𝜎𝑣𝑦1

)2 − (
�̂�𝑥1 (𝑡 + 1) − 𝜇𝑣𝑥1

𝜎𝑣𝑥1
−

𝑣𝑥1 (𝑡 + 1) − 𝜇𝑣𝑥1
𝜎𝑣𝑥1

)2

𝑅𝑣2 = −(
�̂�𝑦2(𝑡 + 1) − 𝜇𝑣𝑦2

𝜎𝑣𝑦2
−

𝑣𝑦2(𝑡 + 1) − 𝜇𝑣𝑦2
𝜎𝑣𝑦2

)2
(4)

where 𝑅𝑣1 is the lane changer’s speed reward and 𝑅𝑣2 is the follower’s. 𝜇𝑣𝑦1 , 𝜎𝑣
𝑦
1
, 𝜇𝑣𝑥1 , 𝜎𝑣𝑥1 , 𝜇𝑣𝑦2 , and 𝜎𝑣𝑦2

are the mean and standard
deviation of 𝑣𝑦1, 𝑣

𝑥
1 , and 𝑣𝑦2, respectively. The normalized rewards are adopted to achieve a balance between multiple components,

as well as multiple agents.
The distance reward function is used to let the agents maintain proper distances to other vehicles like a human driver, which is

given by

𝑅𝑑1 = − (
𝑑𝑦01(𝑡 + 1) − 𝜇𝑑𝑦01

𝜎𝑑𝑦01
−

𝑑𝑦01(𝑡 + 1) − 𝜇𝑑𝑦01
𝜎𝑑𝑦01

)2 − (
𝑑𝑥01(𝑡 + 1) − 𝜇𝑑𝑥01

𝜎𝑑𝑥01
−

𝑑𝑥01(𝑡 + 1) − 𝜇𝑑𝑥01
𝜎𝑑𝑥01

)2

− (
𝑑𝑥12(𝑡 + 1) − 𝜇𝑑𝑥12

𝜎𝑑𝑥12
−

𝑑𝑥12(𝑡 + 1) − 𝜇𝑑𝑥12
𝜎𝑑𝑥12

)2

𝑅𝑑2 = − (
𝑑𝑦12(𝑡 + 1) − 𝜇𝑑𝑦12

𝜎𝑑𝑦12
−

𝑑𝑦12(𝑡 + 1) − 𝜇𝑑𝑦12
𝜎𝑑𝑦12

)2

(5)

where 𝑅𝑑1 and 𝑅𝑑2 are the distance rewards of the lane changer and follower, respectively. 𝑅𝑑1 consists of the longitudinal distance
components (𝑑𝑦01 and 𝑑𝑦12) and lateral distance component (𝑑𝑥12). It should be noted that only the lateral distance between the lane
changer and follower (𝑑𝑥12) is calculated. The reward function containing both 𝑑𝑥12 and 𝑑𝑥01 was tested. These two reward components
were found to be highly correlated as the leader and follower are in the same lane. So 𝑑𝑥01 was removed for simplification and the
model performance is not affected. Besides, only the longitudinal distance between the lane changer and follower (𝑑𝑦12) is considered
in 𝑅𝑑2. We tried the reward function including 𝑑𝑦12 and 𝑑𝑦02 and found that the current one gave better results. This finding is
consistent with the evidence that the follower’s motions mainly depend on the lane changer (Zheng et al., 2013). In the end, the
sequence (𝑂𝑖(1), 𝐴𝑖(1), 𝑅𝑖(1),… , 𝑂𝑖(𝑇 ), 𝐴𝑖(𝑇 ), 𝑅𝑖(𝑇 )), consisting of observations, actions, and rewards of all agents, would be stored
in the replay buffer.

At the beginning of the model training process, a random mini-batch of 𝑀 observation-action trajectories
(𝑂𝑘

𝑖 (1), 𝐴
𝑘
𝑖 (1), 𝑅

𝑘
𝑖 (1),… , 𝑂𝑘

𝑖 (𝑇 ), 𝐴
𝑘
𝑖 (𝑇 ), 𝑅

𝑘
𝑖 (𝑇 )) are sampled for each agent. The history 𝐻𝑘

𝑖 (𝑡) is constructed by appending the current
observation to the memory. Then, the target actor network 𝜇′

𝑖 would choose an action 𝐴𝑘
𝑖 (𝑡+ 1) = 𝜇′

𝑖 (𝐻
𝑘
𝑖 (𝑡+ 1)) based on the policy.

The target critic evaluates the policy of the target actor and outputs a scalar Q-value 𝑄′
𝑖(𝐻

𝑘
𝑖 (𝑡+ 1), 𝐴𝑘

1(𝑡+ 1),… , 𝐴𝑘
𝑁 (𝑡+ 1)). It should

be noted that the actions taken by all agents are used for one agent’s policy evaluation, which keeps the environment stationary
with changing policies. Similarly, the critic evaluates the actor’s policy with 𝑄𝑖(𝐻𝑘

𝑖 (𝑡), 𝐴
𝑘
1(𝑡),… , 𝐴𝑘

𝑁 (𝑡)). Now we can update the critic
network by minimizing the loss given by

(𝜃𝑄𝑖 ) =
1

𝑀𝑇
∑

𝑘

∑

𝑡
(𝑦𝑘𝑖 (𝑡) −𝑄𝑖(𝐻𝑘

𝑖 (𝑡), 𝐴
𝑘
1(𝑡),… , 𝐴𝑘

𝑁 (𝑡)))2 (6)

where

𝑦𝑘𝑖 (𝑡) = 𝑅𝑘
𝑖 (𝑡) + 𝛾𝑄′

𝑖(𝐻
𝑘
𝑖 (𝑡 + 1), 𝐴𝑘

1(𝑡 + 1),… , 𝐴𝑘
𝑁 (𝑡 + 1))|𝐴𝑘

𝑖 (𝑡+1)=𝜇
′
𝑖 (𝐻

𝑘
𝑖 (𝑡+1))

(7)
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The gradient used to update the actor network can be derived as

∇𝜃𝜇𝑖
𝐽 ≈ 1

𝑀𝑇
∑

𝑘

∑

𝑡
∇𝜃𝜇𝑖

𝜇𝑖(𝐻𝑘
𝑖 (𝑡))∇𝐴𝑘

𝑖 (𝑡)
𝑄𝑖(𝐻𝑘

𝑖 (𝑡), 𝐴
𝑘
1(𝑡),… , 𝐴𝑘

𝑁 (𝑡))|𝐴𝑘
𝑖 (𝑡)=𝜇𝑖(𝐻

𝑘
𝑖 (𝑡))

(8)

At last, the target actor and critic networks are soft updated with

𝜃𝑄
′

𝑖 ← 𝜏𝜃𝑄𝑖 + (1 − 𝜏)𝜃𝑄
′

𝑖

𝜃𝜇
′

𝑖 ← 𝜏𝜃𝜇𝑖 + (1 − 𝜏)𝜃𝜇
′

𝑖

(9)

The detailed MA-TDDPG algorithm is presented in Algorithm 1.

Algorithm 1 Multi-agent deep deterministic policy gradient for N agents (based on (Lillicrap et al., 2015; Heess et al., 2015; Lowe
et al., 2017))
Randomly initialize recurrent critic network 𝑄𝑖(𝐻𝑖(𝑡), 𝐴𝑖(𝑡)|𝜃

𝑄
𝑖 ) and recurrent actor network 𝜇𝑖(𝐻𝑖(𝑡)|𝜃

𝜇
𝑖 ) with weights 𝜃𝑄𝑖 and 𝜃𝜇𝑖 for

each agent 𝑖
Initialize target networks 𝑄′

𝑖 and 𝜇′
𝑖 with weights 𝜃𝑄

′

𝑖 ← 𝜃𝑄𝑖 , 𝜃𝜇
′

𝑖 ← 𝜃𝜇𝑖
Initialize replay buffer 𝐵
for episode =1 to 𝑀 do

Initialize history 𝐻𝑖(0) for each agent i
Initialize a random process  for action exploration
for agent 𝑖 = 1 to 𝑁 do

for 𝑡 = 1 to T do
Receive current observation 𝑂𝑖(𝑡)
𝐻𝑖(𝑡) ← 𝐻𝑖(𝑡 − 1), 𝐴𝑖(𝑡 − 1), 𝑂𝑖(𝑡) (append current observation and previous action to history)
Select action 𝐴𝑖(𝑡) = 𝜇𝑖(𝐻𝑖(𝑡)|𝜃

𝜇
𝑖 ) + according to the current policy and exploration noise

Execute actions 𝑨(𝑡) = (𝐴1(𝑡),⋯ , 𝐴𝑁 (𝑡)) and observe reward 𝑅𝑖(𝑡) and new observation 𝑂𝑖(𝑡 + 1)
end for
Store the sequence (𝑂𝑖(1), 𝐴𝑖(1), 𝑅𝑖(1),⋯ , 𝑂𝑖(𝑇 ), 𝐴𝑖(𝑇 ), 𝑅𝑖(𝑇 )) in replay buffer 𝐵
Sample a random minibatch of 𝑀 samples (𝑂𝑘

𝑖 (1), 𝐴
𝑘
𝑖 (1), 𝑅

𝑘
𝑖 (1),⋯ , 𝑂𝑘

𝑖 (𝑇 ), 𝐴
𝑘
𝑖 (𝑇 ), 𝑅

𝑘
𝑖 (𝑇 )) from 𝐵

Construct histories 𝐻𝑘
𝑖 (𝑡) = (𝑂𝑘

𝑖 (1), 𝐴
𝑘
𝑖 (1),⋯ , 𝑂𝑘

𝑖 (𝑡 − 1), 𝐴𝑘
𝑖 (𝑡 − 1), 𝑂𝑘

𝑖 (𝑡))
Set 𝑦𝑘𝑖 (𝑡) = 𝑅𝑘

𝑖 (𝑡) + 𝛾𝑄′
𝑖(𝐻

𝑘
𝑖 (𝑡 + 1), 𝐴𝑘

1(𝑡 + 1),⋯ , 𝐴𝑘
𝑁 (𝑡 + 1))|𝐴𝑘

𝑖 (𝑡+1)=𝜇
′
𝑖 (𝐻

𝑘
𝑖 (𝑡+1))

Update critic by minimizing the loss (𝜃𝑄𝑖 ) =
1

𝑀𝑇
∑

𝑘
∑

𝑡(𝑦
𝑘
𝑖 (𝑡) −𝑄𝑖(𝐻𝑘

𝑖 (𝑡), 𝐴
𝑘
1(𝑡),⋯ , 𝐴𝑘

𝑁 (𝑡)))2

Update actor using the sampled policy gradient:
∇𝜃𝜇𝑖

𝐽 ≈ 1
𝑀𝑇

∑

𝑘
∑

𝑡 ∇𝜃𝜇𝑖
𝜇𝑖(𝐻𝑘

𝑖 (𝑡))∇𝐴𝑘
𝑖 (𝑡)

𝑄𝑖(𝐻𝑘
𝑖 (𝑡), 𝐴

𝑘
1(𝑡),⋯ , 𝐴𝑘

𝑁 (𝑡))|𝐴𝑘
𝑖 (𝑡)=𝜇𝑖(𝐻

𝑘
𝑖 (𝑡))

Update target network parameters for each agent 𝑖:
𝜃𝑄

′

𝑖 ← 𝜏𝜃𝑄𝑖 + (1 − 𝜏)𝜃𝑄
′

𝑖

𝜃𝜇
′

𝑖 ← 𝜏𝜃𝜇𝑖 + (1 − 𝜏)𝜃𝜇
′

𝑖
end for

end for

4. Data preparation

SPMD is the world’s largest CV test program, which aims to demonstrate CV technologies in the real-world environment (Huang
et al., 2017). 2842 equipped vehicles participated in the program for over 2 years in Ann Arbor, Michigan (Bezzina and Sayer,
2014). The two-month sample data (October 2012 and April 2013) are now available to the public on the ITS Data Hub
(https://www.its.dot.gov/data/). The SPMD environment includes eight datasets, namely Data Acquisition System 1 (DAS1), Data
Acquisition System 2 (DAS2), Basic Safety Message (BSM), Roadside Equipment, Network, Weather, Schedule, and Road Work
Activity (Hamilton and Allen, 2015).

The DAS1 dataset, collected by the University of Michigan Transportation Research Institute (UMTRI) in April 2013, is
used in this study. A total of 7960 trips recorded by 98 sedans equipped with the DAS1 and the MobilEye sensor (Harding
et al., 2014) were investigated. Within the DAS1 dataset, the DataLane file records the CVs’ lateral positions relative to lane
boundaries (LaneDistanceLeft and LaneDistanceRight) and the estimated lane marking measurement quality (LaneQualityLeft and
LaneQualityRight). The DataFrontTargets file provides relative positions (Range and Transversal) and relative speed (RangeRate) of the
leading vehicles. The DataWsu file contains the geospatial (LatitudeWsu and LongitudeWsu) and kinematic (GpsSpeedWsu and AxWsu)
information of CVs. The detailed description of the fields is reported in Table 2. All the data elements are collected at a frequency
of 10 Hz. The DataLane and DataFrontTargets files were recorded by the MobilEye sensor, and the DataWsu file was collected by the
GPS unit and controller area network (CAN) bus via wireless safety unit (WSU). Python programming language (Van Rossum and
Drake, 2009) with Apache Spark bigdata analytic engine (Zaharia et al., 2016) was used for data manipulation.

To begin with, the invalid records were filtered out from the dataset. The criterion ‘‘LaneQualityLeft > 0 and LaneQualityRight
> 0’’ was used to remove records with poor lane marking measurement quality. The data points without valid GPS and Can Bus

https://www.its.dot.gov/data/
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Table 2
Field description of CV data.

Origin file Field name Description

Common Device A unique, numeric ID assigned to each DAS
Trip Count of ignition cycles—each ignition cycle commences when the ignition is in the

on position and ends when it is in the off position
Time Time in centiseconds since DAS started, which (generally) starts when the ignition is

in the on position (centisecond)
DataLane LaneDistanceLeft (𝑑𝑙(𝑡)) Distance between the center line of the vehicle and the left boundary of the travel

lane (m)
LaneDistanceRight (𝑑𝑟(𝑡)) Distance between the center line of the vehicle and the right boundary of the travel

lane (m)
LaneQualityLeft Quality of the estimated boundary measure of the travel lane’s left boundary

(ranging from 0 ‘‘very bad’’ to 3 ‘‘very good’’)
LaneQualityRight Quality of the estimated boundary measure of the travel lane’s left boundary

(ranging from 0 ‘‘very bad’’ to 3 ‘‘very good’’)
DataFrontTargets ObstacleId ID of new obstacle, as assigned by the Mobileye sensor, and its value will be the last

used free ID
TargetType Classification of an identified obstacle/target (0: car; 1: truck; 2: motorcycle; 3:

pedestrian; 4: bicycle)
Range (𝑑𝑦

𝑖2(𝑡)) Longitudinal position of an object, typically the closest object, relative to a reference
point on the host vehicle, according to the Mobileye sensor (m)

RangeRate (𝛥𝑣𝑦𝑖2(𝑡)) Longitudinal velocity of an object, typically the closest object, relative to the host
vehicle, according to the Mobileye sensor (m/s)

Transversal (𝑑𝑥
𝑖2(𝑡)) The lateral position of the obstacle, as determined by the Mobileye sensor (m)

DataWsu GpsValidWsu Communicates whether a GPS data point is valid (1) or not (0)
LatitudeWsu Latitude from WSU receiver (deg)
LongitudeWsu Longitude from WSU receiver (deg)
GpsSpeedWsu (𝑣𝑦2(𝑡)) Speed from WSU GPS receiver (m/s)
ValidCanWsu Vehicle CAN Bus message to WSU is valid (1) or not (0)
AxWsu Longitudinal acceleration from vehicle CAN Bus vis WSU (m∕s2)

messages were cleaned with the criterion ‘‘GpsValidWsu = 1 and ValidCanWsu = 1’’. Besides, the criterion ‘‘TargetType = 0’’ was
applied to ensure that the front vehicles are cars. The driving behaviors would be different when the types of leaders differ (Ossen
and Hoogendoorn, 2011), and the cars take up to 90.9% of all the front targets in the dataset. Therefore this study focuses on
situations where the leaders are cars. After the cleaning process, the three datasets were merged based on the common fieldsDevice,
Trip, and Time.

Then, some records were filtered based on their values. According to the technical report (Kelly Blue Book, 2013), the fastest
sedan can travel at a speed of 200 mph (90 m/s), and the maximum acceleration is around 7 m∕s2 in 2013. The records with
GpsSpeedWsu value higher than 90 m/s, or AxWsu value greater than 7 m∕s2 were removed as outliers. The MobilEye sensor could
cover three or more lanes and track multiple targets, including vehicles in the opposite direction. So the speed of the leader,
calculated by GpsSpeedWsu + Rangerate, needs to be examined. The criterion ‘‘GpsSpeedWsu + Rangerate > −1 m/s’’ was employed
to filter out the records describing vehicles in the opposite direction. Besides, the free-flow scenarios were eliminated with the rule
‘‘Range < 100 m’’. The vehicle pair with a lateral distance less than 2 m (−2 m < Transversal < 2 m) was assumed to be in the
same lane and selected. If there is more than one car detected in the same lane, the vehicle with minimum longitudinal distance
(𝑅𝑎𝑛𝑔𝑒 = 𝑚𝑖𝑛(𝑅𝑎𝑛𝑔𝑒)) was determined to be the leader of CV.

Next, the data would be filtered to reduce the influence of measurement error and noise. The measurement quality of lane
distance data (𝐿𝑎𝑛𝑒𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝐿𝑒𝑓𝑡 and 𝐿𝑎𝑛𝑒𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑅𝑖𝑔ℎ𝑡) is not satisfactory, and the estimated quality (𝐿𝑎𝑛𝑒𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝐿𝑒𝑓𝑡 and
𝐿𝑎𝑛𝑒𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑅𝑖𝑔ℎ𝑡) is usually less than 3 (Guo et al., 2022). Because the lane markings might be uncontinuous and unclear, and
they could be shaded by other vehicles. A Gaussian filter was adopted to process the lane distance data for noise reduction. The
raw and processed data are shown in Fig. 4. The computation of lateral speed is based on the lane distance data, which is given
by Eq. (10). It is obvious that the Gaussian filter can effectively reduce the fluctuation of lateral speed without changing the lateral
distance significantly.

Now the dataset contains information about the closest leader of CV. If the leader change (identified by the change of ObstacleId)
and the distance decrease (𝑅𝑎𝑛𝑔𝑒(𝑡 + 𝛥𝑡) < 𝑅𝑎𝑛𝑔𝑒(𝑡)), there would be two possible scenarios: (i) CV changes lane; and (ii) another
vehicle changes lane and appears in front of CV. In the latter case, CV is the follower in LC. It could record the movements of all
participants during the anticipation period of LC. So these data would be used to model the driving behavior of the lane changer
and follower. Based on our previous LC detection results (Guo et al., 2021), the events where CV changes lane were excluded, and
the useful data were kept.

Further, the impact of the lane changer on the follower lasts for 25 s on average during the whole LC process (Ma and Ahn, 2008;
Wang and Coifman, 2008). Zheng et al. (2013) pointed out that the average duration for the anticipation and relaxation stages of
LC is 8–14 s and 10–15 s, respectively. In the dataset, the lane changer would block the leader from the CV’s view after it enters
the target lane. There are not enough data to model the coupled driving behaviors in the relaxation phase. Thus this study focuses
on the anticipation stage. The LC scenarios within 10 s before the change of leader were extracted.
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Fig. 4. The raw and processed lateral distance and speed data.

Fig. 5. Data preparation procedure.

At last, the LC event dataset was completed with the information of lane changers before LC. Now it only contains information
about leaders, and lane changers were treated as new leaders after LC. By merging with the 𝐷𝑎𝑡𝑎𝐹 𝑟𝑜𝑛𝑡𝑇 𝑎𝑟𝑔𝑒𝑡𝑠 dataset and selecting
the records with 𝑂𝑏𝑠𝑡𝑎𝑐𝑙𝑒𝐼𝑑 same as the leaders and lane changers, the LC scenario dataset can be created. It should be noted
that the view angle of MobilEye’s main camera is 28◦ (Stein et al., 2003). Some lane changers cannot be detected 10 s before LC,
especially when the distances are small. In these situations, the segments were clipped to the time step when the lane changer is
detected for the first time. After processing, there were 639 LC scenarios with an average length of 5.73 s extracted. 80% of the
data would be used to train the MA-TDDPG lane changer and follower driving behaviors model, and the remaining 20% are kept
for model testing. The detailed data preparation procedure is illustrated in Fig. 5.

In the processed LC dataset, the longitudinal speed of the follower 𝑣𝑦2(𝑡) = 𝐺𝑝𝑠𝑆𝑝𝑒𝑒𝑑𝑊 𝑠𝑢, the longitudinal distance 𝑑𝑦𝑖2(𝑡) =
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Fig. 6. Architecture of the actor and critic networks.

exported directly. Other variables used in the model are calculated as

𝑣𝑥2 (𝑡) =
(𝑑𝑙(𝑡) − 𝑑𝑙(𝑡 − 𝛥𝑡)) + (𝑑𝑟(𝑡) − 𝑑𝑟(𝑡 − 𝛥𝑡))

2 × 𝛥𝑡
𝑣𝑦𝑖 (𝑡) = 𝑣𝑦2(𝑡) + 𝛥𝑣𝑦𝑖2(𝑡)

|

|
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|
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𝛥𝑣𝑥𝑖𝑗 (𝑡) = 𝑣𝑥𝑖 (𝑡) − 𝑣𝑥𝑗 (𝑡)
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(10)

where 𝛥𝑡 is the time interval between two continuous records, which is 0.1 s in the dataset.

5. Results and discussion

5.1. MA-TDDPG model training and results

In this section, the MA-TDDPG model is trained and tested, whose structure is shown in Fig. 6. It is expected to learn the
underlying policy of driver’s behavior through the interaction with the environment and other agents. The memory window is
assumed to be 1s and therefore the CV data collected in the past 10 time steps are used to develop the model. The input of the
actor network consists of the observation-action history in the last 9 time steps and the observation at the current time step. The
masking layer is adopted to mask the empty observation-action vectors and skip time steps at the beginning stage of training. It
also masks the empty action at the current time step. Next, the Transformer encoder (Vaswani et al., 2017; Guo et al., 2022) is
used to process the sequential history data and extract useful information, which has shown superior performance in time-series
data processing. It should be noted that the size of the output layer is different for the lane changer and follower. Specifically,
the longitudinal acceleration 𝐴2(𝑡) = �̂�𝑦2(𝑡) is the only output of the follower (agent2), and the longitudinal and lateral acceleration
𝐴1(𝑡) = (�̂�𝑦1(𝑡), �̂�

𝑥
1 (𝑡)) are two outputs of the lane changer (agent1).

The generated actions of all agents would be passed to the critic network as a part of the input. The other part is the same
observation-action history as the actor network. Similarly, the Transformer encoder is used to deal with the observation-action
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Table 3
Hyperparameters in MA-TDDPG model.

Hyperparameter Value Description

Actor learning rate 0.0005a Learning rate used by the Adam optimizer of actor network
Critic learning rate 0.001a Learning rate used by the Adam optimizer of critic network
Discount factor (𝛾) 0.9 Discount factor in DDPG
Soft target update rate (𝜏) 0.01 Soft update rate for target networks
Replay memory size 10,000 Number of training samples in replay memory
Batch size 256 Number of training samples used for gradient update

a Decay every 200 steps with a base of 0.95.

Fig. 7. Rolling average episodic reward of MA-TDDPG models during training.

history. Then these two inputs would be concentrated. The output of the critic network is a value evaluating the policy, which will
be used for actor network updating. The target networks are the lag versions of actor and critic networks, which are used to make
the model stable by updating softly. The hyperparameters adopted for the MA-TDDPG model training are presented in Table 3. The
exponential decay learning rate schedule is adopted in this model to improve the training stability. The model is expected to explore
the policy with a higher learning rate at the beginning stage, while find the best policy with the learned experience at a lower rate.

The MA-TDDPG model is trained using real-world data, in order to make the model imitate human driving behaviors. In each
training episode, an LC scenario was randomly sampled from the training set and fed to the MA-TDDPG model. The model would
process the input sequentially and store a set of experience (𝑂𝑖(1), 𝐴𝑖(1), 𝑅𝑖(1), ⋯ , 𝑂𝑖(𝑇 ), 𝐴𝑖(𝑇 ), 𝑅𝑖(𝑇 )) in the replay buffer. Next, a
minibatch of samples was sampled and used for model training. After the network parameters update, another sample would be
selected and passed to the model. The training process was repeated for 2000 episodes, where an episode means loading an LC
event. The average episodic reward with a rolling window of 50 episodes during training is shown in Fig. 7.

It is clear that the agents in MA-TDDPG models start to converge after around 800 episodes. The alternate change of the lane
changer’s and follower’s rewards indicates the interaction during training. For example, the first peak of the red line in Fig. 7(a)
could be a locally optimal point for the follower, which is not an equilibrium point for all agents. Thus the learned policy passes
wrong information to the lane changer and makes its reward worse. At last, the follower reaches convergence first and leads the
lane changer to converge with the correct policy.

The root mean square error (RMSE) and the Jensen–Shannon divergence (JSD) are employed to evaluate the performances of
agents in both the longitudinal and lateral motions. The RMSE computes the average error between the simulated and observed
values as given by Fig. 8(a).

𝑅𝑀𝑆𝐸 =

√

√

√

√

1
𝑛

𝑛
∑

𝑖=1
(�̂�𝑖 − 𝑥𝑖)2 (11)

where �̂�𝑖 and 𝑥𝑖 are the estimated and observed values, respectively. The RMSE of speed (𝑣𝑦1, 𝑣
𝑥
1 and 𝑣𝑦2) and distance (𝑑𝑦01, 𝑑

𝑦
12 and

𝑑𝑥12) are reported in Fig. 8(a). The Jensen–Shannon divergence (JSD) is used to measure the similarity between the simulated and
observed value distributions, which is calculated as
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Fig. 8. Root mean square error (RMSE) and Jensen–Shannon divergence (JSD) of MA-TDDPG models.

where 𝑃 and 𝑄 are the estimated and actual discrete probability distributions, respectively. The JSD values are reported in Fig. 8(b).
In general, the MA-TDDPG models can achieve good performances in modeling the coupled driving behaviors of the lane changer

and follower, indicated by their low JSD values of all the indicators. The speed reward outperforms the distance reward, as it has
lower RMSE values, especially on the speed-related indicators. The distributions of the values estimated by the MA-TDDPG model
with speed reward are compared with the real data, as shown in Fig. 9. The generated distributions are highly consistent with the
observed human-driving data.

A possible reason for the performance difference is related to the state updating function, which is given by Eq. (3). The speed of
the leader is assumed to be constant within one time step, which is not accurate in real situations. This error would be propagated to
the model through the distance reward function, as the distances between the leader and lane changer are components. In contrast,
the speed reward function depends on the speeds of the lane changer and follower, which is not influenced by this assumption.
Thus the MA-TDDPG model achieves better performance with the speed reward function.

5.2. Trajectory reconstruction

To demonstrate the implementation of the proposed MA-TDDPG model, several general and corner LC scenarios were extracted
and the trajectories of lane changer and follower were estimated. In the trajectory replication process, the leader would move along
the recorded trajectory. The initial observations were passed to the lane changer and follower. Then the whole trajectories would be
generated sequentially by the MA-TDDPG model. The observed and estimated two-dimensional, longitudinal, and lateral trajectories

0.175 0.1705 - Speed reward 

Distance reward 
0.150 

... 
0 

g 0.125 

~ 
g< 0.100 
g 
S 0,075 
0 
0 

i:,::: 0.050 

0.025 

0.000 
0.0004 0.0004 

yY vx yY do1 df2 df2 1 1 2 
Indicators 

(a) Root mean square error (RMSE) 

0.0014 
0.0013 - Speed reward 

0.0012 Distance reward 
<D u 
C: 
~ 0.0010 ... 
<D 

.i:; 

~ 0.0008 

J 0.0006 
b 
<D 

~ 0.0004 
<D 

M 

0.0002 

0.0000 0 0 
yY vx yY do1 df2 df2 1 1 2 

Indicators 

(b) Jensen-Shannon divergence (JSD) 



Transportation Research Part C 165 (2024) 104703

14

H. Guo et al.

Fig. 9. Distributions of real and estimated values.

of the leader, lane changer, and follower are illustrated in Fig. 10. Specifically, Fig. 10(a) and (b) show the general left and right
LC scenarios, respectively. Fig. 10(c) shows the LC case where the leading vehicle has the maximum speed in the dataset, Fig. 10(d)
demonstrates the case with the highest following vehicle speed, and Fig. 10(e) presents the LC scenario with the minimum gap. The
time gap between two continuous points in the two-dimensional trajectory is 0.1s.

It is clear that the trajectories estimated by the MA-TDDPG model are highly consistent with human-driven ones. The proposed
model can accurately replicate the longitudinal and lateral accelerations of the lane changer and follower. Both the left and right
LCs, as well as the general and corner cases, can be modeled in the unified model, which indicates its great generalizability and
potential for practical use.

5.3. Ablation and comparison study

To further reveal the advantages of the MA-TDDPG model, the ablation and comparison study is carried out for investigation.
Certain components are removed systematically to understand the contribution of the component to the overall performance. The
baseline RL models include DDPG, MA-DDPG, TDDPG, and full-direction MA-TDDPG (MA-TDDPG(full)). Specifically, DDPG is the
basic model built with a neural network (NN), which only uses the current observation for action choosing without considering
the interaction between agents. MA-DDPG and TDDPG are two extensions of the DDPG model, in which the multiple agents’
interactions and memory effects are considered, respectively. The MA-TDDPG (full) model includes both the longitudinal and lateral
movements of the follower, while the follower is only allowed to move longitudinally in the MA-TDDPG model. The MA-TDDPG (full)
model is constructed to analyze the influences of different vehicle action assumptions on model performances. The speed reward
function is used for all these RL models. Two supervised learning models, namely Transformer and NN, are trained to investigate the
contribution of the RL framework. Their network structures are the same as the intelligent agent in the corresponding RL models.
These models would clone the longitudinal and lateral acceleration of the lane changer and the follower directly. Additionally, a
supervised learning model (LSTM) and a multi-agent recurrent DDPG model (MA-RDDPG (LSTM)) based on the widely used LSTM
network are trained for comparison. The performances of all models are reported in Table 4.

In the ablation study, the basic DDPG model cannot achieve a good performance, which indicates that the single-step observation
and non-interactive environment do not contain enough information and exact assumptions for the modeling task. The MA-DDPG and
TDDPG models outperform the DDPG model. The memory-capable structure seems to contribute more to the accuracy improvement,
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Fig. 10. Trajectory reconstruction examples (solid line — estimated trajectory, dashed line — observed trajectory).

according to the smaller RMSE values of TDDPG compared to MA-DDPG. The MA-TDDPG model is the combination of MA-DDPG and
TDDPG models and reaches the best performance, which indicates the importance of multi-agent and memory-capable architectures.
Compared to supervised learning models, the corresponding DDPG and TDDPG models achieve lower RMSE values than the NN and
Transformer models, respectively. The RL structure can learn the underlying policy of driving behaviors rather than simple imitation,
which makes them perform better when modeling unseen driving behaviors in the testing set. Besides, the Transformer-based models
have better accuracy in both the supervised learning and MA-RRL framework. The computation time in action generation of the
MA-TDDPG model (16 ms) is also less than the MA-RDDPG (LSTM) model (22 ms). The attention mechanism and parallelized
structure of the Transformer network show advantages in processing time-series data and modeling driving behaviors.

It is worth mentioning that the MA-TDDPG (full) model performance is not as good as the MA-TDDPG model, although its basic
assumption might be more realistic. The performance in the lateral direction (𝑣𝑥1 and 𝑑𝑥12) is even worse than the DDPG model. A
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Fig. 10. (continued).

Table 4
Root mean square error (RMSE) of models.

Indicator (RMSE) 𝑣𝑦1 𝑣𝑥1 𝑣𝑦2 𝑑𝑦
01 𝑑𝑦

12 𝑑𝑥
12

MA-TDDPG 0.1529 0.0374 0.0516 0.0593 0.0545 0.0004
MA-RDDPG(LSTM) 0.1566 0.0396 0.0536 0.0625 0.0569 0.0004
MA-TDDPG(full) 0.1666 0.0607 0.0619 0.0650 0.0611 0.0037
MA-DDPG 0.1975 0.0477 0.0706 0.0654 0.0614 0.0007
TDDPG 0.1620 0.0397 0.0551 0.0626 0.0592 0.0006
DDPG 0.2013 0.0464 0.0967 0.0753 0.0648 0.0008
Transformer 0.1725 0.0424 0.0612 0.0627 0.0628 0.0014
LSTM 0.1806 0.0455 0.0689 0.0634 0.0656 0.0014
NN 0.2241 0.0507 0.1082 0.0856 0.0711 0.0015

potential reason could be that the lateral movement of the follower is unconscious driving behavior without a specific purpose. There
might not be a policy to be inferred and imitated. If the model is forced to learn these lateral actions, the agent would be confused
and generate unrealistic actions, as evidenced by the large error in the lateral direction (𝑣𝑥1 and 𝑑𝑥12). These erroneous lateral actions
will also affect the agents in choosing longitudinal actions, resulting in an accuracy decrease in the longitudinal direction.

6. Conclusion

This study adds to the literature by proposing the MA-TDDPG model to imitate the coupled driving behavior during LC. The
interactive behaviors of both the lane changer and the follower are considered jointly. The MA-TDDPG algorithm can accommodate
multi-vehicle interactions and observation-action memories, whose assumptions are consistent with human driving nature. Large-
scale naturalistic driving data collected by CVs in the SPMD program are used in this study. The results indicate that the proposed
approach could realistically replicate the longitudinal and lateral actions of both the lane changer and the follower. The RL models
can learn the underlying policy and achieve better performances than the supervised learning models. The MA-TDDPG model
outperforms the baseline RL models in terms of driving behavior imitation by considering both the multi-vehicle interaction and
the memory effect. The Transformer-based models show better accuracy and efficiency than the widely used LSTM-based models.
In the implementation, the vehicle trajectories replicated by the MA-TDDPG model are highly consistent with the observed ones.

Considering there will be a long-term mixture of autonomous vehicles and human-driven vehicles in the future, it is critical to
model the coupled LC behavior of human drivers. The proposed model can be used to imitate human-like coupled LC behaviors,
which is essential in safety-aware microscopic traffic simulations. The generated LC motions are more consistent with human driving
habits and can also be used as references in autonomous/assistant driving systems. Besides, the current study creates an interactive
simulation environment, as the reactions of the LC and following vehicles can be reproduced. Optimizing the driving strategies
of autonomous vehicles (e.g., explicitly considering safety factors) will be the future direction and the current study has laid a
foundation for it.

For future studies, the generalizability of the proposed models will be further tested using datasets in different environments.
Advanced LC control strategies can be developed based on the proposed model. The responses of the following vehicle reproduced
by the MA-TDDPG model can be incorporated into LC control by replacing the assumed actions of the follower (Wang et al., 2015).
It is also beneficial for the development of cooperative LC models (Lin et al., 2019a; Ladino and Wang, 2020). Moreover, the leading
vehicle in the target lane can be included in the cooperative LC control. It would accelerate to create the acceptable gap for LC if
it is feasible. This strategy is expected to eliminate the negative impact on traffic flow caused by LC. As the reactions of the lane
changer and the follower can be simulated by the proposed model, this novel cooperative LC control strategy is accessible.
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