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4.9.2 1.1 GEV ANALYSIS

The positions of the π+ dead TOF paddles match that of the proton. We have looked

at the proton and π+ angular distributions in different momentum bins in order to make

sure that the bad TOF paddles are the same for both particles. We use the same bad TOF

paddle cuts for protons and π+.

The positions of the π− dead TOF paddles match that of the electron. However there are

some bad TOF paddles that affect only the π− detection region, as they are located at larger

scattering angles. We use the same bad TOF paddle cuts for electrons and π− (including

the bad TOF paddles at larger scattering angles).

The θ vs φ angle distributions of π+ and π− before and after fiducial cuts that include θ

vs φ outline cuts and removal of theta gaps corresponding to malfunctioning TOF paddles

are shown in Fig. 97 and Fig. 98.

4.10 PHOTON FIDUCIAL CUTS

(a) 4.4 GeV.

FIG. 99: The cos θ vs φ distributions for photons, after we have applied the electron u, v

and w cuts on photons, with fiducial cut outline indicated by red for 4.4 GeV analysis for
3He.

For neutral particles the geometrical acceptance is independent of momentum and is

simply limited to the detection area of the electromagnetic calorimeter. To obtain the

photon fiducial cuts we have plotted the cos θ vs φ distributions for photons at 4.4 GeV

for 3He after we have applied the electron u, v and w cuts on photons. We have used two

first order polynomials to describe the outline of the sides of the sector and two second order
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polynomials to describe the top and bottom edges of the sector as shown in Fig. 99. We then

used this outline to select the fiducial region for photons at all energies and for all targets.

There are two hot spots in the bottom corners of the sector four, which we also cut out. The

cos θ vs φ distributions for photons with fiducial cut outlines indicated by red are shown in

Fig. 100.

(a) 1.1 GeV. (b) 2.2 GeV.

(c) 4.4 GeV.

FIG. 100: The cos θ vs φ distributions for photons with fiducial cut outline indicated by red

for 1.1 GeV, 2.2 GeV and 4.4 GeV analysis for 3He.

4.11 ACCEPTANCE MAPS

For our analysis we also had to produce acceptance maps for different particles that we

use in the analysis, to apply to GENIE neutrino event generator results, in later comparison

of GENIE results in this analysis.

In several data mining applications, acceptance corrections must be calculated using
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CLAS simulations. As a way of streamlining this for e2a data mining analyses, we have pro-

duced e2a acceptance maps using CLAS simulations. These acceptance maps are estimates

of the probability for CLAS to detect and identify a particle as a function of the particle’s

momentum vector. We have produced maps for each combination of particle type, target

location, magnetic field setting, etc.

Acceptance maps save time by precomputing a large amount of simulated data, and

distilling the results in a way that can be queried quickly. The CLAS simulation program

GSIM and the reconstruction program RECSIS are both computationally expensive, and by

running a large volume of simulated data once, while using the results for many applications

makes acceptance maps an efficient choice. They also provide a convenient way for end users

to study acceptance corrections without the risk of running the CLAS simulation incorrectly.
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(a) For 0.5 GeV protons at 1.1 GeV.
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(b) For 0.9 GeV protons at 1.1 GeV.
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(c) For 0.9 GeV protons at 2.2 GeV.
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(d) For 2 GeV protons at 2.2 GeV.
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(e) For 0.9 GeV protons at 4.4 GeV.
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(f) For 2 GeV protons at 4.4 GeV.

FIG. 101: The acceptances for different momenta of protons are shown as two-dimensional

slices through θ, φ space. The acceptance was calculated from the acceptance map corre-

sponding to the solid foil target position, 750 A torus current at 1.1 GeV and 2250 A torus

current at 2.2 and 4.4 GeV, and PID and fiducial cuts from the 1.1 GeV beam energy

analysis (top plots), 2.2 GeV (middle plots), and 4.4 GeV beam energy analysis (bottom

plots).
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(a) For 0.5 GeV e− at 1.1 GeV.

φ

θ

Acceptance for 0.9 GeV e−, 1.161 GeV analysis

0◦

60◦

120◦

180◦

240◦

300◦

10◦ 20◦ 30◦ 40◦ 50◦ 60◦
0

0.2

0.4

0.6

0.8

1

A
cc

ep
ta

nc
e

(b) For 0.9 GeV e− at 1.1 GeV.
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(c) For 0.9 GeV e− at 2.2 GeV.
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(d) For 2 GeV e− at 2.2 GeV.
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(e) For 0.9 GeV e− at 4.4 GeV.
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(f) For 2 GeV e− at 4.4 GeV.

FIG. 102: The acceptances for different momenta of electrons are shown as two-dimensional

slices through θ, φ space. The acceptance was calculated from the acceptance map corre-

sponding to the solid foil target position, 750 A torus current at 1.1 GeV and 2250 A torus

current at 2.2 and 4.4 GeV, and PID and fiducial cuts the 1.1 GeV beam energy analysis

(top plots), 2.2 GeV (middle plots), and 4.4 GeV beam energy analysis (bottom plots).
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FIG. 103: Three momentum slices through a single sector of the electron acceptance are

shown. The acceptance was calculated from the acceptance map corresponding to the solid

foil target position, 2250 A torus current, and PID and fiducial cuts from the 4.461 GeV

beam energy analysis. Red dashed lines are shown at 20◦ to illustrate how the detector

covers more forward angles as the electron momentum increases, due to reduced in-bending.

We produced acceptance maps in the form of two 3D histograms, for which the axes

represent particle momentum magnitude, p, polar angle cos θ, and azimuth φ. One histogram

contains the number of simulated events generated in each bin. The other histogram contains

the number of events that were correctly tracked and reconstructed. The ratio of the two

numbers is the CLAS efficiency, though technically this is a product of acceptance and

efficiency. We provide both the number generated and the number accepted, rather than

just the ratio, to allow end users to calculate and propagate errors according to the method

of their choosing. An example of the CLAS acceptance for electrons in a single sector is

shown in Fig. 103.

4.11.0.1 CLAS Simulation Chain

We produced acceptance maps from the results of CLAS simulations. In this section,

we discuss how we ran these simulations. The CLAS simulation chain has several programs

each serving a different purpose: the program GSIM propagates particle tracks through a

Geant3 detector model, GPP produces simulated raw data from the simulated tracks, applies

additional smearing to the simulated time and energy to match real data, applies efficiency
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maps of CLAS to the simulated data, and RECSIS is the general CLAS track reconstruction

code. We also wrote a custom “Generator” program that produces a list of initial conditions

for events for GSIM to simulate.

Generator

The Generator program produces a list of initial conditions for events to be simulated

in GSIM. Since the maps are stored as a pair of histograms, one key condition is that there

should be sufficient number of events generated in each bin. For this reason, the Generator

iterates over each bin, and produces events with randomly drawn values of p, cos θ, and φ,

from flat distributions, as illustrated in figure 104. Our distributions range from 0 to 5 GeV,

-1 to 1, and -30◦ to 330◦ in 100, 200, and 360 bins respectively.

FIG. 104: Events were generated with a constant number per bin, as illustrated by the

green points in the right cartoon. If events were generated randomly over the entire phase

space, as shown by the red points in the left cartoon, some bins would be underpopulated,

or even completely empty.

There is an added complication for the generation of maps for particles other than elec-

trons. Since the CLAS reconstruction requires that each event have a reconstructed electron,

it is necessary for the Generator to produce an electron in addition to the particle of inter-

est. We chose to generate the electron in an area of high-acceptance, for efficiency, and

to generate in a sector other than that of the particle of interest, to eliminate problems of

close-track inefficiency. If, for any reason, this auxiliary electron were not reconstructed,

this event would not be considered as a “generated event,” regardless of how the particle of

interest were reconstructed. A cartoon illustrating this approach for one sector is shown in

figure 105.

GSIM

GSIM is a Geant3-based simulation of the CLAS detector, which can determine the

trajectories of particles through the CLAS magnetic fields while taking energy loss in material
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FIG. 105: For hadrons generated in sector 5 (illustrated by green dots), an accompanying

electron was generated in the high-acceptance region of sector 2 (illustrated by the blue dot)

to satisfy the simulation trigger requirements.

into account. GSIM has a number of configurable options, that are set by user-created

configuration files called “ffread cards.” A number of configurable options were important

for the acceptance map simulations.

First, the various e2a targets could be chosen. In addition to selecting the various tar-

gets, offsets of a few millimeters were introduced so that the reconstructed simulated target

positions matched those in data. The values used are listed in table 12.

Target Shift [cm]

Solid foils -0.525

Helium-4 -0.4

Helium-3 -1.0

TABLE 12: The simulated target positions were shifted from their default positions in order

to better match the reconstructed target positions in data.

Second, the magnetic field strength can be set. The e2a runs with beam energies of

4.461 and 2.261 GeV used 2250 A for the torus and ≈ 6000 A for the mini-torus, while runs

at 1.161 GeV used lower torus currents. Last, the number of simulated events had to be

specified to match those produced by the generator.

GPP

GPP takes the trajectories from GSIM and produces simulated raw data, i.e. the ADC

and TDC values for the various CLAS subdetectors. GPP takes into account the various

detector elements that were inoperative during the e2a run by loading calibration constants
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FIG. 106: Our vertex shift for the carbon foil target takes the original simulated vertex

distribution in green and moves it to the blue distribution in order to match the position of

the data in red.

from the corresponding e2a database. It also gives the user control over “resolution pa-

rameters.” We tuned these resolution parameters so that the simulated data matched the

real e2a data using two observables. First, the drift chamber resolution parameters, (a, b, c),

were tuned so that the vertex resolution in simulation matched that of data from the solid

foil targets, taking care that the vertex resolution is heavily angle-dependent. The vertex

resolution as a function of polar angle, θ, is shown for both data and simulation in Fig.

107, for the final chosen values of a, b, and c. Once we established suitable drift chamber

parameters, we looked at the proton mass-squared resolution when comparing momentum

to time-of-flight.

We define mass-squared as

M2 =
p2(1− β2)

β2
(59)

where

β =
v

c
=

l

c(T − T0)
(60)

Here l is the pathlength of the track from vertex to TOF and T − T0 is the total time of
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travel.

We found that mass-squared resolution was dominated by the momentum resolution, and

that we got the best agreement when setting f , the time-of-flight resolution parameter, to

zero, as shown in Fig. 108. Table 13 shows the values of the resolution parameters.
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FIG. 107: The simulated vertex resolution as a function of scattering angle was tuned to

match that in data.

Parameter Effect Value

a Inner drift chamber resolution 4.0

b Middle drift chamber resolution 2.0

c Outer drift chamber resolution 2.0

f Time-of-flight resolution 0.0

TABLE 13: Final resolution parameters

RECSIS

RECSIS is the CLAS track reconstruction program. We used the same version of RECSIS

to construct both the real and the simulated data. We did not modify any configurable

settings other than selecting the proper torus magnetic field.


