
The NASA LaRC Transonic Dynamics Tunnel is designed to operate with blunt-body capsule geometries and 
conduct multiple forms of oscillatory testing. This is accomplished through the utilization of a sting and motor and an 
accompanying 6 degree of freedom (6DOF) force balance system that measures aerodynamic forces and moments 
when appropriately calibrated and installed prior to testing. Unlike both the MSBS wind tunnel and VST, the TDT is 
capable of testing in transonic and supersonic flows up to Mach 1.12 when heavy gas, R-134a, is utilized [14]. 
However, the simulations of the TDT are currently designed to operate in the subsonic flow regime as to allow for 
more direct comparison of results between the range of test facilities.  

 
There are two primary forms of oscillatory testing that are analyzed in this work [15]. The first is the free-to-oscillate 

(FTO) test in which the model, balance system, and sting are placed in the tunnel at an initial angle of attack and a 
desired airflow. The model is then released and allowed to freely oscillate in the tunnel in the pitch degree of freedom. 
In doing so, the angle of attack, or alpha, time history is recorded alongside the force and moment data. This allows 
for data reduction to be performed.  

The other two forms of oscillatory testing are remarkably similar to one another as both are forced oscillation (FO) 
methods. However, when forced oscillation testing is conducted, it is possible to constrain either the motion range, or 
it is possible to constrain the applied torque that is input into the sting to generate rotations. While both generate an 
alpha and force and moment time history, there are subtle differences in the noise sources that can cause slight 
variations in the recovered aerodynamic coefficients. 

As the forces and moments are more readily available, data processing more straight-forward than when performed 
on data obtained in the VST or the MSBS. However, to isolate the aerodynamically generated forces and moments 
from the inertial forces and moments, a tare must be performed prior to testing [16]. This tare is a sweep of alphas 
with the wind off that can then be subtracted from the wind on measurements. Similarly, the data processing begins 
with the smoothing and denoising process described in the VST. Figure 3 shows a sample alpha time history obtained 
from the TDT FTO simulation that is then smoothed and the estimated noise vector. The accuracy of the smoothed 

 
Figure 2: A scaled model mounted on the traverse sting utilized for forced and free-to-oscillate testing in 

the NASA Langley Transonic Dynamics Tunnel [17] 
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vector and the magnitude of the noise can be optimized with more effort in the Fourier transform frequency cutoff 

selection. 

 

What follows the smoothing process can be one of three separate methods of obtaining the aerodynamic coefficients, 

or more specifically, the dynamic stability derivatives [12][17][18]. They are more commonly known as the linear 

dynamic derivative model, the integration method, and the specific point method. The linear dynamic derivative model 

requires a hypothesized aerodynamic model that contains a dynamic stability coefficient for it to be estimated. Once 

the hypothesized aerodynamic model is obtained, the dynamic stability coefficients and other aerodynamic 

coefficients that characterize the aerodynamic moment about the axis being observed can be obtained by way of SID 

processes like least squares regression. The integration method is accomplished by integration of the balance 

measurements over several complete oscillations. The mean pitching moment value of the range is determined by 

utilizing Equation (11). The in-phase 𝐶𝑚𝛼
̅̅ ̅̅ ̅ and out-of-phase 𝐶𝑚𝑞

̅̅ ̅̅ ̅ can be obtained through mathematical manipulation 

of Equation (11) to arrive at Equations (12) and (13) respectively. It is important to note, that the integration method 

is dependent upon the integration of the moments of complete cycles, utilization of incomplete cycles can introduce 

errors as the extracted values will be biased towards one of the sides of the alpha sweep rather than provided values 

at the mean alpha. The third method of data reduction is referred to as the specific point method. The specific point 

method relies on taking the measured moments at the maximum and minimum angular rates as well as the point of 

zero angular acceleration. Once these values are known, the moments at the minimum angular rate are subtracted from 

the moments at the maximum angular rate, following the procedure presented in Equations (14) through (16).  

 

𝐶𝑚0
(𝛼0) =

1

�̅�𝑆𝑐̅
∫ [𝑀𝑏(𝑡) − 𝑀𝑘(𝑡)]𝑑𝑡

𝑡0+𝑇

𝑡0
  (11) 

𝐶𝑚𝛼
̅̅ ̅̅ ̅  =

2

�̅�𝑆𝑐̅𝐴𝑇
∫ [𝑀𝑏(𝑡) − 𝑀𝑘(𝑡)] sin(𝜔𝑡) 𝑑𝑡

𝑡0+𝑇

𝑡0

 
(12) 

 
Figure 3: A Sample oscillation time history from a dynamic stability test, the recovered denoised signal 

through the Fourier technique, and the residual noise in the signal. 
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𝐶𝑚𝑞
̅̅ ̅̅ ̅  =

4𝑉

�̅�𝑆𝑐̅2𝜔𝐴𝑇
∫ [𝑀𝑏(𝑡) − 𝑀𝑘(𝑡)] cos(𝜔𝑡) 𝑑𝑡

𝑡0+𝑇

𝑡0

 
(13) 

𝐶𝑚0
(𝛼0) =

1

2

(𝑀𝑎(𝑞𝑚𝑎𝑥)−𝑀𝑎(𝑞𝑚𝑖𝑛))

�̅�𝑆𝑐̅
=

1

2
[𝐶𝑚(𝑞𝑚𝑎𝑥) + 𝐶𝑚(𝑞𝑚𝑖𝑛)]  (14) 

𝐶𝑚𝑞
̅̅ ̅̅ ̅(α0)  =

𝑉

𝑐̅𝐴𝜔
[
𝑀𝑎(𝑞𝑚𝑎𝑥) − 𝑀𝑎(𝑞𝑚𝑖𝑛)

�̅�𝑆𝑐̅
] =

𝑉

𝑐̅𝐴𝜔
[𝐶𝑚(𝑞𝑚𝑎𝑥) + 𝐶𝑚(𝑞𝑚𝑖𝑛)] 

(15) 

𝐶𝑚𝛼
̅̅ ̅̅ ̅(α0) =

−1

2𝐴
[
𝑀𝑎(�̇�𝑚𝑎𝑥) − 𝑀𝑎(�̇�𝑚𝑖𝑛)

�̅�𝑆𝑐̅
] =  

−1

2𝐴
 [𝐶𝑚(�̇�𝑚𝑎𝑥) − 𝐶𝑚(�̇�𝑚𝑖𝑛)] 

(16) 

 

More commonly than not, this work will refer to the linear dynamic derivative method that utilizes SID. This is to 

minimize numerical errors and discrepancies in values that can be attributed to the method of data reduction. 

 

Other facilities 

From time-to-time, LaRC researchers will use the Aeroballistic Research Facility at Eglin Air Force Base or the 

Transonic Experimental Facility in Maryland [19]. These tests are performed by way of ballistic range techniques. 

Scaled models are fitted with dynamic pressure sensors on the aft bodies. Once manufactured, they will be placed into 

an appropriate powder charge gun and fired supersonically. Data stations along the range take shadowgraph images 

that help determine the vehicle velocity and trajectory. The recovered trajectory, velocity, and pressure information is 

utilized to determine aerodynamic characteristics. Full analysis of these facilities is beyond the scope of the current 

paper. 

 

IV. Simulation Design 

The simulations were built up utilizing the built-in Simulink Aerospace Blockset and custom created subsystems 

[20]. Each simulation is comprised of multiple subsystem blocks that are designed to act according to the needs of 

each individual test method. The subsystem blocks are referred to as the primary blocks and are created to simulate 

the tunnel control, the nonlinear 6DOF simulation, a data acquisition block, and when required, a camera system 

block. Each simulation is initiated by a MATLAB script that 

creates initial conditions, model parameters, constants, and 

simulation settings. Once these values are set, the script runs the 

simulation, accordingly, stores the output data, and performs the 

appropriate data reduction procedures to acquire the aerodynamic 

coefficients. It is important to note that the simulations are initiated 

with a set of aerodynamic coefficients that are referred to as the 

true values. The simulations are then run with additional noise to 

simulate the noise in the physical testing environment. This noise 

will then impact the recovered coefficients. The deviation from the 

true values utilized to initiate the simulations will be utilized to 

determine the overall accuracy of each test method and determine 

the sensitivity of the experimentally obtained dynamic stability 

coefficients to each individual source of noise. 

 

Simulink Aerospace Blockset 

The Simulink Aerospace Blockset plays a large part in the 

aerodynamics and trajectory portions of all the simulations. At the 

root of it all is the nonlinear 6DOF fixed mass body quaternion 

block [20]. The nonlinear 6DOF fixed mass body quaternion block 

takes the required initial conditions shown in Table 2 and generates 

the values presented in Table 3 for the next timestep. It does this 

by solving the aircraft 6DOF equations of motion such as Equations (9) and (10) to determine the rotational and 

 

𝐶𝐺 Center of Gravity 

𝐶𝑃 Center of Pressure 

𝑇 Temperature (K) 

𝑃0 Ambient Air Pressure 

𝜌 Air density 

𝑉0 Airspeed of Tunnel 

[𝑥𝑒 , 𝑦𝑒 , 𝑧𝑒] 
Initial position in inertial 

axes 

[𝑢0, 𝑣0, 𝑤0] 
Initial velocity of the 

body axes 

[𝜙0, 𝜃0, 𝜓0] Initial Euler orientation 

[𝑝0, 𝑞0, 𝑟0] Initial body rotation rates 

𝑚 Initial mass 

𝐼 Inertia matrix 

Table 2: Values that are used to initiate the 

aerodynamic of the 6 degree of freedom 

simulation. 
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Figure 4: Overview of the 6 degree of freedom simulation 
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The simulation for the MSBS was built to utilize many of the standard Aerospace Blockset blocks. However, the 

MSBS simulation also contains custom blocks that represent the control system and EPS position measurement 

subsystems. The magnetic forces and moments utilized to sustain levitation and maintain the model within the desired 

test volume are determined by means of interpolation from physically measured data obtained by utilizing a 

gaussmeter to measure the magnetic fields and gradients at various stations within the tunnel test section. During 

simulation, the gaussmeter data is utilized by means of interpolation between data sets based on the current, voltage, 

and position of the model within the test section. These magnetic forces and combined with the aerodynamic and 

gravitational forces and moments to obtain the total forces and moments that are utilized to predict the state of the 

vehicle at the next time step. The MSBS simulation system generates reasonably realistic trajectory and position 

tracking data. An example of data that can be obtain via simulation is shown in Figure 7. Data reduction can then be 

applied to the obtained simulated data to arrive at dynamic stability parameters. 

 

 

  

  
Figure 7: Sample run of data from MSBS Simulation. 
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V. Data Analysis 

Simulated and experimentally obtained data sets were subjected to global smoothing operations and then subjected 

to data reduction and system identification techniques to extract dynamic stability coefficients from the results. Since 

the simulations are created using a predetermined set of aerodynamic parameters, any deviation from them is a direct 

result of the noise introduced into the results to corrupt the data. This allows for a direct interpretation of the impact 

for a particular source of noise on the dynamic stability results extracted as well as the uncertainties associated with 

each individual source of noise.  

To demonstrate the overall analysis of results a series of simulated data runs in the TDT forced oscillation 

constrained alpha technique will be reviewed. Two data sets were generated, one in which the mean angle of attack, 

sweep amplitude, and wave frequency for the simulation were kept constant and only data corruption using white 

noise was performed. In the second data set these values were allowed to vary in a normally distributed randomly 

generated manner. Each data set contains 250 simulated runs. In both data sets the determined 𝐶𝑚𝑞
 values through the 

linear dynamic derivative method possessed a mean value of -0.0248 based on a true initial value of -0.025. While 

data set 2 demonstrated similar results, the initial conditions varied significantly from the baseline values of the mean 

pitch angle of 4 degrees and the sweep magnitude of 10 degrees in the constant data set as shown in Figure 8. The 

TDT free-to-oscillate simulation generated mean 𝐶𝑚𝑞
 values of -0.0023 against a true value of -0.025 indicating that 

there is some differences in results between the test techniques even when they are conducted within the same facility. 

 
Figure 7: Histogram of 𝐶𝑚𝑞  values obtained in data sets 1 and 2. 

 
Figure 8: Histogram of mean alpha angles and sweep magnitudes for Data Set 2. 
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The VST simulation produced more scattered values for a set of randomized initial conditions for roll, pitch, and 

yaw, the data for 250 runs generated a mean 𝐶𝑚𝑞
 value of approximately -0.0001 with a true value of -0.125. The 𝐶𝑚𝛼

 

values fared far better producing a mean value of -0.0039 when compared to a true value of -0.003 that was extracted 

from the data provided by Mitcheltree et. al. [21][22][23][24]. For comparison, Figure 9 shows the data collected from 

a physical test of an 8-inch diameter Stardust model conducted in the VST. When reduced, the extracted value for 𝐶𝑚𝑞
 

was -0.0048 and 𝐶𝑛𝑟
 was -0.0054. 

Currently, the MSBS parameter identification methods for the simulated data are a work in progress. A “compass 

needling” mode arises due to the lack of the close-loop control on pitch and roll in the current configuration. This 

mode is observed in the simulated data and is also present in the real tunnel data when testing is conducted. This 

compass needle mode causes systemic errors when attempting to analytically solve for body rotational velocities and 

accelerations. These errors significantly impact the analytically obtain total forces and moments and thereby produce 

errors in the results. These impacts can be reduced by determining the bias angle at which the simulation wants to 

maintain the roll and pitch angles. By setting the roll and pitch angles to be close to these bias values, the needling 

mode in the simulation can be somewhat mitigated although it is still present. System identification is possible using 

the two-step method of parameter identification created by Cox to some varying degrees of success and the SIDPAC 

least squares regression method provides reasonable values for the 𝐶𝑚𝛼
 when the compass needle mode is removed 

from the data set entirely. However, the least squares regression method continues to have difficulties identifying 𝐶𝑚𝑞
 

values. This will continue to be an area of work moving forward 

  

VI. Summary 

Simulated test environments were created to emulate several dynamic stability test techniques available at prominent 

test facilities at NASA LaRC. Currently, the simulations can generate reasonably realistic simulated test results that 

can be analyzed in bulk to identify dynamic stability parameters. The accuracy of the forced oscillation test modes has 

provided results that are more accurate than the free flight testing or the free-to-oscillate testing. The largest source of 

errors introduced in the VST free flight simulation is in the rotation time histories generated by the custom created 

camera tracking algorithm. A test in being developed to aid in the overall understanding of the noise sources and their 

magnitude within the VST. Once completed, the free flight simulation will be updated to reflect the findings and a 

final analysis on the extracted dynamic stability parameters can be performed. 

 Further work must be done to be able to accomplish the overall goal of comparing the results obtained by the MSBS 

with the other testing facilities and techniques available on center at NASA LaRC. The total overall impact of 

individual sources of noise will be further analyzed to identify which noise source impacts the uncertainty level of the 

 
 

Figure 9: Histogram of mean alpha angles and sweep magnitudes for Data Set 2. 
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results the greatest. This will make sure that experiments can be designed to account and mitigate the significant 

sources of noise thereby increasing the overall success and accuracy of the results.  
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