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Abstract: The low order Taylor’s series expansion was employed in this study to estimate the reliability indices of the failure criteria for reliability-based design optimization of a linear static structure subjected to random loads and boundary conditions. By taking the advantage of the linear superposition principle, only a few analyses of the structure subjected to unit-loads are needed through the entire optimization process to produce acceptable results. Two structural examples are presented in this study to illustrate the effectiveness of the proposed approach for reliability-based design optimization: one deals with a truss structure subjected to random multiple point constraints, and the other conducts shape design optimization of a plane stress problem subjected to random point loads. Both examples were formulated and solved by the finite element method. The first example used the penalty method to reformulate the multiple point constraints as external loads, while the second example introduced an approach to propagate the uncertainty linearly from the nodal displacement vector to the nodal von Mises stress vector. The final designs obtained from the reliability-based design optimization were validated through Monte Carlo simulation. This validation process was completed with only four unit-load analyses for the first example and two for the second example.
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1. Introduction

Various uncertainties are inherent in engineering design processes with quantities such as tolerancing, material and mechanical properties, applied loads, and environmental conditions. To count these uncertainties in modeling and analysis, it is necessary to produce results with high confidence. For this reason, stochastic finite element methods have recently attracted attention in research and applications. Stochastic finite element methods can be broadly divided into three categories: sampling methods, the spectral stochastic finite element methods, and the perturbation finite element methods [1–4]. These methods have been extended to robust design optimization, fatigue failure, and structural health monitoring [5–11].

Sampling methods are non-inclusive, which include Monte Carlo simulation and smart sampling techniques [12]. In particular, Georgiouakis et al. [9] applied smart sampling techniques to compute the probability of fatigue failure caused by crack initiation and propagation. Zheng et al. [10,11] proposed an adjustable hybrid resampling technique to effectively identify the critical area to place sensors to monitor the health of a bridge structure.

On the other hand, the spectral and perturbation stochastic finite element methods are inclusive. The first step in these methods is to expand the input random fields and processes as a combination of random functions and deterministic base functions. The Karhunen–Loève expansion is an example of such a process, which decouples a random
field or a random process with a known distribution into stochastic functions and spatial or time-dependent functions [13–16].

In the spectral finite element method, the stochastic response function, which is a function of random variables, is expanded as a linear combination of orthogonal base functions of the random variables and the deterministic coefficients. The coefficients in the function expansion are integrals of the stochastic response function and each of the base functions. This integration can be time consuming, if the number of random variables involved in the problem increases. To alleviate this difficulty, polynomial dimension decomposition is introduced to sequentially decompose the stochastic function into component functions with an increasing number of random variables [6,17]. These component functions can be further expended by the orthonormal functions with respect to the given probability density function. The deterministic coefficients in the expanded component functions are again evaluated through the weighted integration. However, the number of required integrations in this case is much less than the original expansion process. Recently, Song et al. [18] employed polynomial dimension decomposition directly to integrate the coefficients in the function expansion. In this case, the polynomial dimension decomposition was introduced to express the integrand in the integral in terms of the component functions with an increasing number of random variables. In short, Rahman [16] applied polynomial dimension decomposition directly to the original stochastic response function while Song et al. [18] applied it to the product of the stochastic response function and the orthonormal basis functions introduced in the original expansion. Both approaches achieved the computational efficiency for problems with multiple variables compared with the original expansion process. Kaintura et al. [17] offered the tensor reduction method for further dimension reduction. The dimension decomposition method has been used to support reliability-based design optimization [6].

Taylor’s series expansion in terms of random variables has been used for a while by practicing engineers to set up the standard for design safety [19]. In the perturbation finite element methods, Taylor’s series expansion is used to expand the finite element matrix equation into a polynomial of random variables. The coefficients of this expansion are the derivatives with respect to the random variables of any component in the matrix equation including the stiffness matrix, the mass matrix, the displacement vector, and the force vector. These derivatives are evaluated at the mean values of the random variables. The perturbation finite element methods are relatively easier to implement than the spectral finite element methods as the former can be conveniently extended to broad applications such as vibration [20,21], heat transfer [22], and dynamic analysis [23].

Most applications of the perturbation stochastic finite element method (PSFEM) are limited themselves up to second-order derivatives, which produce acceptable results for cases with covariances of the random variables of less than 0.15. Kaminski [24] extended PSFEM to include terms with an order of derivatives higher than two. As expected, more accurate results were achieved. Wu et al. [25] replaced analytical derivatives in PSFEM by finite differencing to ease the complexity in computation. Kaminski [26] presented high-order Taylor’s series expansion of strain and stress in terms of random material properties. However, the reported results of most of the stochastic finite element methods are nodal displacement, natural frequency, and the critical number of cycles in fatigue analysis. Only a very few studies have reported the nodal von Mises stresses as output. This could be because the von Mises is a nonlinear function of random variables. The randomness of the Young’s modulus and the Poisson’s ratio will further increase such nonlinearity [27]. Furthermore, the state of stresses in the $h$–$p$ finite element method is discontinuous across the boundary between a pair of adjacent elements. It is necessary to use a stress recovery scheme to smooth the stress field globally in the whole domain to find the nodal von Mises stress [14,28] or to smooth the stress field locally in the sub-element surrounding the node of concern [29]. Rahman and Rao [30] did report the statistics of the state stresses at nodes as the output, which was conducted by using the meshless finite element method.
As previously mentioned, the input uncertainties of most of the works carried out by stochastic finite element methods including both spectral and perturbation methods are material properties and domain geometries. Only a few have dealt with loading and the boundary conditions as input uncertainty [7,22]. Zhao et al. [7] conducted robust topology optimization of a linear static structure under loading uncertainty. The random loads in [7] were represented by a linear combination of the random amplitudes and their associated deterministic load vectors. The random amplitudes alone could model the uncertainties in both the magnitude and direction of the applied random load. The analysis and sensitivity analysis of the matrix state equation in the paper were then computed as a combination of the linear structural analyses, each of which was subjected to one of the deterministic load vectors. The objective and the constraint functions in the optimization formulation [7] were expressed in terms of the second-order and the fourth-order products of random variables. Their means and variances of products of random variables were evaluated by Monte Carlo simulation, which does not involve any structural analysis. Xiu and Karniadakis [22] applied both spectral and perturbation finite element methods to study the solution statistics of the viscous Burgers’ equation subjected to uncertainty in the boundary conditions. They concluded that the perturbation finite element method was unable to produce an accurate solution with large variations.

The goal of this study was to conduct reliability index-based design optimization of a linear elastic structure subjected to random loads and boundary conditions. The constraints of concern were formulated in terms of the associated reliability indices. In most reliability design optimization, the constraint reliability indices are calculated based upon the reliability index approach or performance measurement approach [31–34]. However, in this study, the reliability indices were directly formulated in terms of the associated means and standard deviations, which were computed based upon the low-order Taylor’s series expansion. A unit-load approach was employed in this study throughout the entire design optimization process to achieve computational efficiency by taking advantage of the linear nature of the structure. The unit-load approach referred to in this study, with a given stiffness matrix $K$, conducted all related analyses with the unit-load equation, $KU_i = I_i$, where the load vector $I_i$ is all zero except for its $i$th component, which was set as 1.

The Materials and Methods section presents a detailed process to formulate a reliability-based design optimization problem, which includes a general finite element equation for a linear static structure subjected to random load and multipoint boundary conditions, and one-side and interval probabilities to model the uncertainties associated with the equality and inequality constraints. The constraint equations of concern comprised the nodal displacement vector, the nodal reactions, and the nodal von Mises stresses. Among these three responses, the nodal displacement vector is the direct solution of the finite element equation, which leads to the computation of the nodal reaction and nodal von Mises stresses. The first- and second-order derivatives of nodal displacements, reactions, and von Mises stresses with respect to random loads and boundary conditions are also presented in this section, which are required to compute the reliability indices of the concerned constraints through Taylor’s series expansion.

The Results section presents two examples to demonstrate the use of the means and standard deviations, which were approximated by Taylor’s series expansion, to compute the reliability indices of the constraints for reliability-based design optimization. The means and standard deviations of the constraints calculated in these examples were validated with those obtained by Monte Carlo simulation. The final optimization solutions of the reliability-based design examples were also be validated by Monte Carlo simulation. Our concluding remarks are summarized in the final section of the discussion.

The first example was to minimize the weight of a two-bar truss structure while allowing the randomness of the nodal displacement at the free end to fall into an allowable bound. Besides two standard single point constraints, the state equation of the truss example was subjected to two multiple-point constraints. The coefficients of the multiple point constraints were set to be random. The design problem had six design variables in
total, which were all deterministic. Two of the six design variables were related to the cross-sectional areas of the truss members and the rest were the standard deviations of four random variables related to the coefficients of two multiple point constraints. These standard deviations were treated as the design variables to control the level of the randomness of the design. The penalty method was applied here to explicitly incorporate the multiple-point constraints into the state equation of the free truss structure. The augmented state equation is now equipped with a random stiffness matrix and a random external force, which can be solved by four unit-load solutions for a given set of design variables.

The second example aimed to find the best shape and location of a rectangular cutoff at the base of a mooring bracket to minimize the weight. The mooring bracket was modeled by a plane stress problem subjected to a point load described by two random variables. The domain of the problem was discretized into four-node quadrilateral elements. The constraint set was made of nodal displacements, reactions, and von Mises stresses. It should be noted that the nodal displacements and reactions were the direct output of the state equation, but not the nodal von Mises stresses. Moreover, the nodal von Mises stresses were nonlinear in terms of the nodal displacements. Traditionally, the latter are computed in three steps in the finite element methods. The first step is to compute the state of the stresses at the interior integration points within each element in terms of the nodal displacements of the selected element. The von Mises stresses at the same integration points can then be computed in the second step within each element. In the third step, a global stress recovery scheme is introduced to extrapolate the von Mises stresses from the integration points within each element to the nodal points of the entire domain. In this study, the sequence of the last two steps was switched to extend the linearity of uncertainty propagation from the state of stresses at the integration points within each element to nodal points of the entire domain. The latter could then be used to compute the von Mises stresses at the nodal points directly.

In summary, the unit-load approach is the key element in this study, which enables the reliability indices of any performance function to be computed efficiently. The first example used the penalty method to convert the random multiple boundary conditions imposed upon the truss structure to the random load. This conversion allows the reliability index of any response function of the given truss structure to be computed by the unit-load approach. The second example applied a new approach to propagate the uncertainty smoothly from the nodal displacements that resulted from the unit-load analysis to the nodal von Mises, which is a nonlinear function of nodal displacements. Both examples demonstrated the computational efficiency of using the unit-load approach for reliability-based design optimization.

2. Materials and Methods

A 3-step formulation process is presented in this section to propagate the uncertainties in the loads and boundary conditions from the finite element state equation to the reliability-based design optimization problem. Each step is described sequentially as a subsection as follows. The first step is to use the penalty method to construct a state equation that includes the randomness explicitly as part of the equation. The second subsection focuses on finding the first- and second-order derivatives of the structural responses with respect to the input random variables. These derivatives enable the use of the Taylor’s series expansion to estimate the means and standard deviations of the response functions of concern. These estimated means and standard deviations can then be directly applied to calculate the reliability indices of the response constraints. With the availability of these reliability indices, the third subsection builds a design optimization problem with uncertainty.

2.1. Linear Static Equation with Random Loads and Boundary Conditions

The static finite element equation of a free structure is represented as

\[ Kq = f \]  (1)
where the $n \times 1$ vectors, $f$ and $q$, are the global force and the displacement, respectively, while $K$ is the $n \times n$ global stiffness matrix, which is non-invertible at this moment. To ensure that it produces a unique solution, Equation (1) must include proper boundary conditions. The finite element equation is then modified as

$$Kq = f + R$$

where the boundary reaction force, $R$, is installed to enforce the boundary conditions upon the involved boundary degrees of freedom, $q_B$. Two types of linear boundary conditions, called the single point constraint and the multiple point constraint, are commonly considered in finite element analysis. Assume that the $k$th boundary conditions in analysis, $C_k$, is a typical linear, two-point constraint that involves two degrees of freedom, $q_{kp}$ and $q_{kq}$, which can be expressed as

$$C_k = \beta_{kp}q_{kp} + \beta_{kq}q_{kq} - \beta_{k0} = 0$$

where the user-provided constants $\beta_{kp}$, $\beta_{kq}$, and $\beta_{k0}$ are treated as random variables in this study. A single point constraint is a special case of a multi-point constraint, Equation (3), in which the coefficient, $q_{kp}$, can be set to zero. Note that this multi-point constraint in Equation (3) can be put in a vector form as

$$C_k = v_k^T q - \beta_{k0} = 0$$

where $v_k$ is a $n \times 1$ vector with two non-zero values, $\beta_{kp}$ and $\beta_{kq}$, located respectively at the degrees of freedom, $p$ and $q$. Equation (4) can be extended to count for all boundary constraints in the analysis as

$$C = V^T q - \beta_0 = 0$$

where $C$ is an $m \times 1$ vector and $V$ is a $n \times m$ matrix with $m$ being the total number of constraints. Note that the $k$th column of $V$ is the vector, $v_k$, in Equation (4), with two non-zero coefficients, $\beta_{kp}$ and $\beta_{kq}$.

The penalty method can be used to solve Equation (1) constrained by Equation (5). This is carried out by introducing a large penalty coefficient, $\mu$, to transfer Equation (1) into a new form

$$\left(K + \mu VV^T\right)q = f + \mu V\beta_0$$

Comparing Equation (6) with Equation (2), the boundary condition of Equation (5) has now been included as part of the forcing term. Specifically, the reaction force, $R$, in Equation (2) can now be identified as

$$R = -\mu VC = -\mu V\left(V^T q - \beta_0\right) = -\mu VV^T q + \mu V\beta_0$$

The reaction force in this case enforces the constrained degrees of freedom to satisfy the required multiple point constraint, Equation (6). Note that the penalty method does not produce a perfect solution that fully accomplishes $C = 0$. However, the error in $C$ in the penalty method facilitates the calculation of the reaction force.

As for computing the nodal von Mises stresses, it is not as straightforward as computing the nodal displacements and reactions. This is because the stresses are not continuous across the elements in the finite element method. In a deterministic finite element analysis process, the nodal von Mises stresses are computed in three steps. In the first step, the state of the stresses is computed at the interior integration points within an element. Once the state of the stresses becomes available, the von Mises stress at the same location can be calculated. This is followed by the use of a smoothing method to obtain the nodal von Mises stresses by curve-fitting the von Mises stresses calculated at the interior points throughout the entire domain.
Specifically, the state of the stresses at every location in an element can be calculated based upon the known nodal displacement field \( q \). For example, one can relate the state of the stresses of a plane stress problem at an interior integration point \( i \) to the displacement field in a specified finite element, \( e \), as

\[
\sigma_e = \begin{bmatrix} \sigma_x \\ \sigma_y \\ \tau_{xy} \end{bmatrix} = DB(\xi, \eta_i)q_e
\]  

(8)

where matrix \( D \) is a function of the material properties and matrix \( B \) is composed of the derivatives of shape function evaluated at \( (\xi, \eta) \), the natural coordinates of the location of the interior integration point \( i \) [35]. Note that the natural coordinates, \( (\xi, \eta) \), are non-dimensional and are independent of the shape of a finite element. Once the state of the stresses at the integration points becomes available, the von Mises stress can be calculated at the same interior integration point as

\[
\sigma_{VM} = \sigma_x^2 - \sigma_x\sigma_y + \sigma_y^2 + 3\tau_{xy}^2 = \sigma_e^T A \sigma_e
\]  

(9)

where the symmetric matrix \( A \) is given by

\[
A = \begin{bmatrix} 1 & -1/2 & 0 \\ -1/2 & 1 & 0 \\ 0 & 0 & 3 \end{bmatrix}
\]

This is followed by employing a smoothing process to map the von Mises from the interior integration points to the elemental nodal points. The least-squares fit method suggested by Chandrupatla and Belegundu [35] was employed in this study for smoothing. Like the displacement field in an element, the von Mises stress field in an individual element is also approximated by a linear combination of shape functions and nodal von Mises stresses, \( \Sigma_e \), as

\[
\sigma_{VM}(\xi, \eta) = N^T_e(\xi, \eta)\Sigma_e
\]  

(10)

The best-fitting nodal von Mises stresses are those that minimize the difference, collected through the whole domain, between the von Mises stresses evaluated at the given interior integration points and those evaluated by the approximation, Equation (10). The process results in a matrix equation,

\[
M\Sigma = \sigma_{VM}
\]  

(11)

where the vector, \( \Sigma \), is unknown, which is the collection of the von Mises stresses at the nodal points, the vector \( \sigma_{VM} \) is known, which are those computed at the interior integration points, and the matrix \( M \), is the assembly of element shape functions evaluated at the interior integration points over the whole domain as

\[
M = \sum_e N_e(\xi, \eta_i)N^T_e(\xi, \eta_i)
\]

Note that the matrix, \( M \), is independent of the element shape or element material properties for an iso-parametric element.

Once the input load vector, \( f \), and the boundary conditions, \( C = 0 \), are considered random, the output structural responses in the finite element analysis, the nodal displacements, reactions, and von Mises stresses will also become random. The challenge now is to quantify the uncertainties of these output responses with measurable terms. To this end, the low-order Taylor’s series expansion is employed to approximate the mean and the variance of any response function, \( g(x_i) \), for a given set of random variables, \( \{x_i\} \), as

\[
E(g) = \mu_g \approx g(\mu_{x_1}, \mu_{x_2}, \ldots, \mu_{x_n}) + \frac{1}{2} \sum_{i=1}^{n} \left( \frac{\partial g}{\partial x_i} \right)^2 \left( \mu_{x_i}^2 - \mu_{x_i} \right)
\]  

(12)
\[
\text{Var}(g) = s_g^2 = \sum_{i=1}^{n} \left( \dot{g}_{x_i} \ddot{g}_{x_i} \right)^2
\]  

(13)

where \( \mu_{x_i} \) and \( s_{x_i} \) are the mean and the standard deviation of a random variable \( x_i \) and \( \dot{g}_{x_i} \) and \( \ddot{g}_{x_i} \) are the first- and the second-order derivatives of the function, \( g(x_i) \). The latter are all evaluated at means, \( \mu_{x_i} \). Assume that the random variables are statistically independent to each other, and that the response functions have sufficient regularity. The above approximations provide acceptable accuracy for a covariance of less than 0.15.

To take advantage of Equations (12) and (13), it is necessary to develop a method that can efficiently evaluate the first- and second-order derivatives of the response functions resulting from the finite element analysis. Specifically, in this study, we needed to compute the first- and second-order derivatives of the structural responses, nodal displacements, reactions, and von Mises stresses with respect to the random variables in \( f, V, \) and \( \beta_0 \). The following subsection demonstrates that these derivatives can be found with a few unit-load solutions. Note that it is straightforward to derive different orders of derivatives of the nodal displacements and reactions, but not the nodal von Mises stresses, as the latter involves additional uncertainty propagation.

2.2. Derivatives with Respect to Random Loads and Boundary Conditions

This section provides a detailed derivation to find the high-order derivatives of the state equation and its output of a linear structure with respect to the random external forces and the random multiple point constraints. Note that the solution \( q \) of the state equation, Equation (6), is linear in terms of the load vector, \( f \) and \( \beta_0 \). Therefore, the order of the derivatives of Equation (6) higher than one with respect to any component in \( f \) and \( \beta_0 \) will be zero. However, deriving the design derivatives of Equation (6) with respect to the rest of coefficients, \( \beta_{kp} \) and \( \beta_{kq} \), in the \( k \)th multipoint constraint will be more involved. This is because matrix \( V \) on the right of Equation (6) and \( V V^T \) on the left are the linear and nonlinear functions of \( \beta_{kp} \) and \( \beta_{kq} \), respectively. Consequently, the displacement \( q \) is now nonlinear in \( \beta_{kp} \) and \( \beta_{kq} \).

To start the derivation, set the vector \( U_i \), being the solution of the linear structure under the unit-load, \( I_i \), as

\[
\left( K + \mu V V^T \right) U_i = I_i
\]

(14)

where the subscript \( i \) specifically denotes the non-zero degree of freedom, the vector, \( I_i \), has only one non-zero value of 1 at the \( i \)th component, and \( V \) defined in Equation (5) is a function of \( \beta_{kp} \) and \( \beta_{kq} \). Note that \( U_i \) is in fact the derivative of \( q \) with respect to the \( i \)th component of the external force vector \( f_i \). That is, \( U_i = q_{x_i}^f \). For simplicity, the solutions of the finite element matrix equation of Equation (14) due to any unit-load imposed at different degrees of freedom such as \( U_{i}, U_{kp}, \) or \( U_{kq} \) will be referred to as a unit-load displacement in the rest of this paper.

One can now differentiate Equation (6) with respect to \( \beta_{k0} \), a variable on the right-hand side of the \( k \)th constraint, to obtain

\[
\left( K + \mu V V^T \right) q'_{\beta_{k0}} = \mu v_k = \mu \beta_{kp} U_{kp} + \mu \beta_{kq} U_{kq}
\]

or

\[
q'_{\beta_{k0}} = \mu \beta_{kp} U_{kp} + \mu \beta_{kq} U_{kq}
\]

(15)

where \( U_{kp} \) is the solution to Equation (14) with a unit-load placed at the degree of freedom, \( kp \), while \( U_{kq} \) is associated with a unit-load at the degree of freedom, \( kq \).

The next step is to differentiate Equation (6) with respect to random coefficients in the constraint equation, \( \beta_{kp} \) and \( \beta_{kq} \). For simplicity, only \( \beta_{kp} \) is considered as an independent
variable in the following derivation. The first-order derivative of Equation (6) is now obtained as
\[
\left( K + \mu VV^T \right) q_{p_{kp}} = -\mu \left( VV^T \right) \beta_{kp} q_{p_{kp}} \tag{16}
\]
where the matrix product of the vector, \( V \), which is a collection of \( v_k \), defined in Equation (4)
\[
VV^T = \sum_{k=1}^{m} \left( v_k v_k^T \right)
\]
and the first- and second-order terms on the right-side of Equation (16) can be expressed in detail as follows:
\[
(VV^T)_{p_{kp}} q = \left( v_k^T w_{kp} + v_k v_k^T \right) q = \left[ -2(\beta_{kp} q_{kp} + \beta_{pq} q_{kp}) \right] I_{kp} - \beta_{kp} q_{kp} I_{kp}
\]
and
\[
(VV^T)_{p_{kp}} q = \beta_{kp} I_{kp}
\]
With the help of the above equations, Equation (16) can be reorganized as
\[
\left( K + \mu VV^T \right) q_{p_{kp}} = \mu \left[ -2(\beta_{kp} q_{kp} + \beta_{pq} q_{kp}) + \beta_{kp} \right] I_{kp} - \mu \beta_{kp} q_{kp} I_{kp} \tag{17}
\]
The solution of the above equation, which is the first-order displacement derivative with respect to \( \beta_{kp} \), is now obtained as a linear combination of two unit-load solutions as
\[
q_{p_{kp}}' = \mu \left[ -2(\beta_{kp} q_{kp} + \beta_{pq} q_{kp}) + \beta_{kp} \right] U_{kp} - \mu \beta_{kp} q_{kp} U_{kp} \tag{18}
\]
The second-order displacement derivative with respect to \( \beta_{kp} \), can be carried out in a similar matter, which again yields a linear combination of the same two unit-load solutions as
\[
q_{p_{kp}}'' = -2\mu \left[ 2(\beta_{kp} q_{kp}, \beta_{kp} + \beta_{pq} q_{kp}, \beta_{kp} + q_{kp}) U_{kp} - 2\mu \beta_{kp} q_{kp}, \beta_{kp} U_{kp} \tag{19}
\]
The same process can be further extended to obtain the higher-order derivatives of \( q \) as
\[
q_{p_{kp}}^{(n)} = -n\mu \left[ 2(\beta_{kp} q_{kp}, \beta_{kp} + \beta_{pq} q_{kp}, \beta_{kp} + (n-1) \beta_{kp} q_{kp}, \beta_{kp} + q_{kp}) U_{kp} - n\mu \beta_{kp} q_{kp}, \beta_{kp} U_{kp} \tag{20}
\]
where the order of differentiation, \( n \), is higher than 2. In short, the derivatives of the displacement vector with respect to \( \beta_{kp} \) in different orders can be obtained in terms of two unit-load derivatives, \( U_{kp} \) and \( U_{kp} \).

Next, the derivatives of the reaction force vector, \( R \), can be found by directly differentiating Equation (7). For example, the derivative of \( R \) with respect to a force component, \( f_i \), will be linear in \( q_{f_{fi}}' \) as
\[
R_{f_{fi}}' = -\mu VV^T q_{f_{fi}}' = -\mu VV^T U_i \tag{21}
\]
while the derivative of \( R \) with respect to \( \beta_{kp} \) is found to be
\[
R_{\beta_{kp}}' = -\mu VV^T q_{\beta_{kp}}' + \mu v_k
\]
The derivatives of \( R \) with respect to the coefficients of the constraint, \( \beta_{kp} \) and \( \beta_{pq} \), can also be found by the direct differentiation of Equation (7). Again, for illustration, one may select \( \beta_{kp} \) as an independent variable to obtain the following relations,
\[
R_{\beta_{kp}}' = \mu \left[ -2(\beta_{kp} q_{kp} + \beta_{pq} q_{kp}) + \beta_{kp} \right] I_{kp} - \mu \beta_{kp} q_{kp} I_{kp} - \mu VV^T q_{\beta_{kp}} \tag{21}
\]
and
\[
R''_{\beta_{kp}} = -2\mu \left( 2\beta_{kp} q_{kp,\beta_{kp}} + \beta_{kq} q_{kq,\beta_{kp}} + q_{kp} \right) I_{kp} - 2\mu \beta_{kq} q_{kp,\beta_{kq}} I_{kq} - \mu VV^T q''_{\beta_{kp}} \tag{22}
\]

Furthermore, the high-order derivatives of the reaction force can also be found as
\[
R^{(n)}_{\beta_{kp}} = -n\mu \left( 2\beta_{kp} q_{kp,\beta_{kp}}^{(n-1)} + \beta_{kq} q_{kq,\beta_{kp}}^{(n-1)} + (n-1) q_{kp,\beta_{kp}}^{(n-2)} \right) I_{kp} - n\mu \beta_{kq} q_{kp,\beta_{kq}}^{(n-1)} I_{kq} - \mu VV^T q^{(n)}_{\beta_{kp}} \tag{23}
\]

Note that the first two coefficients of \( I_{kp} \) and \( I_{kq} \) on the right-hand side of \( R'_{\beta_{kp}} \) are the same as those of \( U_{kp} \) and \( U_{kq} \) of \( q'_{\beta_{kp}} \) in Equation (18). The same similarity was also observed between \( R''_{\beta_{kp}} \) and \( q''_{\beta_{kp}} \) in Equation (19) and their higher-order derivatives.

In summary, the \( n \)th derivatives of the displacement vector with respect to either \( \beta_{kp} \) or \( \beta_{kq} \) as the independent variable can be briefly expressed as, based upon Equations (18)–(20),
\[
q^{(n)}_{\beta_{kp}} = a_n U_{kp} + b_n U_{kq} \tag{24}
\]

where \( U_{kp} \) and \( U_{kq} \) are the unit-load solutions of Equation (14), and \( a_n \) and \( b_n \) are scalar functions of random variables, \( \beta_{kp} \) or \( \beta_{kq} \) and the lower-order derivatives, \( q^{(n-1)}_{\beta_{kp}} \) and \( q^{(n-2)}_{\beta_{kp}} \), which should be available at the time when \( q^{(n)}_{\beta_{kp}} \) is computed. The derivatives of the constraint reaction force vector can also be expanded in terms of \( I_{kp} \) and \( I_{kq} \) in a similar manner. Specifically, one has the following relation,
\[
R^{(n)}_{\beta_{kp}} = a_n I_{kp} + b_n I_{kq} - \mu VV^T q^{(n)}_{\beta_{kp}} \tag{25}
\]

Once the displacement field is treated as random, its randomness will be propagated to the von Mises stresses at the interior integration points first by Equation (9), and then to the nodal points through the smoothing process of Equation (11). In the deterministic environment, the von Mises stresses are usually calculated first at the interior points in each element, based upon Equation (9). These are then collected through the entire domain and mapped to the nodal points based upon Equation (11). To take advantage of the linear nature of the unit-load approach, the original sequence to calculate the nodal von Mises stresses was reversed in this study. The state of the stresses and its derivatives are first calculated as before at the interior integration points,
\[
\sigma^{(n)}_{\epsilon,\beta_{kp}} = \begin{pmatrix} \sigma^{(n)}_{x,\beta_{kp}} \\ \sigma^{(n)}_{y,\beta_{kp}} \\ \sigma^{(n)}_{xy,\beta_{kp}} \end{pmatrix} = DB q^{(n)}_{\epsilon,\beta_{kp}} = a_n DBU_{\epsilon,kp} + b_n DBU_{\epsilon,kq}
\]

where \( \sigma^{(n)}_{\epsilon,\beta_{kp}} \) consists of three components of the stresses at an interior point in an element. Each of the stress components is then collected and mapped separately to the nodes in the structural by using Equation (9). As an example, one can assemble a vector, \( \sigma^{(n)}_{\epsilon,\beta_{kp}} \), which collects all axial stresses \( \sigma^{(n)}_{x,\beta_{kp}} \) reported at the interior points. The value of the axial stress \( \sigma^{(n)}_{x,\beta_{kp}} \) can be recast as
\[
\sigma^{(n)}_{x,\beta_{kp}} = a_n D_1 B U_{\epsilon,kp} + b_n D_1 B U_{\epsilon,kq} \tag{26}
\]
where \( D_1 \) is the first row of \( D \). It is noted that the stress, \( \sigma^{(n)}_{x_r, \beta_{kp}} \), is a linear combination of unit-loads. Thus, the smoothing process can be conducted separately to map \( \sigma^{(n)}_{x_r, \beta_{kp}} \) from interior points to nodes as

\[
S^{(n)}_{x_r, \beta_{kp}} = a_n S^{(n)}_{x, \beta_{kp}} + b_n S^{(n)}_{x_r, \beta_{kq}}
\]

where \( M S^{(n)}_{x, \beta_{kp}} = D_1 B U_{kp} \) and \( M S^{(n)}_{x_r, \beta_{kp}} = D_1 B U_{kq} \) are solved for the states of the stresses at the nodal points produced by the unit-loads, \( U_{kp} \) and \( U_{kq} \), respectively. The \( M \) matrix described here is the same one described in Equation (11). The same process can be extended to find the normal stress \( S^{(n)}_{y, \beta_{kp}} \) and shear stress \( T^{(n)}_{xy, \beta_{kp}} \). As a result, the \( n \)th order derivatives of the state of the stresses at a nodal point, \( S^{(n)}_{\beta_{kp}} \), can now be expressed as a linear combination of the \( n \)th-order derivatives of the nodal state of the stresses produced by the unit-loads, respectively, as

\[
S^{(n)}_{\beta_{kp}} = \begin{bmatrix} S^{(n)}_{x, \beta_{kp}} \\ S^{(n)}_{y, \beta_{kp}} \\ T^{(n)}_{xy, \beta_{kp}} \end{bmatrix} = a_n S^{(n)}_{kp} + b_n S^{(n)}_{kq}
\]

(27)

It should be noted that the above equations are derived based upon the assumption that the random variable of concern, \( \beta_{kp} \), is associated with only one constraint, \( C_k = 0 \). The same derivation process can be further extended to the cases where the random variables of concern involve more than one constraint. Example 1 in the Results section demonstrates a case when a random variable is involved in two multipoint constraints.

Once the derivatives of all stress components at the nodes become available, one can use Equations (12) and (13) to find the mean and standard deviation of the nodal von Mises stresses. As an example, set \( \beta_{kp} \) as a random variable with the mean and standard deviation, \( \mu_{\beta_{kp}} \) and \( \sigma_{\beta_{kp}} \). The first- and second-order derivatives of the von Mises stress at the nodal point of concern can now be calculated by differentiating Equation (9) at each nodal point as

\[
\sigma'_{VM, \beta_{kp}} = \frac{1}{\sigma'_{VM}} \left( S^T A S'_{\beta_{kp}} \right)
\]

(28)

\[
\sigma''_{VM} = \frac{1}{\sigma''_{VM}} \left( S^T A S'_{\beta_{kp}} + S^T A S''_{\beta_{kp}} \right) - \frac{1}{(\sigma'_{VM})^3} \left( S^T A S'_{\beta_{kp}} \right)^2
\]

(29)

where \( \sigma'_{VM} \) in Equations (28) and (29) is the nodal von Mises stresses node of concern, and \( S'_{\beta_{kp}} \) and \( S''_{\beta_{kp}} \) are the first- and second-order derivatives of nodal state of stresses as defined in Equations (22) and (23) with \( n = 1 \) and \( n = 2 \), respectively. All terms in the right-hand sides of Equations (28) and (29) are evaluated at the mean of the random variable, \( \mu_{\beta_{kp}} \). Once the first- and second-order derivatives of the nodal von Mises stress become available, one can use Equations (12) and (13) to compute its mean and standard deviation.

In summary, it has been demonstrated in this subsection that only a few unit-load solutions are required to compute any order of derivatives of the nodal displacements, reactions, and von Mises stresses with respect to the random point loads and boundary conditions. As a result, the unit-load approach benefits the use of the Taylor series expansion to efficiently calculate the means and standard deviations of any nodal response function. Such benefits can be further extended to conduct reliability-based design optimization in which the design gradients of the reliability indices can be obtained analytically by differentiating the few unit-load solutions.

The next subsection will elaborate on the design optimization formulation for the reliability-based design of a linear structure subjected to random loads and boundary conditions, and on the design gradient computation by directly differentiating the unit-load
2.3. Reliability-Based Design Optimization with Random Loads and Boundary Conditions

Reliability-based design optimization has been widely accepted as a method that balances the optimal designs with the confidence of probabilistic design constraints. The method incorporates statistical measures into design constraints by developing reliability indices to quantify uncertainties in terms of the levels of reliability.

An optimum design problem aims to identify the best set of design variables, \( b \), that can minimize the objective, \( f \), and satisfy the given and inequality constraints, \( g_i \leq 0 \), and equality ones, \( h_j = 0 \). Specifically, the mathematical expression of a generalized optimum design problem can be stated in a deterministic form as follows,

\[
\begin{align*}
\min \quad & f(b) \\
\text{subjected to} \quad & g_i(b, q) \leq 0, \quad i = 1, 2, \ldots, m \\
& h_j(b, q) = 0, \quad j = 1, 2, \ldots, n \\
& b_L \leq b \leq b_U, 
\end{align*}
\]

In most engineering design problems, the constraints usually involve limits on nodal displacements, nodal stresses, and nodal reactions. These limiting factors are assigned to guard against the failure of a structure to sustain applied loads. In this study, the applied loads and the boundary conditions were treated as random. Their uncertainty will propagate through the structure to its stress, deflection, and reaction, which make up the constraint equations defined in Problem (P1). Therefore, both the equality and inequality constraints stated in Problem (P1) must incorporate these uncertainties with measurable terms. For instance, the success of a design against a stress inequality constraint at a given node \( i \), \( g_i = \sigma_{VM} - \sigma_{yd} \leq 0 \), must now be measured by a targeted level of failure probability, \( P_{f0} \)

\[
P_{g\,i} = P(g_i \geq 0) \leq P_{g0} \quad i = 1, 2, \ldots, nd
\]

where \( nd \) is the total number of element nodes, and \( \sigma_{yd} \) and \( \sigma_{VM} \) represent the yield stress and the von Mises stress, respectively. The probability failure of the stress constraint, \( P_{g\,i} \), can also be stated by a complementary term, called reliability,

\[
R_{g\,i} = 1 - P_{g\,i} \quad i = 1, 2, \ldots, nd
\]

If the randomness follows the normal distribution, the above reliability can be calculated by the CDF of a single variable, called the reliability index, \( \beta_{g\,i} \), as

\[
R_{g\,i} = \Phi(\beta_{g\,i})
\]

which is a ratio between the mean and the standard deviation of all possible values of \( g_i \). That is,

\[
\beta_{g\,i} = \frac{\mu_{g\,i}}{s_{g\,i}} = \frac{\mu_{VM} - \mu_{yd}}{\sqrt{s_{VM}^2 + s_{yd}^2}}
\]

The inequality constraint, Equation (26), can then be recast as a single value constraint of the reliability indices,

\[
\beta_{g0} - \beta_{g\,i} \leq 0 \quad i = 1, 2, \ldots, nd
\]

where the value of the reliability index, \( \beta_{g0} \), is associated with the targeted reliability,

\[
\beta_{g0} = \Phi^{-1}(1 - P_{g0})
\]
As for the equality constraints in Problem (P1), its uncertainty can be controlled by imposing tolerances. For example, one can require the constraint, \( h_j = 0 \), fall into a range of a specified bilateral tolerance, \( \tau_{h_j} \), with a pre-determined probability, \( P_{h_j} \), as

\[
P\left(-\tau_{h_j} \leq h_j \leq \tau_{h_j}\right) \geq P_{h_j}
\]

assuming that the distribution is normal, one may set the mean value of the constraint as zero, \( \mu_{h_j} = 0 \), and the standard deviation of \( std_{h_j} \) as follows, based upon the required tolerance, \( \tau_{h_j} \) and the probability, \( P_{h_j} \), as

\[
std_{h_j} = \frac{\tau_{h_j}}{\beta_{P_{h_j}}/2}
\]

where the reliability index, \( \beta_{P_{h_j}}/2 \), is determined based upon the specified probability, \( P_{h_j} \), as

\[
\beta_{P_{h_j}}/2 = \Phi^{-1}\left(1 - \frac{1 - P_{h_j}}{2}\right)
\]

For instance, the constraint that falls into the range \(-0.02 \leq h_j \leq 0.02\) with 99.73% probability can be replaced by a pair of constraints. One is an equality constraint on its mean and the other is an inequality constraint on its standard deviation as

\[
\begin{cases}
\mu_{h_j} = 0 \\
std_{h_j} \leq 0.0067
\end{cases}
\]\n
Note that in this case, \( \beta_{P_{h_j}}/2 = 3 \) or \( h_j = 0 \pm 0.02 \), follows the format of natural tolerance.

In summary, with specified probabilities of failure, the deterministic Problem (P1) can now be reformulated in terms of reliability indices as

\[
\begin{aligned}
\min_{b \in \mathbb{R}^k} & \quad f(b) \\
\text{subjected to :} & \quad \beta_{g_i} - \beta_{s_i} (\mu_{g_i}, s_{g_i}) \leq 0, \quad i = 1, \ldots, m \\
& \quad \mu_{h_j} = 0, \\
& \quad std_{h_j} \leq \frac{\tau_{h_j}}{\beta_{P_{h_j}}/2}, \quad j = 1, \ldots, n \\
& \quad b_L \leq b \leq b_U,
\end{aligned}
\]

All variables in Problem (P2) are deterministic including the means and the standard deviations of the input random variables and the constraints. The latter can be calculated based upon Equations (12) and (13). It is worthwhile mentioning that the magnitude of the mean value calculated by Equation (12) is most likely dominated by the first term, and not the second term as the former is a function of the mean values while the second term is the sum of the square terms of the standard deviations. On the other hand, the magnitude of the standard deviations, as indicated in Equation (13), is a sum of the square terms of the standard deviations. Thus, from a designer point of view, it will be more effective to accomplish the constraints on the mean values such as \( \mu_{h_j} = 0 \) by changing the mean values of the design variables, while it will be more effective to change the standard deviations to accomplish the constraints on reliability such as \( std_{h_j} \leq 0.0067 \) in Equation (32). In Section 3, Example 1 will take into consideration the standard deviations of the random variables as design variables to satisfy the standard deviation requirements.

To effectively support gradient-based design optimization, it is preferable to have the first-order design sensitivity, with respect to the design variables, computed efficiently for
response functions involved in the design consideration. In a structural reliability-based
design optimization problem, the probability of failure involves the means and the standard
deviations of the nodal displacement, reaction forces, and von Mises stresses. The design
derivatives of these means and standard deviations with respect to the structural design
variables can be calculated based upon Equations (12) and (13). These design variables can
be either random or deterministic.

Set \( b_l \) as a deterministic variable that is related to the material properties and dimen-
sions of the structure of concern. The design derivatives of the mean and the standard
deviation of a response function, \( g(x_i) \), are then obtained as

\[
\frac{d\mu_g}{db_l} \approx \frac{dg(\mu x_1, \mu x_2, \ldots, \mu x_n)}{db_l} + \frac{1}{2} \sum_{i=1}^{n} \left( \frac{d^2 g x_i}{db_l^2 s x_i^2} \right)^2 \tag{35}
\]

\[
\frac{dS_g}{db_l} = \frac{\sum_{i=1}^{n} \left( \frac{d^2 g x_i}{db_l^2 s x_i} \right)^2}{2S_g} \tag{36}
\]

As presented in Section 2.2, the response functions, \( g(x_i) \), which include the nodal
displacements, reactions, and von Mises stresses of a linear structure, and their derivatives,
\( g'_x \) and \( g''_x \), evaluated at the means, can be recursively expressed as a linear combination
of the unit-load solutions, denoted by \( U_{kx} \) and \( U_{kq} \). Therefore, their first-order design
derivatives can be obtained as a linear combination of the design derivatives of these
unit-load solutions. This is also be conducted by directly differentiating Equation (14) as

\[
\left( K + \mu VV^T \right) \frac{dU_i}{db_l} = - \frac{dK}{db_l} U_i - \mu \left[ \frac{dV}{db_l} \left( V^T U_i \right) + V dV^T U_i \right]
\]

Note that the mean value of any random variable, say \( x_k \), can be selected as a design
variable (i.e., \( \mu x_k = b_l \)). Since function \( g \) and its derivatives, \( g'_x \) and \( g''_x \), in Equations
(35) and (36), are all evaluated at the means of the random variables, one can follow the
standard procedure to differentiate \( g \), \( g'_x \), and \( g''_x \) with respect to \( \mu x_k \), as per Equations (35)
and (36) with respect to \( b_l \). In the case where the standard deviation of any random variable,
\( S x_k \), is treated as a design variable, Equations (35) and (36) can now be simplified as

\[
\frac{d\mu_g}{dS x_k} = S'' x_i S x_i \tag{37}
\]

and

\[
\frac{dS_g}{dS x_k} = S'' x_i S x_i S_g \tag{38}
\]

This is again because \( g, g'_x \), and \( g''_x \) are evaluated at the means of all random variables,
and consequently, they are independent of the standard deviations.

3. Results

Two examples of RBDO are presented in this section to demonstrate the use of the
unit-load solutions in Taylor’s series expansion to estimate the means and the standard
deviations of the response functions computed by the finite element method. The first
example was a truss problem subjected to random multipoint constraints. It incorporates
an equality constraint and includes standard deviations of random variables as design vari-
ables. The second example conducted shape optimization of a mooring bracket subjected
to two random point loads. The bracket was modeled as a plane stress problem, which
was discretized with quadrilateral elements. The unit-load approach presented in Section 2
was employed here to compute the constraints, which were formulated in terms of the
reliability indices of the nodal displacements, reactions, and von Mises stresses. Monte
Carlo simulation was used later to validate the results of the Taylor series expansion and the reliability-based design optimization.

3.1. Example 1–Random Multipoint Constraints

A horizontal rigid bar with length \( l_3 \) was hinged at the left end and subjected to a vertical point load \( P \) at the free end, as shown in Figure 1. The problem was taken from [35]. The bar was supported by two vertical truss bars, Bar 1 and Bar 2. They had the same lengths, while their Young’s modulus and cross-sectional area were not the same. The length denoted by \( L \) was set as 36 inches. The Young’s modulus and the cross-sectional area of Bar 1, \( E_1 \), and \( A_1 \) were set as \( 30 \times 10^6 \) psi and 1 in\(^2\), and those of Bar 2, \( E_2 \) and \( A_2 \), were set as \( 10 \times 10^6 \) psi and 1.25 in\(^2\), respectively. The distances from the hinge point to Bar 1 and to Bar 2 are denoted by \( l_1 \) and \( l_2 \), respectively. The lengths, \( l_1, l_2, l_3 \), and the point load \( P \) were considered as normal random variables in this study. With the initial covariances being 0.15, they can be given by \( \ell_1 \sim N(15, 2.25) \), \( \ell_2 \sim N(27, 4.05) \), \( \ell_3 \sim N(36, 5.40) \), and \( P \sim N(15,000, 2250) \). The goal of this design optimization exercise was to find the lightest design that can control the deflection at the free end of the rigid bar be in the range of \( 0.448 \leq \delta_{\text{max}} \leq 0.452 \), with 99.73% of probability. To this end, the cross-sectional areas of the vertical bars, \( A_1, A_2 \), as well as the standard deviations of \( \ell_1, \ell_2, \ell_3 \) were considered as the design variables. The solution of this design problem is presented in three sub-sections. The problem statement for deterministic design optimization is stated in Section 3.1.1, which involved only one equality constraint. The second section, Section 3.1.2, uses the second-order Taylor’s series expansion to compute the mean and standard deviations of the nodal displacements and reactions. The last section, Section 3.1.3, presents the results of several reliability-based design optimization runs with different levels of reliability of constraint satisfaction.

3.1.1. Deterministic Finite Element State Equation

The global stiffness and the external load vector of the two-member truss structure are stated as

\[
K_0 = \begin{bmatrix}
 s_1 & 0 & -s_1 & 0 & 0 \\
 0 & s_2 & 0 & -s_2 & 0 \\
 -s_1 & 0 & s_1 & 0 & 0 \\
 0 & -s_2 & 0 & s_2 & 0 \\
 0 & 0 & 0 & 0 & 0 
\end{bmatrix} \quad \text{and} \quad f_0 = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ P \end{bmatrix}
\]

Figure 1. Truss structure subjected to multipoint constraints.
where the initial values of \( s_1 \) and \( s_2 \) are given by \( s_1 = \frac{E_1 A_1}{L} = 0.833 \times 10^5 \), \( s_2 = \frac{E_2 A_2}{L} = 0.347 \times 10^5 \), and the point load \( P \) is taken at its mean, \( \bar{P} = 15 \times 10^5 \). The problem is subject to two single point constraints at Nodes 3 and 4,

\[
q_3 = q_4 = 0
\]

and two multiple point constraints

\[
\ell_3 q_1 - \ell_1 q_5 = 0, \quad \ell_3 q_2 - \ell_2 q_5 = 0
\]

The above multipoint constraints are imposed to ensure that Nodes 1, 2, and 5 maintain a straight line, even after truss deformation to comply with the rigidness assumption of the horizontal bar.

One may implement the single point constraints first by eliminating rows and columns 3 and 4 to obtain the revised \( K \) and \( f \) as

\[
K = \begin{bmatrix}
s_1 & 0 & 0 \\
0 & s_2 & 0 \\
0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
f = \begin{bmatrix}
0 \\
0 \\
P
\end{bmatrix}
\]

Next, one can implement the multipoint constraints by the penalty method. This leads to a set of three equations as

\[
\left( K + \mu v_1 v_1^T + \mu v_2 v_2^T \right) q = f
\]

where \( v_1 \) and \( v_2 \) are the coefficients of the given multiple point constraints; \( v_1^T = (\ell_3, 0, \ell_1) \) and \( v_2^T = (0, \ell_3, \ell_2) \). More specifically, Equation (39) is detailed as follows for a unique solution of \( q^T = (q_1, q_2, q_5) \)

\[
\begin{bmatrix}
s_1 + \mu \ell_3^2 & 0 & -\mu \ell_1 \ell_3 \\
0 & s_2 + \mu \ell_3^2 & -\mu \ell_2 \ell_3 \\
-\mu \ell_1 \ell_3 & -\mu \ell_2 \ell_3 & \mu (\ell_1^2 + \ell_2^2)
\end{bmatrix}
\begin{bmatrix}
q_1 \\
q_2 \\
q_5
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
P
\end{bmatrix}
\]

along with the reaction force vector at Nodes 1, 2, and 5,

\[
R = \mu \begin{bmatrix}
\ell_3^2 q_1 - \ell_1 \ell_3 q_5 \\
\ell_3^2 q_2 - \ell_2 \ell_3 q_5 \\
-\ell_1 \ell_3 q_1 - \ell_2 \ell_3 q_2 + (\ell_1^2 + \ell_2^2) q_5
\end{bmatrix}
\]

3.1.2. Means and Standard Deviations of Displacement and Reactions

The means and standard deviations of the nodal displacement vector, \( q^T = (q_1, q_2, q_5) \), can be calculated based upon Equations (12) and (13), resulting from the Taylor’s series expansion, as

\[
\mu_q = \bar{q} + \frac{1}{2} \left[ q_{,1}^2 \sigma_{\ell_1}^2 + q_{,2}^2 \sigma_{\ell_2}^2 + q_{,5}^2 \sigma_{\ell_3}^2 + q_{,P}^2 \sigma_P^2 \right]
\]

and

\[
\text{Var}(q) = \sigma_q^2 = \left( q_{,1} \sigma_{\ell_1} \right)^2 + \left( q_{,2} \sigma_{\ell_2} \right)^2 + \left( q_{,5} \sigma_{\ell_3} \right)^2 + \left( q_{,P} \sigma_P \right)^2
\]

where \( \mu_q \) and \( \sigma_q \) are the mean and standard deviation vectors of \( q \), and \( \bar{q} \) denotes the displacement solution of Equation (39) with all random variables evaluated at their means.

The next task is to derive the first- and second-order derivatives presented in Equations (41) and (42) and evaluate them at the means of random variables. The first- and the second-order derivatives of the displacement vector with respect to the load force, \( P \), is straightforward as

\[
q_{,P} = U_5
\]
and

\[ q''_p = 0 \]

where \( \mathbf{U}_5 \) is the unit-load displacement vector at Node 5. The first- and second-order derivatives of the displacement vector with respect to the random variables, \( \ell_1 \) and \( \ell_2 \), can be directly derived by using Equations (18) and (19), as they appear only in one of the constraint equations. The resultant equations are listed below

\[
q'_{\ell_1} = -\mu(2\ell_1q_5 - \ell_3q_1)\mathbf{U}_5 + \mu\ell_3q_5\mathbf{U}_1
\]
\[
q'_{\ell_2} = -\mu(2\ell_2q_5 - \ell_3q_2)\mathbf{U}_5 + \mu\ell_3q_5\mathbf{U}_2
\]

and

\[
q''_{\ell_1} = -2\mu(2\ell_1q_5 - \ell_3q_1 + q_5)\mathbf{U}_5 + 2\mu\ell_3q_5\mathbf{U}_1
\]
\[
q''_{\ell_2} = -2\mu(2\ell_2q_5 - \ell_3q_2 + q_5)\mathbf{U}_5 + \mu\ell_3q_5\mathbf{U}_2
\]

where \( \mathbf{U}_1 \) and \( \mathbf{U}_2 \) are the unit-load displacements with non-zero force imposed at Nodes 1 and 2, respectively.

As for the random variable, \( \ell_3 \), it is presented in both multipoint constraints, which is different from other random variables, \( \ell_1 \) and \( \ell_2 \), as each of the latter is presented in only one multipoint constraint. Consequently, a revision of Equations (18) and (19) is required to complete the differentiation as expressed below,

\[
q'_{\ell_3} = -\mu(2\ell_3q_1 - \ell_3q_5)\mathbf{U}_1 - \mu(2\ell_3q_2 - \ell_3q_5)\mathbf{U}_2 - \mu(\ell_1q_1 + \ell_2q_2)\mathbf{U}_5
\]
\[
q''_{\ell_3} = -2\mu(2\ell_3q_1 - \ell_3q_5 + q_1)\mathbf{U}_1 - 2\mu(2\ell_3q_2 - \ell_3q_5 + q_2)\mathbf{U}_2 - 2\mu(\ell_1q_1 + \ell_2q_2)\mathbf{U}_5
\]

The first- and second-order derivatives of the reaction vectors, \( \mathbf{R} \), with respect to the random variables, \( \ell_1, \ell_2 \) and \( \ell_3 \), can also be calculated based upon Equations (21) and (22), where \( \mathbf{R} \) is defined by Equation (40). Again, some revision is required to calculate the derivatives with respect to \( \ell_3 \), which is involved in both multipoint constraints simultaneously. The equations of the first- and second-order derivatives of \( \mathbf{R} \) with respect to \( \ell_1, \ell_2, \) and \( \ell_3 \) are listed in Appendix A for reference.

Once the derivatives of the displacement and the reaction force vectors with respect to the random variables at their means become available, one can follow Equations (12) and (13) to find the mean and standard deviation of these vectors. For validation, let the variables, \( (\ell_1, \ell_2, \ell_3, P) \) be normally distributed and statistically independent with covariances of 0.15. Specifically, at the initial design, these are given by \( \ell_1 \sim N(15, 2.25) \), \( \ell_2 \sim N(27, 4.05) \), \( \ell_3 \sim N(36, 5.40) \), and \( P \sim N(15,000, 2250) \). Tables 1 and 2 compare the means and standard deviations of the displacement and the reaction vector calculated by the Taylor’s series expansion presented in this section with those by the Monte Carlo simulation with samples of \( 10^6 \). The maximal error of the displacement vector was observed at the standard deviation of the displacement at the free end of the horizontal bar, Node 5, while the maximal error of the reaction vector was the standard deviation at Node 1. With reduced variations, the errors in standard deviations were reduced, as demonstrated in Table 3, for the displacement vector. It should be noted that only three unit-load analyses for \( \mathbf{U}_1, \mathbf{U}_2, \) and \( \mathbf{U}_5 \) were required to complete the entire validation process presented in Tables 1–3.

<table>
<thead>
<tr>
<th>Nodal No.</th>
<th>Mean—MC</th>
<th>Mean—Equation (40)</th>
<th>Std—MC</th>
<th>Std—Equation (41)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1847</td>
<td>0.1847</td>
<td>0.0516</td>
<td>0.0504</td>
</tr>
<tr>
<td>2</td>
<td>0.3303</td>
<td>0.3303</td>
<td>0.0837</td>
<td>0.0823</td>
</tr>
<tr>
<td>5</td>
<td>0.4625</td>
<td>0.4618</td>
<td>0.1900</td>
<td>0.1757</td>
</tr>
</tbody>
</table>
Table 2. Mean and standard deviation of nodal MPC reaction forces ($\times 10^3$) with all covariance equal to 0.15.

<table>
<thead>
<tr>
<th>Nodal No.</th>
<th>Mean—MC</th>
<th>Mean—Equation (40)</th>
<th>Std—MC</th>
<th>Std—Equation (41)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.386</td>
<td>15.388</td>
<td>4.302</td>
<td>4.201</td>
</tr>
<tr>
<td>2</td>
<td>11.463</td>
<td>11.461</td>
<td>2.904</td>
<td>2.856</td>
</tr>
<tr>
<td>5</td>
<td>−15.001</td>
<td>−15.000</td>
<td>2.250</td>
<td>2.250</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the differences in standard deviations of displacements for different covariances in all random variables.

<table>
<thead>
<tr>
<th>Nodal No.</th>
<th>Covariance = 0.15</th>
<th>Covariance = 0.10</th>
<th>Covariance = 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MC Equation (41)</td>
<td>MC Equation (41)</td>
<td>MC Equation (41)</td>
</tr>
<tr>
<td>1</td>
<td>0.0516</td>
<td>0.0504</td>
<td>0.0340</td>
</tr>
<tr>
<td>2</td>
<td>0.0836</td>
<td>0.0823</td>
<td>0.0553</td>
</tr>
<tr>
<td>5</td>
<td>0.1898</td>
<td>0.1757</td>
<td>0.1211</td>
</tr>
</tbody>
</table>

3.1.3. Reliability-Based Design Optimization

The goal of the design optimization in Example 1 was to find the lightest truss bars that could control the deflection at Node 5, the free end of the rigid bar falling into the range (0.43, 0.47), with different levels of reliability. To achieve this goal, the concerned design variables included the cross-sectional areas of the truss members, which are deterministic, and the standard deviations of the input random variables. In particular, the mathematical expression of the design optimization problem is expressed in terms of statistical terms as

$$
\min A_1, A_2, \text{std} \ell_1, \text{std} \ell_2, \text{std} \ell_3, \text{std} p \quad f = A_1 + A_2
$$

subject to: $\mu q_5 = 0.45$

$$
\text{std} q_5 \leq \frac{0.02}{\beta_{P_{hj}}/2}
$$

where the cross-sectional areas of the vertical bars $A_1, A_2$ as well as the standard deviations of $\ell_1, \ell_2,$ and $\ell_3$, denoted as $\text{std} \ell_1, \text{std} \ell_2,$ and $\text{std} \ell_3,$ are considered as the design variables. The standard deviation of the point load, $P, \text{std} p,$ can also be included as a design variable. The reliability index, $\beta_{P_{hj}}/2$, in the above constraint, is associated with a 0.02 tolerance of the mean value $\mu_{q_5}$, as defined by Equations (32)–(34).

Five different cases of design optimization formulation (P3) were solved by the MATLAB built-in function, *fmincon*. The required gradients were supplied by the finite difference method. Their optimal solutions are summarized in Table 4. Case 1 was a deterministic design optimization in which only two variables, $A_1$ and $A_2$, were treated as design variables, and the force and the boundary conditions were deterministic. Next, problem (P3) was solved to achieve 95% of reliability, with the standard deviation of $P$ set as a constant, 750. The problem failed to converge. However, the problem could converge once the targeted reliability was reduced to 60%. The associated results are listed in Case 2. It is shown that the cross-sectional area, $A_1$, approached its lower limit. The problem as then resolved by including the standard deviation of the pressure, $\text{std} p$, as an additional design variable. The results of optimization runs for different ranges of $P_{hj}$ described in Equation (31) are listed in Cases 3 to 5 in Table 4. The results show that the free end deflection, $q_5$, could reach 99.5% of confidence or fall into the range of (0.43, 0.47). Finally, the last column in Table 4 indicates that the reliability levels of the optimal solutions computed by the Taylor’s series expansion approach were matched very well with those by the Monte Carlo simulation with $10^6$ samples. Note that only three unit-load displacement vectors, $U_1, U_2,$ and $U_5$. 


were required in this example to complete this Monte Carlo simulation task at any optimal solution of concern.

Table 4. Optimal designs of Example 1 with different $P_{h_j}$.

<table>
<thead>
<tr>
<th>Case</th>
<th>Objective Weight</th>
<th>Design Variables</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A_1$</td>
<td>$A_2$</td>
<td>$\mu_{\ell_1}$</td>
</tr>
<tr>
<td>1</td>
<td>2.1337</td>
<td>0.0037</td>
<td>2.130</td>
</tr>
<tr>
<td>2</td>
<td>2.1336</td>
<td>0.0005</td>
<td>2.133</td>
</tr>
<tr>
<td>3</td>
<td>2.1406</td>
<td>0.2083</td>
<td>1.941</td>
</tr>
<tr>
<td>4</td>
<td>2.1496</td>
<td>0.2168</td>
<td>1.932</td>
</tr>
<tr>
<td>5</td>
<td>2.1375</td>
<td>0.0539</td>
<td>2.083</td>
</tr>
</tbody>
</table>

3.2. Example 2–Shape Optimization of a Mooring Bracket Subject to Random Loads

The example problem was a bracket that is used for mooring small boats. The dimension of the mooring bracket is shown in Figure 2. The random point load was imposed at the contact, Point $P$, on the side of the hole, caused by the pressure of the mooring clip. The shape of the rectangular cutoff at the base of the mooring bracket was the concern of the design. The goal of this design example was to find the best cutoff shape that minimized the weight of the mooring bracket, while maintaining a satisfactory level of reliability for constraints on the displacement, von Mises stress, and reaction forces. The shape of the cutoff was measured by three variables: the left edge, $x_L$, the height, $x_H$, and the right edge, $x_R$. Their best values were scaled between their initial values, (1.14, 0.13, 2.8) and their upper bounds (1.5, 0.31, 3.07) by introducing three design variables ranging between 0 and 1 as

$$
\begin{align*}
  x_L &= 1.50 + b_1(1.14 - 1.50) \\
  x_H &= 0.13 + b_2(0.31 - 0.13) \\
  x_R &= 2.80 + b_3(3.07 - 2.80)
\end{align*}
$$

Figure 2. The initial design of the mooring bracket.

The initial finite element model of the mooring bracket is displayed in Figure 3, which was made of 238 quadrilateral elements and 284 total nodes, of which 13 were along the fixed base boundary. The two components of the applied load at points $P$, $P_x$, and $P_y$ were assumed to be independent of each other and normally distributed. The
maximal allowable nodal displacement, von Mises stress, and reaction force were also assumed to be normal, which were set as $N(0.0013, 0.00013)$ in, $N(3.0E5, 3.0E4)$ psi, and $N(290, 29)$ lbs, respectively.

Figure 3. Initial mesh of the mooring bracket.

To validate the use of the Taylor’s series expansion for the reliability analysis of this example problem, the results of the unit-load-based approach described in Section 2 were compared with those generated by the Monte Carlo simulation with 15,000 samples. The output responses of concern in this example were the reliability indices of the magnitudes of the nodal displacement, nodal von Mises stresses, and nodal boundary reactions. Two independent random variables were considered in this study, $P_x$ and $P_y$. The mean values of these two load components were set as 750 lbs and 600 lbs, respectively. The results of the maximal displacement and the maximal von Mises stresses at Point P and the maximal reaction at Point R are tabulated in Table 5, which were computed for the values of the variances set at 10%, 15%, and 20% for the loads $P_x$ and $P_y$. It was noted that increasing the value of COV in random loads would increase more in the standard deviations of the structural responses than in the mean values, as the former are linear in the standard deviations of input variables while the latter are quadratic. It is worthwhile mentioning here that all the results listed in Table 5 were completed by using only two unit-load analyses.

Table 5. Mean and standard deviations of the structural responses for different COV values.

<table>
<thead>
<tr>
<th>Responses</th>
<th>Input COV</th>
<th>Taylor’s Series Expansion</th>
<th>Monte Carlo Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>Standard Dev.</td>
</tr>
<tr>
<td>Displacement $\times 10^{-4}$ at Point P</td>
<td>10%</td>
<td>8.1697</td>
<td>0.7441</td>
</tr>
<tr>
<td></td>
<td>15%</td>
<td>8.1697</td>
<td>1.1164</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>8.1696</td>
<td>1.4888</td>
</tr>
<tr>
<td>V M stress $\times 10^5$ at Point P</td>
<td>10%</td>
<td>2.2852</td>
<td>0.1894</td>
</tr>
<tr>
<td></td>
<td>15%</td>
<td>2.2853</td>
<td>0.2841</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>2.2854</td>
<td>0.3788</td>
</tr>
<tr>
<td>BC reactions $\times 10^2$ at Point R</td>
<td>10%</td>
<td>−1.6080</td>
<td>0.1138</td>
</tr>
<tr>
<td></td>
<td>15%</td>
<td>−1.6080</td>
<td>0.1708</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>−1.6080</td>
<td>0.2277</td>
</tr>
</tbody>
</table>
Next, following problem statement (P2), the shape optimization of the given mooring bracket is now modeled as a standard design problem with inequality constraints expressed in terms of the reliability indices of nodal displacements, $\beta_{q_i}$, stresses, $\beta_{st_j}$, and boundary reactions, $\beta_{r_k}$:

$$\min b_1, b_2, b_3 \quad \text{Volume}$$

subject to

$$\beta_{q_i} \geq \beta_{q_0}, \quad i = 1, 2, \ldots, n$$

$$\beta_{st_j} \geq \beta_{st_0}, \quad j = 1, 2, \ldots, n$$

$$\beta_{r_k} \geq \beta_{r_0}, \quad k = 1, 2, \ldots, m$$

where the lowest bounds of the required reliabilities, $\beta_{q_0}$, $\beta_{st_0}$, and $\beta_{r_0}$, were set at 2.0, which corresponded to 97.7% of reliability. Furthermore, the total nodal number, $n$, in the above problem statement was found to be 284, while the total boundary node, $m$, was 13, based upon the initial finite element mesh in Figure 3. In the initial design, all of the design variables were set at zero. The corresponding reliability index distributions of the displacement field and the stress field are displayed in Figures 4 and 5. The volume of the initial design was 0.6213 in$^3$. However, it comes along with a violation on the boundary reaction at point $Q$, as indicated in Figure 2. The values of the mean and standard deviation of this reaction force were 203.7 lbs and 19.12 lbs, which resulted in a reliability index of 1.908, less than the required value of 2.

Figure 4. Reliability index distribution of the displacements in the initial mooring bracket.

To conduct the shape optimization, the MATLAB built-in function, fmincon, was used to solve the optimization problem. The required gradients were computed by the finite difference method. The final design had one design variable hitting the upper bound and two constraints hitting the lower bound. Specifically, the design variables of the final design were (1.0, 0.8247, 0.3604) with a volume of 0.5412 in$^3$. One of the tight constraints was associated with the reliability index of the nodal von Mises at Point $P$ and the other was the nodal boundary reaction force at Point $R$. Both had a reliability index of 2. The Monte Carlo simulation with 15,000 samples was used to compute the reliability indices of all constraints imposed upon the optimal design. The maximal reliability index was 2.0008, very close to the upper bound set by the optimization formulation. This maximal reliability index was associated with the maximal reaction force at Point $R$. The corresponding mesh and the reliability index distributions of the displacement field and the stress field of the optimal design are displayed in Figures 6–8.
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Figure 5. Reliability index distribution of the stresses in the initial mooring bracket.

Figure 6. Optimal mesh of the mooring bracket.

Figure 7. Reliability index distribution of displacements in the optimal mooring bracket.
Figure 7. Reliability index distribution of displacements in the optimal mooring bracket.

Figure 8. Reliability index distribution of stresses in the optimal mooring bracket.

4. Conclusions

Deterministic design problems are, in general, not practical, as many do not count variables with inherent uncertainty into the formulation such as mechanical properties, support conditions, and external loadings. Implementing a reliability-based design can help encapsulate many of the uncertainties and propagate the stochastic variables into the structural design process to produce more reliable and confident results. Unfortunately, incorporating uncertainties into a design is often computationally expensive, especially when they involve an iterative optimization solution process. This study considered the design of a linear structure subjected to the random point loads and boundary conditions. For its simplicity in implementation, the Taylor series expansion was applied to find accurate statistical measures of the structural responses, which included the nodal displacements, the reaction forces, and the nodal von Mises stresses. To take advantage of the linear nature of structural problems, a unit-load approach was applied in this study. For a given design, this approach can generate reliability indices of all the nodal values of the structural responses by using only a few unit-load displacement vectors. These unit-loaded displacement vectors can be repeatedly used to find any order of derivatives required in the Taylor series expansion with respect to random variables. Two design optimization examples were presented in this study. The first example was a truss design problem subjected to randomness in the multipoint constraints. The penalty method was used to convert the random multipoint constraints to random loads. Consequently, only four unit-load analyses were required in each design iteration of the reliability-based optimization process. The second example dealt with the nodal von Mises stresses, so only two unit-load equations were solved in each design optimization iteration to compute the required reliability indices. The results of the optimization were validated by Monte Carlo simulation with $10^6$ samples for Example 1 and 15,000 for Example 2. The entire validation process, however, was completed with only four unit-load equations for Example 1 and two for Example 2.

These examples demonstrate that the method of unit-loads is very effective and accurate to handle uncertainty and support reliability index analysis as well as design optimization for a wide variety of applications. The applications of the current study focused upon linear static analysis. It is expected that the proposed unit-load approach can be extended to linear dynamic problems, which will be a topic for future study.
**Designs** 2023, 7, 96

**Author Contributions:** Conceptualization, R.J.H. and G.J.-W.H.; methodology, R.J.H. and G.J.-W.H.; software, R.J.H. and G.J.-W.H.; validation, G.J.-W.H.; formal analysis, R.J.H.; investigation, R.J.H. and G.J.-W.H.; data curation, R.J.H.; writing—original draft preparation, R.J.H.; writing—review and editing, G.J.-W.H.; visualization, R.J.H.; supervision, G.J.-W.H.; project administration, G.J.-W.H. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Conflicts of Interest:** The authors declare no conflict of interest.

**Appendix A**

The first- and second-order derivatives of the reactions at Nodes 1, 2, and 5 of Example 1 are listed below for reference.

\[
R'_{r_1} = \mu \begin{cases} 
\ell_1^2 q_{1,1} - \ell_1 \ell_3 q_{1,3} - \ell_3 q_5 \\
\ell_2^2 q_{2,1} - \ell_2 \ell_3 q_{2,3} - \ell_3 q_5 \\
-\ell_1 \ell_3 q_{1,1} - \ell_2 \ell_3 q_{2,3} + (\ell_1^2 + \ell_2^2) q_{3,3} - \ell_3 q_1 + 2\ell_1 q_5 \\
\ell_2^2 q_{1,1} - \ell_1 \ell_3 q_{1,3} - \ell_3 q_5 \\
\ell_3^2 q_{2,2} - \ell_2 \ell_3 q_{2,3} - \ell_3 q_5 \\
-\ell_1 \ell_3 q_{1,1} - \ell_2 \ell_3 q_{2,3} + (\ell_1^2 + \ell_2^2) q_{3,3} - \ell_3 q_1 + 2\ell_2 q_5 \\
\ell_3^2 q_{3,3} - \ell_1 \ell_3 q_{3,3} + 2\ell_3 q_1 - \ell_1 q_5 \\
-\ell_1 \ell_3 q_{1,1} - \ell_2 \ell_3 q_{2,3} + (\ell_1^2 + \ell_2^2) q_{3,3} - \ell_1 q_1 - \ell_2 q_2 
\end{cases}
\]

while the second-order derivatives are

\[
R''_{r_1} = \mu \begin{cases} 
\ell_1^2 q_{1,1} - \ell_1 \ell_3 q_{1,3} - 2\ell_3 q_{5,1} \\
\ell_2^2 q_{2,1} - \ell_2 \ell_3 q_{2,3} - \ell_3 q_{5,1} \\
-\ell_1 \ell_3 q_{1,1} - \ell_2 \ell_3 q_{2,3} + (\ell_1^2 + \ell_2^2) q_{3,3} - 2\ell_3 q_{5,1} + 4\ell_1 q_{5,1} + 2q_5 \\
\ell_2^2 q_{1,1} - \ell_1 \ell_3 q_{1,3} - \ell_3 q_{5,1} \\
\ell_3^2 q_{2,2} - \ell_2 \ell_3 q_{2,3} - \ell_3 q_{5,1} \\
-\ell_1 \ell_3 q_{1,1} - \ell_2 \ell_3 q_{2,3} + (\ell_1^2 + \ell_2^2) q_{3,3} - 2\ell_3 q_{5,1} + 4\ell_2 q_{5,1} \\
\ell_3^2 q_{3,3} - \ell_1 \ell_3 q_{3,3} + 4\ell_3 q_{1,1} - \ell_1 q_{5,1} \\
-\ell_1 \ell_3 q_{1,1} - \ell_2 \ell_3 q_{2,3} + (\ell_1^2 + \ell_2^2) q_{3,3} - 2\ell_1 q_{1,1} - \ell_2 q_{2,1} + 2q_5 
\end{cases}
\]

The means and the standard deviations of the reaction force vector, \( \mathbf{R}' = (R_1, R_2, R_5) \), can be calculated based upon Equations (12) and (13), resulting from the Taylor’s series expansion as

\[
\mu_R = \mathbf{R} + \frac{1}{2} \left[ \mathbf{R}' \sigma_{\mathbf{R}}^2 + \mathbf{R}'' \sigma_{\mathbf{R}}^2 + \mathbf{R}' \sigma_{\mathbf{R}}^2 + \mathbf{R}'' \sigma_{\mathbf{R}}^2 \right] 
\]

and

\[
\text{Var}(R) = \sigma_R^2 = \left( R'_{x_1} \sigma_{x_1} \right)^2 + \left( R'_{x_2} \sigma_{x_2} \right)^2 + \left( R'_{x_3} \sigma_{x_3} \right)^2 + (R'_{xy} \sigma_{xy})^2
\]

where \( \mu_R \) and \( \sigma_R \) are the mean and the standard deviation vectors of \( \mathbf{R} \), and \( \mathbf{R} \) is computed based upon Equation (7), in which all random variables are evaluated at the means.
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