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An Adaptive Algorithm for ‘the Secretary Problem’:

Alternate Proof of the Divergence of a Maximizer

Sequence

Andrew Benfante*

Department of Mathematics and Statistics, Old Dominion University, Norfolk, VA, 23529

Xiang Xu†

Department of Mathematics and Statistics, Old Dominion University, Norfolk, VA, 23529

ABSTRACT

This paper presents an alternate proof of the divergence of the unique maximizer sequence {𝑥∗
𝑛}

of a function sequence {𝐹𝑛(𝑥)} that is derived from an adaptive algorithm based on the now-

classic optimal stopping problem, known by many names but here ‘the secretary problem’. The

alternate proof uses a result established by (Nguyen, Xu, & Zhao, n.d.) regarding the uniqueness of

maximizer points of a generalized function sequence {𝑆𝜇,𝜎
𝑛 } and relies on the strict monotonicity of

𝐹𝑛(𝑥) as 𝑛 increases in order to show divergence of {𝑥∗
𝑛}. Towards this, limits of the exponentiated

Gaussian CDF are established as well as a closed form of 𝐹 ′
𝑛(𝑥), the derivative of the sequence’s

function. The proof is elementary but nontrivial. The result in (Nguyen et al., n.d.) relies heavily

on a technical lemma but, here, the proof is more transparent and relies solely on fundamentals.
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1. INTRODUCTION

The secretary problem (or the dowry problem, or the beauty contest problem, or Googol, or others)

and its solutions (and those of some of its variants) are concisely outlined in (Gilbert & Mosteller,

1966) and it is also well-summarized for the purposes of this paper in (Nguyen et al., n.d.). Briefly,

the game consists of determining the optimal number of elements of an 𝑛-length sequence to reject

before choosing a probable sequence maximum. The solution algorithm in (Gilbert & Mosteller,

1966) is to reject a ratio of the total elements equal to 𝑛/𝑒 before choosing the potential maximum

with success probability 1/𝑒.

A unique, adaptive algorithm is studied in (Zhou, An, Fan, Zhao, & Arora, n.d.), enabling flexi-

ble utility in applications by further parameterizing the problem using the length 𝑛 of the sequence.

In (Zhou et al., n.d.), the authors study a function sequence {𝑆𝜇,𝜎
𝑛 (𝑥)} s.t.

𝑆𝜇,𝜎
𝑛 (𝑥) ≔ [1 − 𝐹(𝑥)𝑛−1]𝜇 − 𝐸(𝑥)

1 − 𝐹(𝑥) + 𝐹(𝑥)𝑛−1𝜇

is the expected score of an element in a ‘candidate’ sequence—in contrast to its value rank, as is

exclusively-used in (Gilbert & Mosteller, 1966)—where 𝑥 ∈ ℝ is a benchmark score and 𝐹(𝑥) is

the normal cumulative distribution function. The conclusion in (Zhou et al., n.d.) is that the optimal

strategy is to maximize expected score on 𝑥. Also in (Zhou et al., n.d.), an alternate form of 𝑆𝜇,𝜎
𝑛

is shown to be

𝑆𝜇,𝜎
𝑛 (𝑥) = 𝜇 + 𝜎𝑝(𝑥) ⋅

𝑛−2
∑
𝑗=0

𝐹(𝑥)𝑗.

In that paper further studying this expected score sequence (Nguyen et al., n.d.), the authors examine

the standardized version of this alternate form, prove the uniqueness of its maximum point in ℝ,

and prove the divergence of its maximizer sequence as 𝑛 goes to infinity.

In this paper, an alternate proof of this divergence is presented. After brief note of the seeming

yet illusory convergence of the maximizer sequence in small computational experiments, the main

result is proved assuming the sufficient condition of the standardized score function’s monotonicity
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as 𝑛 goes to infinity. Limits of the exponentiated standard normal cumulative distribution function

are shown and utilized in demonstrating a closed form of the standardized score function’s deriva-

tive. This is developed in order to show the sufficient condition. Throughout the paper, well-known

properties of the standard normal probability density function and cumulative distribution function

are assumed.

2. PRELIMINARIES AND STATEMENT OF MAIN RESULT

2.1. PRELIMINARIES

Let 𝑝 ∶ ℝ → ℝ+ s.t. 𝑝(𝑥) is the probability density function for the standard normal distribution,

namely

𝑝(𝑥) ≔ 1√
2𝜋 exp {−𝑥2

2 }, 𝑥 ∈ ℝ,

and let 𝑓 ∶ ℝ → ℝ+ s.t. 𝑓(𝑥) is the cumulative distribution function for the standard normal

distribution, namely

𝑓(𝑥) ≔ ∫
𝑥

−∞
𝑝(𝑠)𝑑𝑠, 𝑥 ∈ ℝ.

Note that both functions are always positive and specifically

0 < 𝑓(𝑥) < 1, ∀𝑥 ∈ ℝ.

Also note their derivatives:

𝑓 ′(𝑥) = 𝑝(𝑥) (1)

𝑝′(𝑥) = −𝑥𝑝(𝑥). (2)
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Consider the function sequence {𝐹𝑛(𝑥)} where 𝐹𝑛 ∶ ℝ → ℝ+ is defined by

𝐹𝑛(𝑥) ≔ 𝑝(𝑥)
𝑛

∑
𝑗=0

𝑓(𝑥)𝑗, 𝑛 ∈ ℕ, (3)

which represents the expected value of a normal random variable that has been conditioned on

{ 𝑥𝑛 ∣ 𝑥𝑛 > 𝑥𝑛−𝑚, ∀𝑚, 𝑛 ∈ ℕ ∶ 𝑚 < 𝑛 },

that is, the condition that the 𝑛th term of a sequence is greater than all of the previous terms. Note

that, by nature of the Gaussian distribution, the function sequence {𝐹𝑛(𝑥)} is monotone increasing

for any given 𝑥 ∈ ℝ+. Consider also the maximizer sequence {𝑥∗
𝑛} of {𝐹𝑛(𝑥)}. It is assumed

that a unique maximizer 𝑥∗
𝑛 of 𝐹𝑛(𝑥) exists for all 𝑛 in ℕ based on the work in (Nguyen et al.,

n.d.). Interestingly, in graphs of computational experiments (Figure 1), {𝐹𝑛(𝑥)} appears to begin

converging as 𝑛 increases; the maximizer sequence appears to begin converging to a true global

maximizer. But this is not the case as will be demonstrated through proof of the main result.

(a) 𝐹𝑛(𝑥) and 𝑥∗
𝑛 for increasing 𝑛 (b) |𝐹𝑛(𝑥∗

𝑛) − 𝐹𝑛−1(𝑥∗
𝑛−1)| vs. 𝑛

Figure 1: Behavior of {𝐹𝑛(𝑥)} and its maximizers
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2.2. MAIN RESULT

In (Nguyen et al., n.d.), the authors show proof of the divergence of the maximizer sequence. In

this paper, an alternate version of that proof is motivated by neglecting the use of a technical lemma

in favor of an approach using fundamentals. The common result is summarized in the following

theorem:

THEOREM 1. Denote {𝑥∗
𝑛}, a sequence of unique maximizers in ℝ+ of the function sequence

{𝐹𝑛(𝑥)}. Then

lim
𝑛→∞ {𝑥∗

𝑛} → +∞, ∀𝑛 ∈ ℕ. (4)

3. PROOF OF MAIN RESULT

3.1. A KEY OBSERVATION TO SUPPORT MAIN RESULT

The proof of the main result relies on this key observation:

PROPOSITION 1: Denote 𝑥∗
𝑛, a unique maximizer of the function 𝐹𝑛(𝑥), ∀𝑛 ∈ ℕ. Then

lim
𝑛→∞ 𝑥∗

𝑛 = +∞ if

lim
𝑛→∞ 𝐹 ′

𝑛(𝑥) > 0, ∀𝑥 ∈ ℝ+.

Proof. Suppose toward contradiction that lim
𝑛→∞ 𝑥∗

𝑛 ≠ ∞. Then ∃𝐾 > 0, and a subsequence {𝑛ℓ}
s.t. 𝑥∗

𝑛ℓ
≤ 𝐾. Given that 𝑥∗

𝑛ℓ
is a maximizer, then the slope of 𝐹𝑛ℓ

at or to the right of 𝐾 would be

negative. This contradicts the hypothesis since lim
𝑛→∞ 𝐹 ′

𝑛(𝐾) > 0. So

lim
𝑛→∞ 𝑥∗

𝑛 = +∞. (5)

It only remains to show that lim
𝑛→∞ 𝐹 ′

𝑛(𝑥) > 0, ∀𝑥 ∈ ℝ+. To do so, it will be helpful to have some

limits and a closed form of 𝐹𝑛’s derivative.
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3.2. USEFUL LIMITS

To evaluate the derivative of 𝐹𝑛, the following limits will be needed:

lim
𝑛→∞

𝑓(𝑥)𝑛 = 0,

lim
𝑛→∞

𝑛𝑓(𝑥)𝑛 = 0.
(L)

They are evaluated by examining their sequences for a fixed 𝑥:

Proof. Choose 𝑥0 ∈ ℝ and denote 𝑓0 = 𝑓(𝑥0). Let the sequence

{𝑓0
𝑛} ≔ { 𝑓0 ∈ (0, 1) ∣ 𝑓0

𝑛 = [∫
𝑥0

−∞

1√
2𝜋 exp {−𝑠2

2 }𝑑𝑠]
𝑛

; 𝑛 ∈ ℕ } .

Then it is elementary to show that lim
𝑛→∞ {𝑓0

𝑛} = 0 and one proof is explained in (3.1.11 (b)) from

(Bartle & Sherbert, 2010, p. 60).

Again choosing 𝑥0 ∈ ℝ and defining {𝑓0
𝑛} as above, the second limit can be determined using

the Stolz-Cezàro theorem (Stolz, 1885, pp. 173-175) and the previous limit. Breaking the sequence

into two subsequences, let 𝑎𝑚 be the 𝑚th term of {𝑛} and 𝑏𝑚 be the 𝑚th term of {1/𝑓0
𝑛}.1 Then

lim
𝑛→∞

{𝑛𝑓0
𝑛} = lim

𝑚→∞
𝑎𝑚
𝑏𝑚

Stolz-Cezàro ⟹ = lim
𝑚→∞

𝑎𝑚+1 − 𝑎𝑚
𝑏𝑚+1 − 𝑏𝑚

= lim
𝑚→∞

𝑓0
𝑚 ⋅ (1/𝑓0 − 1)−1 = 0.

Therefore

lim
𝑛→∞

𝑛𝑓(𝑥)𝑛 = 0, ∀𝑥 ∈ ℝ.

1Given the result of the first limit, 𝑏𝑛 satisfies the condition of being increasing and unbounded. The proof is akin
to that of the first limit and thus trivial. It is also worthwhile to point out that individual terms of 𝑏𝑛 are well defined
for real 𝑥.

6

OUR Journal: ODU Undergraduate Research Journal, Vol. 10 [2023], Art. 4

https://digitalcommons.odu.edu/ourj/vol10/iss1/4
DOI: 10.25778/w3tr-5449



3.3. THE DERIVATIVE OF 𝐹𝑛(𝑥)

Consider that, ∀𝑛 ∈ ℕ, the derivative with respect to 𝑥 of 𝐹𝑛(𝑥) is given by

𝐹 ′
𝑛(𝑥) = −𝑥𝑝(𝑥) ⋅

𝑛
∑
𝑗=0

𝑓(𝑥)𝑗 + 𝑝(𝑥)2 ⋅
𝑛

∑
𝑗=1

𝑗 ⋅ 𝑓(𝑥)𝑗−1,

and that the two summations contained within are geometric series.

PROPOSITION 2: An equivalent form of the derivative of 𝐹𝑛(𝑥) is

𝐹 ′
𝑛(𝑥) = 𝑝(𝑥) [−𝑥 (1 − 𝑓(𝑥)𝑛+1

1 − 𝑓(𝑥) ) + 𝑝(𝑥) ( 1 − 𝑓(𝑥)𝑛

(1 − 𝑓(𝑥))2 − 𝑛𝑓(𝑥)𝑛

1 − 𝑓(𝑥))] .

Proof. Denote 𝑓0 = 𝑓(𝑥0) for any chosen 𝑥0 ∈ ℝ. By the various 𝑘-dependant evaluations of the

general finite arithmetico-geometric series,

𝐴𝑘
𝑚(𝑟) ≔

𝑚
∑
𝑗=1

𝑗𝑘𝑟𝑖−1, 𝑟 ∈ (0, 1),

the two summations evaluate to

𝑛
∑
𝑗=1

𝑗 ⋅ 𝑓0
𝑗−1 = 𝐴1

𝑛(𝑓0) = 1 − 𝑓0
𝑛

(1 − 𝑓0)2 − 𝑛𝑓0
𝑛

1 − 𝑓0
, (6)

and
𝑛

∑
𝑗=0

𝑓0
𝑗 = 𝑓0

𝑛 + 𝐴0
𝑛(𝑓0) = 1 − 𝑓0

𝑛+1

1 − 𝑓0
. (7)

Then the derivative of 𝐹𝑛(𝑥) evaluated at any given 𝑥 ∈ ℝ can be expressed as

𝐹 ′
𝑛(𝑥) = 𝑝(𝑥) [−𝑥 (1 − 𝑓(𝑥)𝑛+1

1 − 𝑓(𝑥) ) + 𝑝(𝑥) ( 1 − 𝑓(𝑥)𝑛

(1 − 𝑓(𝑥))2 − 𝑛𝑓(𝑥)𝑛

1 − 𝑓(𝑥))] . (8)
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3.4. PROOF OF THE CONDITION IN PROPOSITION 1

(8) the closed form of 𝐹 ′
𝑛 and (L) the previous limits can be used to demonstrate the sufficient con-

dition for proving that the maximizer sequence {𝑥∗
𝑛} diverges.

PROPOSITION 3: lim
𝑛→∞ 𝐹 ′

𝑛(𝑥) is strictly greater than 0 for all positive real 𝑥.

Proof.

lim
𝑛→∞

𝐹 ′
𝑛(𝑥) = 𝑝(𝑥) [−𝑥 (1 − lim 𝑓(𝑥)𝑛+1

1 − 𝑓(𝑥) ) + 𝑝(𝑥) (1 − lim 𝑓(𝑥)𝑛

(1 − 𝑓(𝑥))2 − lim 𝑛𝑓(𝑥)𝑛

1 − 𝑓(𝑥) )]

which can be evaluated using (L):

lim
𝑛→∞

𝐹 ′
𝑛(𝑥) = 𝑥𝑝(𝑥)

(1 − 𝑓(𝑥))2 ⋅ (𝑝(𝑥)
𝑥 + 𝑓(𝑥) − 1) .

Since 𝑥𝑝(𝑥)/(1 − 𝑓(𝑥))2 is positive for 𝑥 ∈ ℝ+ then it is sufficient to examine the multiplied

expression to show a positive limit:

𝑝(𝑥)
𝑥 + 𝑓(𝑥) − 1 > 0 ⟹ lim

𝑛→∞ 𝐹 ′
𝑛(𝑥) > 0.

To show that this expression is positive, consider it as a function 𝑔 ∶ ℝ+ → ℝ defined by

𝑔(𝑥) ≔ 𝑝(𝑥)
𝑥 + 𝑓(𝑥) − 1.

Using the first derivative test, it is seen to be monotone decreasing:

𝑔′(𝑥) = −𝑝(𝑥)
𝑥2 < 0, ∀𝑥 ∈ ℝ+.

Also note that

lim
𝑥→∞

𝑔(𝑥) = 0.
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Assume toward contradiction that ∃𝑥0 > 0 s.t. 𝑔(𝑥0) ≤ 0. Since 𝑔 is decreasing, 𝑔(𝑥) will be

negative for any 𝑥 to the right of 𝑥0. Equivalently, for any 𝑥 to the right of 2𝑥0,

𝑔(𝑥) < 𝑔(2𝑥0) < 0, ∀𝑥 > 2𝑥0. (∗)

Choose 𝜀0 = 𝑔(2𝑥0)/2. Since lim
𝑥→∞ 𝑔(𝑥) = 0, ∃𝐾 s.t. |𝑔(𝑥) − 0| < 𝜀0, ∀𝑥 > 𝐾. This implies that

−𝜀0 < 𝑔(𝑥), ∀𝑥 > 𝐾. (∗∗)

Then by (∗), (∗∗),

−𝑔(2𝑥0)
2 < 0, ∀𝑥 > max(𝐾, 𝑥0)

which is a contradiction since −𝑔(2𝑥0)/2 is positive. Then

𝑔(𝑥) > 0, ∀𝑥 ∈ ℝ+. (9)

Therefore,

lim
𝑛→∞ 𝐹 ′

𝑛(𝑥) > 0, ∀𝑥 ∈ ℝ+. (10)

This confirms the sufficient condition for (5) the divergence of the maximizer

lim
𝑛→∞ 𝑥∗

𝑛 = +∞.
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