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ABSTRACT

INVERSE MAPPERS FOR QCD GLOBAL ANALYSIS

Manal Almaeen
Old Dominion University, 2023
Director: Dr. Yaohang Li

Inverse problems – using measured observations to determine unknown parameters – are well motivated but challenging in many scientific problems. Mapping parameters to observables is a well-posed problem with unique solutions, and therefore can be solved with differential equations or linear algebra solvers. However, the inverse problem requires backward mapping from observable to parameter space, which is often nonunique. Consequently, solving inverse problems is ill-posed and a far more challenging computational problem.

Our motivated application in this dissertation is the inverse problems in nuclear physics that characterize the internal structure of the hadrons. We first present a machine learning framework called Variational Autoencoder Inverse Mapper (V AIM), as an autoencoder based neural network architecture to construct an effective “inverse function” that maps experimental data into QCFs. In addition to the well-known inverse problems challenges such as ill-posedness, an application specific issue is that the experimental data are observed on kinematics bins which are usually irregular and varying. To address this ill defined problem, we represent the observables together with their kinematics bins as an unstructured, high-dimensional point cloud. The point cloud representation is incorporated into the V AIM framework. Our new architecture point cloud-based V AIM (PC-V AIM) enables the underlying deep neural networks to learn how the observables are distributed across kinematics.
Next, we present our methods of extracting the leading twist Compton form factors (CFFs) from polarization observables. In this context, we extend VAIM framework to the Conditional -VAIM to extract the CFFs from the DVCS cross sections on several kinematics.

Connected to this effort is a study of the effectiveness of incorporating physics knowledge into machine learning. We start this task by incorporating physics constraints to the forward problem of mapping the kinematics to the cross sections. First, we develop Physics Constrained Neural Networks (PCNNs) for Deeply Virtual Exclusive Scattering (DVCS) cross sections by integrating some of the physics laws such as the symmetry constraints of the cross sections. This provides us with an inception of incorporating physics rules into our inverse mappers which will one of the directions of our future research.
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CHAPTER 1

INTRODUCTION

Recovering the hidden parameters from indirect observation is an inverse problem that is motivated in several science and engineering fields. Since the first half of the 20th century, the study of inverse problems has gained popularity with the first publications related to nuclear physics (inverse problems of quantum scattering theory [1]), geophysics (inverse problems of electrical prospecting, seismology, and potential theory [2]), astronomy [3], and other fields of science. Like most forward problems, inverse problem is well posed when it satisfies Hadamard’s principles [4] of well-posedness: a solution must be existed, a solution is unique and depends continuously on data. Hence reconstructing the solutions is subtle. On the other hand, inverse problems most often are not well posed in the sense of Hadamard and therefore are termed as ill-posed. Generally, ill-posed inverse problems do not have unique solutions, which dramatically affects the complexity and characteristics of the possible solutions.

Several decades of the high-energy scattering experiments have produced a large amount of data for the Quantum Chromodynamics (QCD) [5] analysis to explore the inner structure of protons and neutrons. In the near future, the 12 GeV nuclear physics program upgrade at Jefferson Lab and the planned Electron-Ion Collider (EIC) facility at Brookhaven National Laboratory is expected to deliver unprecedented quantities of high-precision data to reveal the nucleon’s internal 3-dimensional image of quark and gluon structure in the theoretical framework of QCD. At present, all QCD analysis that explores nucleon structure or hadronization is based on Bayesian likelihood methods [6, 7, 8]. This is an inverse problem that connects the experimental data to quantum correlation functions (QCFs) that characterize nucleon structure and the emergence of hadrons in terms of quark and gluon degrees of freedom, including parton distribution functions (PDFs) [9], parton to hadron fragmentation functions (FFs) [10], transverse momentum dependent distributions (TMDs) [11], and generalized parton distributions (GPDs) [12, 13], which encode complex information on the internal structure of nucleons.

Similar to many science and engineering applications of recovering parameters from observables, the inverse problem in QCD analysis is ill-posed, where the solution is often non-unique and is sensitive to the change of the observable data. The recent advances of deep learning and data-driven methods have demonstrated that deep neural networks (DNNs) can be effectively used to address the ambiguity issue of the inverse problems. These DNN-based models have certain advantages over classical methods for solving inverse problems such as the potential of incorporating...
a prior knowledge and regularization. For example, the work in [14] focuses on the usage of deep neural networks as regularization terms, while the other effort by [15] extracts prior knowledge using a convolutional network as a gradient-like approach to iteratively optimize the solutions.

In this dissertation, we develop a deep learning framework, the Variational Autoencoder Inverse Mapper (VAIM), as an end-to-end machine learning architecture to solve inverse problems. VAIM adopts the architecture of an autoencoder [16], consisting of a forward mapper from parameter space to observable space and a backward mapper from observable space to parameter space. The latent space of VAIM captures the conditional posterior distribution of the inverse process. During training, the latent layer learns an estimator, which infers the posterior parameter distribution with respect to the given observables in an unsupervised manner, without explicit knowledge of the inverse problem. Given observables as input, sampling the variables in the latent layers by variational inference [17] then reveals the corresponding parameter distribution. We apply VAIM to several toy inverse problems with different solution characteristics. Since we are particularly interested in targeting an important nuclear physics application of reconstructing the internal structure of nucleons (protons and neutrons) within Quantum Chromodynamics (QCD), we apply VAIM to construct the inverse function mapping quantum correlation functions to experimental observables.

The VAIM model is developed to have the numerical values of the observables across regular, discretized kinematic bins as inputs to the inverse function. However, in reality the experimental data are much ill-defined, where the data in different experiments are observed on different kinematic bins. Thus, we extend the VAIM framework to address the ill-defined, varying observable space problem to allow observable input to be independent of the specific kinematic bin setups. Our solution is to represent the cross section observables together with their kinematic bins as a geometric point in space, where the cross section and the corresponding kinematic bins form their geometric coordinates. We represent all observed data points as a high dimensional point cloud, containing a set of geometric points in the cross section-kinematics space. The data points within the point cloud are unstructured and unordered while the number of data points can be different, too. The Point Cloud-based VAIM (PC-VAIM) accept unstructured observable representation and no longer limited by the discretized, predefined kinematic bins. We adopt the PointNet framework [18], which is designed to be invariant to input permutation, to handle the unordered and unstructured observable data in point cloud representation.

Connected to this work is the inverse problem of extracting the Compton form factors from Deeply Virtual Exclusive Scattering (DVCS) cross sections which is the easiest way to access the GPDs. In this context, we treat the experimental observable as an equation that is parametrized by CFFs, and we utilize the VAIM framework to study the effect of extracting CFFs on a single
kinematics values. Then, we extend our VAIM to the conditional VAIM (C-VAIM) to recover the CFFs on several sets of kinematics. C-VAIM architecture allows the flexibility of conditioning the latent distribution by the kinematics values. Thus, with the training process on the entire kinematics data, our backward mappers can produce CFFs that correspond to a certain kinematics region. We demonstrate our results of CFFs extraction from the unpolarized cross section, training on Jefferson Lab Halls A and B data, 6 GeV and 12 GeV experimental runs.

Finally, we focus on addressing some of the challenges in solving the inverse problems. In particular, purely data-driven models may perfectly fit observations, but predictions might be inconsistent, as a result of extrapolation or observational biases that may lead to poor generalization performance. Thus, there is an imperative need for combining fundamental physical rules and domain knowledge by “teaching” physical laws to machine learning models, which can, in turn, provide “informative priors”. In this dissertation, We start this task by implementing a Physics Constrained Neural Networks (PCNNs) for a forward problem by incorporating physics laws to the NNs. In particular, we incorporate the angular symmetry constraints by using additional loss function to ensure that our predicted observables are symmetric. We apply PCNNs on the forward problem of constructing DVCS cross sections from the kinematics. We use the Bethe-Heitler process which is calculable to test PCNNs and, in particular, their ability to generalize information extracted from data. We then test on the DVCS cross section and compare the results to analytic model calculations. In our future work, we plan to extend this work and incorporate such a physics constraints to our inverse mappers for more robust framework.

1.1 MOTIVATION

This dissertation is mainly motivated by the following two pillars. First, the use of machine learning based approaches to solve the inverse problems. Section 1.1.1 presents the advantages of machine learning approaches over the traditional methods in solving the inverse problems. Second, the use of machine learning approaches to solve the inverse problems in nuclear physics. Section 1.1.2 describes the importance and advantages of employing machine learning methods to solve the inverse problems in QCD over the classical methods used in the physics community.

1.1.1 Machine Learning Based Approaches to Solve the Inverse Problems

Several analytical methods [19, 20, 21] have been utilized for solving the inverse problems that take advantage of domain knowledge to regularize and constrain the problem in order to achieve numerically stable solutions. These analytical approaches show success in solving well posed inverse problems. However, in ill posed inverse problems, traditional analytical methods such
as minimum distance, least squares and maximum likelihood are possibly not uniquely defined and the sensitivity of the solution to small perturbation in the data is often large. In fact, these classical strategies have many drawbacks in requiring explicitly identified prior knowledge, defined regularizers, some limitations in handling noise, computational complexity in inference because of the optimization-based mechanisms, and often limited applicability in the way that every inverse problem requires to be solved one-off. Thus, solving inverse problems is challenging and can be impractical using classical techniques [22].

In recent years, machine learning based approaches have manifested a great potential for solving a wide variety of inverse problems. For example, the effort in [23, 24, 25, 26] demonstrates that neural network-based models have a bright future for solving inverse problems in image processing. As well the reviewed works in [27] illustrate many emerging deep learning solutions to the geophysical inverse problems. With the recent advances of machine learning, deep neural networks (DNNs) have become a practical approach for solving inverse problems, with advantages over traditional methods. First, as shown in machine learning theory [28], neural networks (NNs) can approximate any continuous function, and potentially non-continuous functions, under mild assumptions. Second, as a data-driven approach, DNNs can lead to continuous performance improvement when large amounts of data are available. Third, regularization can be incorporated into NNs training to stabilize the inversion process. Finally, using a unified NNs architecture and an appropriate learning algorithm, it is possible to design an end-to-end model that performs well without reliance on sophisticated prior knowledge about the inverse problem, despite its inherent complexity.

Connected with the success and stability of solving the inverse problems using deep learning models is the implicit or explicit use of prior information about the unknown parameters to be reconstructed. Many of recent research studies the integration of prior knowledge into DNN solutions for inverse problems. Particularly, the use of regularization techniques and intelligent initialization of DNN weights form the main classes of existing work in this domain [29].

1.1.2 Machine Learning Based Approaches to Solve the Inverse Problems in Nuclear Physics

In nuclear physics, Bayesian inference-based approaches are classical methods for the inverse problem in QCD analysis [6, 7, 8]. Theory-based parameterization is a typical Bayesian inference method by fine-tuning the parameters to match the data through maximum likelihood estimators [30, 31]. Theory-based parameterization has been applied in QCD global analysis [32] based on the Hessian matrix optimization and has been widely used by several groups across the world [33, 34, 35, 36]. Recently, the emergence of Monte Carlo based strategies for Bayesian in-
ference [37, 30, 31] has been further applied to simultaneous extraction of different types of QCFs such as spin-dependent PDFs [38] and TMDs [39].

Neural Networks have also been explored for QCD global analysis. NNPDF [40, 41] and N3fit [42] groups adopt neural network parameterizations for the QCF modeling. In the context of QCD analysis, the modern machine learning approaches such as DNNs offer attractive advantages over traditional Bayesian inference approaches. First, DNNs are significantly less computationally costly than Bayesian inference modeling, due to the fact that the costly Monte Carlo sampling is no longer needed. Utilizing DNNs means that all of the time-consuming tasks of generating the samples and training DNNs need to be computed only once and then using the trained model, we can easily test on any example. However, for Monte Carlo sampling approach, we need to do the fitting for each test example which is computationally intensive and time consuming as it relays on the repeated sampling. Second, DNNs can directly reconstruct the inverse function from cross sections to the parameter space. The machine learning approaches also allow flexibility of data input to provide answers to questions such as where in the phase space need more experiments to collect data. Third, compared to the static LHAPDF tables [43] resulted from QCD global analysis, the DNN-based inverse mapper provides a dynamic representation for hadron structure data.

1.2 RESEARCH QUESTIONS

The main objective of this research is developing a machine learning framework to solve the inverse problems in QCFs which encode complex information on the internal structure of nucleons. We first aim to accurately connect the observables to the PDF space using our ML framework. Our second objective is to address the varying observable space problem in PDF. Third, we target the inverse problem in GPD by mapping the observables to the CFFs. Finally, we intend to enhance the performance of our frameworks by incorporating the domain knowledge to the ML. We list our research questions as follows:

- **RQ 1**: Can we develop an end-to-end machine learning framework to solve the inverse problems in PDF?
- **RQ 2**: Can we develop a kinematics independent inverse mapper to address the irregular observable space?
- **RQ 3**: Can we extract the GPD Compton form factors?
1.3 OUTLINES

The rest of this dissertation is organized as following. Chapter 2 provides background information on classical methods of solving the inverse problems as well the inverse problems in nuclear physics. In particular, the inverse problem of reconstructing the PDF and the GPD’s CFFs. Chapter 3 presents the ML related works that have been done to solve the inverse problems. Chapter 4 discusses our method of developing VAIM to solve inverse problem in PDFs. This chapter addresses RQ 1. Chapter 5 describes our work in extending VAIM to PC-VAIM to address some limitations related to the inverse problem in PDFs. This chapter addresses RQ 2. Chapter 6 describes our work in extracting the Compton form factors using C-VAIM to solve the inverse problem in GPD. This chapter answers RQ 3. Chapter 7 presents our work in integrating physics knowledge to ML models on a forward mapper as a technique to improve the ML prediction capability which can be further applied to our inverse mappers in the future. Chapter 8 summarizes our contributions, conclusions and presents the potential future work. The comprehensive workflow of this dissertation is described in fig. 1
Fig. 1. Overall diagram illustrates the research road map. In particle collision experiments, probing the internal structure of the hadrons is an inverse problem, that connects the cross section to the QCFs. Chapter 2 provides a basic understanding of this inverse problem as well the classical methods that are used to solve the inverse problems in general. Since classical methods are not practical in solving ill posed inverse problems, chapter 3 provides a brief overview of the ML methods that are used in the literature. Chapter 4 presents our work in solving the inverse problem of mapping the cross sections to the PDFs parameters. Because the experimental cross section are observed on irregular kinematics bins, chapter 5 extends VAIM to point cloud based VAIM to address the varying observable space. In chapter 6, we extend VAIM to the conditional VAIM to extract the GPDs Compton form factors. Chapter 7 studies the effectiveness of integrating physics constraints to ML starting with the forward problem from the kinematics to the cross sections to be applied in the future to our inverse mappers that are developed in chapters 4, 5 and 6.
CHAPTER 2

BACKGROUND

This chapter provides a brief overview of the basic concepts related to this dissertation. First, we briefly discuss some of the inverse problem characteristics. Second, we introduce some of the classical methods of solving the inverse problems. Finally, we describe the inverse problems in nuclear physics, in particular, the inverse problem of PDF and the inverse problem of CFFs.

2.1 THE INVERSE PROBLEM CHARACTERISTICS

Solving the inverse problems is a difficult task because of the ill-posedness characteristics. A well-posed inverse problem according to Hadamard rules must satisfy three conditions. First, a solution always exists for all observables. Second, the relationship between inputs and outputs is continuous. In other words, the solution is stable with respect to small perturbations, meaning that the solution changes continuously with respect to the observable. Third, the solution is unique for each observable. Any inverse problem that does not satisfy these criteria is termed as ill-posed inverse problem and thus should be treated differently. Among the ill posed inverse problem characteristics, ambiguity forms a great challenge in our application—nuclear physics. Ambiguity refers to the nonuniqueness of the solution where several parameters can correspond to a unique single observable.

In many scientific applications, machine learning models are successfully utilized for the forward process, and easily can map the observables to the parameters. However, solving the ambiguous inverse problems is non-trivial because a standard neural network will approximate the average of the multiple solutions and lead to poor performance as the average of several solutions is not necessarily a valid solution [44].

2.2 THE CLASSICAL METHODS TO INVERSE PROBLEMS

Traditional research of the inverse problems has dedicated on incorporating conditions that insures solutions to such ill-posed problems are existed. In the next sections, we discuss the concept of two classical methods of solving the inverse problems: regularization and Bayesian methods.

2.2.1 Regularization Method

Regularization is one of the most common classical techniques in solving inverse problems.
Incorporating a regularization term allows to introduce a prior knowledge to the inverse problem which makes the approximation of the ill posed problems achievable. A well established regularization method which has been widely analyzed, is the so-called Tikhonov regularization method [45, 46, 47]. Tikhonov regularization has been one of the popular techniques for solving inverse problem. Assume that for a known matrix $A$ and vector $k$, we need to calculate a vector $u$ such that:

$$Au = k$$  \hspace{1cm} (1)

The standard method to solve this problem is using ordinary least squares linear regression. But, if there is no $u$ satisfies the equation or more than one $u$ exists that satisfies the equation—that is the solution is not unique, the problem then is identified to be ill-posed. In such situations, applying ordinary least squares estimation leads to an overdetermined, or more likely an underdetermined system of equations. Moreover, instead of allowing for a model to be used as a prior for $u$, ordinary least squares implicitly revokes each element of the reconstructed version of $u$ that is in the null-space of $A$. Ordinary least squares aims to minimize the sum of squared residuals, that can be compactly written as:

$$\|Au - k\|_2^2,$$  \hspace{1cm} (2)

where $\|\cdot\|_2$ is the Euclidean norm or L2 norm.

In order to obtain a specific solution with desirable properties, a regularization term can be incorporated in this minimization:

$$\|Au - k\|_2^2 + \|\Gamma u\|_2^2$$  \hspace{1cm} (3)

Oftentimes, Tikhonov matrix $\Gamma$ is chosen as a multiple of the identity matrix $\Gamma = \alpha I$ giving the solutions with small norm high preference, this is also known as L2 regularization. The regularization parameter $\alpha$ is usually replaced by $\lambda$ with the property $\lambda \geq 0$.

Thereby, an explicit matrix solution $\hat{u}$, is given by:

$$\hat{u} = (A^\top A + \Gamma^\top \Gamma)^{-1} A^\top k$$  \hspace{1cm} (4)

The value of the parameter $\lambda$ can be selected using some techniques such as cross validation [48], L-curve [49] and restricted maximum likelihood [50]. Based on different principles, more strategies for the regularization parameter selection have been discussed in the literature [51].
2.2.2 Bayesian Method

Traditional research on inverse problems heavily focuses on Bayesian methodology by incorporating prior knowledge which guarantee a more robust approximation of the solutions. The first publications in inverse problems adopt the Bayesian framework for the solution of inverse problems that arise in geophysical applications [52, 53]. Additional work by Tarantola and Valette in [54] also emphasizes on the use of Bayesian approach as a systematic method of solving inverse problems in scientific application. The Bayesian method is further enhanced and developed theoretically and empirically with scientific applications, especially in medical imaging [55].

Bayesian methodology tackling the inverse problems by modeling the unknown parameters as a random variable and describing it by its distribution. Bayes theorem facilitates the incorporation of the information obtained during the measurement with the prior information. Introducing a suitable prior is significant for the solution of an inverse problem in the presence of few or noisy data, with the role of the prior is to provide a baseline description for the unknown parameters. By denoting a random variable as $X$ representing the unknown $x$, and $B$ to be a probabilistic model of the observed quantity. The forward model can be summarized as

$$B = f(X) + E,$$

where $E$ represents the Gaussian noise in the observation. Giving that $E$ and $X$ are independent, the probability density of $B$, conditional on $X$, is obtained by shifting the density $\pi_E$ around $f(x)$, leading to the likelihood density

$$\pi_{X|B}(x | b) = \frac{\pi_{B|X}(b | x)\pi_X(x)}{\pi_B(b)}, \quad b = b_{\text{observed}}$$

Given that the denominator is the marginal density of the data given by

$$\pi_B(b) = \int \pi_{B|X}(b | x)\pi_X(x)dx$$

The complete solution of the inverse problem in the Bayesian framework is represented in the posterior density (6). However, it only provides an initial point for extracting information of the unknown parameter $x$. The selection of informative priors is a key element in the Bayesian framework. Several methodology of designing the prior are suggested in the literature such as smoothness priors [56, 57], structural priors [58], sparsity-promoting priors [59], and sample-based priors [60, 61].

At present, Bayesian methods have a great impact on the current approaches of solving the inverse problems. An example is that, the selection of the regularization penalty is often indicated
as "utilizing prior information". As well new creative methods and computationally efficient can be developed by incorporating prior information to the data driven methods.
2.3 THE INVERSE PROBLEMS IN NUCLEAR PHYSICS

The protons and neutrons, which are known as nucleons or hadrons, are the basic building blocks of all atomic nuclei. Nucleons are made of quarks and gluons (or partons), forming all the visible objects in the universe, including the oceans, the planets, the stars, and also the humans. The nucleons are not static and has complex internal structure. With the advanced technology, we are now entering a new era of probing the inner dynamics and structure of nucleons and nuclei at the sub-femtometer distance, which is a metric unit of length equal to one quadrillionth of a meter. This leads to a new emerging science field known as nuclear femtography [62].

Nuclear femtography is defined as a field of nuclear physics that studies the process of mapping out the QCFs which define the internal structure of nucleons and nuclei, as well as hadronization in high-energy reactions, in terms of the quark and gluon degrees of freedom of QCD. Unlike any existing system, the QCD partons cannot be detected experimentally because of the confinement, that avoids direct measurement of the QCFs. Thankfully, specific observables can be factorized in terms of convolutions between short-distance physics calculable in perturbative QCD and long-distance physics which is nonperturbative and converted in the formulation of QCFs [63]. However, to extract QCFs, we encounter an inverse problem that is caused by the mathematical relation between the experimental observables and the QCFs caused by the inability to have closed form solutions for the QCFs. Thus, several methods have been used to infer the QCFs solutions such as Bayesian inference-based methods [64, 30, 65], Monte Carlo based techniques for Bayesian inference [30, 65], and Machine learning approaches [40, 41, 42].

Solving the inverse problem of QCFs and exploring the inner structure of nucleons is significant to understand the fundamental matter of almost everything. This would provide crucial advances in the understanding of QCD. For example, understanding the binding forces that keep the nucleon together, will allow us to understand the stability of our existence and answer fundamental questions of our universe. This dissertation is mainly focused on the following two inverse problems in nuclear physics:

1. The inverse problem of Parton Distribution Function (PDF):

Parton distribution function describes the binding of the quarks/ gluons within the proton. The parton density function \( f_i(x, Q^2) \) is the probability of detecting in the proton a parton of flavour \( i \) (quarks or gluon) carrying a fraction \( x \) of the proton momentum with \( Q \) representing the hard interaction energy scale. The cross sections is obtained through convoluting the parton level cross section with the PDFs. Understanding proton PDFs is essentially obtained from the Deep Inelastic Scattering (DIS) HERA, and TEVATRON data [66]. More details
2. The inverse problem of the GPD Compton form factors (CFFs):

Generalized parton distribution has gained a significant attention in the theory and experimental physics communities in the recent years. GPD offer a rich concept of the internal structure of the nucleon. GPD can be measured through deeply virtual scattering processes, in particular, DVCS process has been identified as the cleanest probe of GPD. The extraction of the GPD from the DVCS is not direct but rather the integrals of GPD over the longitudinal momentum transfer of the quarks $x$, the Compton form factors. This indicates that the GPD information is hidden in the Compton form factors values because CFFs integrates the GPD over $x$. Thus, probing the GPD from the CFF represents an ill-posed inverse problem with possibly multiple solutions [67]. In this dissertation, we will carry out the inverse problem of extracting the leading twist CFFs from polarization observables, which is the easiest path to access the GPD. Chapter 6 illustrates our methods and results on several experimental DVCS scenarios.
CHAPTER 3

RELATED WORK

Recent advances of deep learning and data-driven methods have enabled new efforts in fitting
DNN models to large data sets to solve inverse problems [68]. In many inverse problem applica-
tions, data-driven methods based on deep learning have demonstrated superior performance
compared to traditional numerical solution methods, applied to various aspects of solving inverse
problems. For example, Adler and Öktem [15] extracted prior knowledge using a convolutional
network as a gradient-like approach to iteratively optimize the solutions.

This chapter reviews some of the machine learning efforts to solve the inverse problems. In
particular, we discuss Mixture Density Network (MDN) [44] in section 3.1, Invertible Neural
Network (INN) [69] in section 3.2 and network Tikhonov (NETT) [14] in section 3.3.

3.1 MIXTURE DENSITY NETWORKS (MDN)

In machine learning literature, MDN is often used to solve inverse problems. The goal of the
MDN is to construct a conditional probability distribution of the parameters, given the observa-
ble inputs, which addresses the one-to-many mapping issue in inverse problems. MDN combines a
feed-forward NN with a mixture density model to approximate the conditional probability dis-
tribution, which often exhibits multi-modal properties. Assuming that a mixture of \( m \) Gaussian
components can sufficiently approximate the conditional probability distribution, the NN in MDN
learns the means and variances of the \( m \) Gaussian components as well as their mixing coefficients
by optimizing the maximum likelihood. Once the MDN model is trained, the conditional proba-
bility function of the parameters with respect to the observables is then constructed.

The overall architecture of MDN is illustrated in fig. 2, consisting of two main components
— a neural network and a mixture model. The neural network part can follow any standard feed
forward structure that takes \( x \) as input and converts it into a set of learned features. The mixture
model has the flexibility to model a probability density function (pdf) \( p(x) \) as a mixture of \( m \) pdfs
indexed by \( i \) \( p_i(x) \), with weights \( \prod = \{ \pi, \pi_1, \pi_2, \ldots \ldots, \pi_{m-1} \} \) as following:

\[
p(y \mid x) = \sum_{i=1}^{m} \alpha_i(x) \phi_i(y \mid x) \tag{7}
\]

where \( m \) is the number of the components in the mixture, \( \alpha_i(x) \) represent the mixing coefficients
that can be prior probabilities of the target vector \( y \) having been generated from the \( i^{th} \) mixture
components. The choice of the kernel function is restricted to the Gaussian kernel as any probability density function can be approximated, provided the mixing coefficients and the Gaussian parameters are appropriately selected. Then, the Gaussian kernel can be written in the form of:

\[
\phi_i(y | x) = \frac{1}{(2\pi)^m/2 \sigma_i^m} \exp \left\{ - \frac{\| y - \mu_i(x) \|^2}{2 \sigma_i^2} \right\}
\]

(8)

The function \( \phi_i(y | x) \) is the conditional density of the target \( y \) for the \( i^{th} \) kernel, where \( \mu_i(x) \) represents the center of the \( i^{th} \) kernel with component \( m \).

**Fig. 2.** Mixture Density Network architecture: the output of a neural network parametrizes a Gaussian mixture model.

Training the MDN model with sufficient kernel function and a neural network with appropriate
hidden units, MDN will be capable to estimate as closely as possible any conditional density $p(y \mid x)$. For MDN network training, the Negative Log Likelihood is used as a loss function, which is equivalent to the Maximum Likelihood Estimation.

To implement the MDN network, there are a few restrictions should be considered. First, the mixing coefficient $\alpha_i(x)$ should be less than one and sum to unity. This can be accomplished by passing the output of the mixing coefficient $\alpha_i(x)$ through a softmax function [70, 71]. Second, the variance $\sigma_i$ should be positive and, as suggested by Bishop [44], it is more convenient to be represented as the exponential function of the network output $\sigma_i = \exp(h_i^\sigma)$. Finally, the mean $\mu$ represents the location parameters and this should be represented directly by the raw network outputs of the mean neuron $\mu_{im} = h_{im}^\mu$.

3.2 INVERTIBLE NEURAL NETWORKS (INN)

INNs have been proposed to solve inverse problems by learning the forward mapping. Since the INN is invertible, the backward mapping is learned implicitly at the same time. A latent layer is also incorporated in INN to capture the lost information in forward mapping, which is sampled later to construct the posterior distribution. The main component of the INNs architecture is the reversible block containing of two affine coupling layers which is developed by Dinh and Sohl-Dicksteinl. [72] and known as Real NVP. The block’s input vector $b$ is divided into two parts $b_1$ and $b_2$ that are transformed through an affine functions $s_i$ and $t_i (i \in \{1, 2\})$, using element-wise multiplication ($\odot$) and addition:

$$v_1 = b_1 \odot \exp(s_2(b_2)) + t_2(b_2), \quad v_2 = b_2 \odot \exp(s_1(b_1)) + t_1(b_1)$$

(9)

Where the output $v$ is the concatenation of $[v_1, v_2]$. Then, we can recover $(b_1, b_2)$ using $(v_1, v_2)$ to calculate the inverse of the affine coupling layer.

$$b_2 = (v_2 - t_1(v_1)) \odot \exp(-s_1(v_1)), \quad b_1 = (v_1 - t_2(b_2)) \odot \exp(-s_2(b_2))$$

(10)

The functions $s_i$ and $t_i$ can be any arbitrary functions of $v_1$, and $b_2$ and do not have to be invertible. In INNs implementation, fully connected layers with leaky ReLU activations is used to represent $s_i$ and $t_i$.

INN resolves the ambiguity issue associated with the backward mapping $y \rightarrow x$ by incorporating latent variable $z$ that capture the lost information in the forward process and not contained in $y$. As illustrated in fig. 3, INN learns to map hidden parameter values $x$ with unique pairs $[y, z]$ of observable and latent variables. Forward training optimizes the mapping $[y, z] = f(x)$ and implicitly learns its inverse $x = f^{-1}(y, z) = g(y, z)$. Furthermore, it is crucial that latent variable $z$ follows
a well known distribution such as uniform or Gaussian distribution. Therefore, INN represents the desired posterior $p(x \mid y)$ by a deterministic function $x = g(y, z)$ that transforms the well determined distribution $p(z)$ to $x$, conditioned on $y$. Applying this architecture, we can now obtain the inverse $y \rightarrow x$ by running the backward mappers at inference time and repeatedly sampling $z$.

INNs optimize the loss simultaneously on both the inputs and outputs. In each iteration, we perform forward and backward training in an alternating way, combining gradients from both directions before performing a parameter update. In the forward training, we penalize the output $y = f(x)$ with loss $\mathcal{L}_y(y_i, f_y(x_i))$ that can be selected from any supervised loss functions based on the problem such as mean squared error for regression or cross-entropy for classification. The unsupervised loss for the latent variable penalizes the mismatch between the predicted distribution of the invertable network outputs $q(y = f_y(x), z = f_z(x)) = p(x) / |\mathcal{J}_{yz}|$ and the product of latent $p(z)$ and the marginal distributions of the predicted outcomes $p(y = s(x)) = p(x) / |\mathcal{J}_s|$ as $\mathcal{L}_z(q(y, z), p(y)p(z))$. During the training, the unsupervised loss function $\mathcal{L}$ impose two conditions: the generated $z$ distribution follows the normal distribution $p(z)$. Second, $y$ and $z$ must be independent.

![INNs blocks](image)

**Fig. 3.** Supervised loss only for the well-defined forward process $x \rightarrow y$. The generated $x$ follow the prior $p(x)$ by an unsupervised loss (USL). The latent variables $z$ are forced to follow a Gaussian distribution, also by an unsupervised loss.
The unsupervised loss $L$ is implemented by Maximum Mean Discrepancy (MMD) which is a kernel-based approach that measures the distance between two probability distributions through sampling [73]. The MMD term is defined as

$$\text{MMD}^2(p, \tilde{p}) = \mathbb{E}_{p_a, p_{a'} \sim p}[k(p_a, p_{a'})] + \mathbb{E}_{p_b, p_{b'} \sim p}[k(p_b, p_{b'})] - 2\mathbb{E}_{p_a \sim p, p_b \sim p}[k(p_a, p_b)],$$

(11)

where $k(p_a, p_b)$ is a positive definite kernel function. The kernel can be a Gaussian kernel such that $k(p_a, p_b) = \exp\left(-\frac{(p_a - p_b)^2}{2\sigma^2}\right)$.

### 3.3 NETWORK TIKHONOV (NETT)

Several proposed methods to solve the inverse problems utilize a priori information about the unknowns parameters to be reconstructed. This information can be that the unknowns are derived from a specific distribution or has small rate of regularization. NETT framework adopts the use of regularizations to approach the inverse problems by incorporating deep neural networks with a Tikhonov regularization. For an inverse problem

$$y_\delta = F(x) + \xi_\delta$$

(12)

Where $x \in D$ from data, $F : D \subseteq X \to Y$ is a possibly non-linear operator. The variable $\xi_\delta \in Y$ represents the unknown data error that is assumed to follow the estimate $\|\xi_\delta\| \leq \delta$ for some noise level $\delta \geq 0$. NETT method defines the regularizer as following:

$$\forall x \in X : R(x) = R(\mathbb{V}, x) := \psi(\phi(\mathbb{V}, x))$$

(13)

$\psi : \mathbb{X}_L \to [0, \infty]$ represents a scaler function, $\phi(\mathbb{V}, .) : X \to \mathbb{X}_L$ is a neural network of depth $L$ where $\mathbb{V} \in \nu$, for a vector space $V$ includes some free parameters that can be tuned based on the training samples.

Based on the previous equations, NETT framework is defined as following

$$\tau_{\alpha, y_\delta}(x) := D(F(x), y_\delta) + \alpha R(\mathbb{V}, x) \longrightarrow \min_{x \in D}$$

With $D : Y \times Y \to [0, \infty]$ represents a similarity measurement in the data space that can be Kullback-Leibler divergence or any other valid similarity metrics. The network regularizer $R(\mathbb{V}, x)$ can be a user-specified, or a trained network, where the parameters are tuned on appropriate training data.
NETT framework is developed based on using a trained neural networks to learn regularizer given by a CNN that is trained using an encoder–decoder scheme. NETT is applied to a sparse data problem in photoacoustic tomography (PAT), demonstrates that NETT with the trained regularizer yields good results. Other extensions of NETT are proposed such as augmented NETT [74] and the synthesis NETT [75] which are also built utilizing the trained regularizer.
CHAPTER 4

VARIATIONAL AUTOENCODER INVERSE MAPPER (VAIM)

In this chapter we present our work developing VAIM framework that is published in [76] to solve the inverse problems. VAIM is built as an autoencoder style consisting of encoder and decoder neural networks approximating the forward and backward mapping, respectively. A latent layer is incorporated into VAIM to learn the posterior parameter distributions with respect to given observables. First, we describe VAIM architecture, modeling the inverse problems using our VAIM and the training procedures. Second, we show the capability of VAIM in solving multiple analytical inverse problems with different solution patterns as well as the inverse problem in QCD. Finally, we compare VAIM with the baseline models that are used to solve the inverse problems. This chapter address RQ1 discussed in Sec. 1.2

4.1 INTRODUCTION

We develop VAIM, as an end-to-end machine learning architecture to solve the inverse problems. We focus on addressing non-unique solutions while maintaining suitable behavior of other computational challenges, such as precision, stability, and solution robustness. Our approach here using VAIM adopts the architecture of an autoencoder [16], consisting of a forward mapper from parameter space to observable space and a backward mapper from observable space back to parameter space.

The latent space is a key element in VAIM architecture that captures the conditional posterior distribution of the inverse process. During training, the latent layer learns an estimator, which infers the posterior parameter distribution with respect to the given observables in an unsupervised manner, without explicit knowledge of the inverse problem. Given observables as input, sampling the variables in the latent layers by variational inference [17] then reveals the corresponding parameter distribution.

We apply VAIM to several toy inverse problems with different solution characteristics and analyze the patterns captured in the latent variables. Since we are particularly interested in targeting an important nuclear physics application of reconstructing the internal structure of nucleons (protons and neutrons) within QCD, we also apply VAIM to construct the inverse function mapping quantum correlation functions, in this case PDF to experimental observables.
4.2 VAIM ARCHITECTURE

The architecture adopted for VAIM involves an autoencoder composed of two NNs, a forward mapper $\Psi(\cdot)$ and a backward mapper $\Phi(\cdot)$, as shown in Fig. 4. An inverse problem in VAIM is modeled as a statistical inverse problem, with the parameters considered to be random variables. More specifically, when an observable is given, instead of generating deterministic estimated parameter values, VAIM approximates a probability distribution of parameters. A latent layer is incorporated between the forward and backward mappers, whose purpose is to learn the patterns of the parameter distributions. The latent layer serves as part of the output from the forward mapper and part of the input for the backward mapper. Unlike the hidden layers of the forward or backward mappers, the latent layer is constraint to follow certain well-known distributions, such as Gaussian or uniform distributions. As solutions to the statistical inverse problem, for a given observable, sampling the latent distribution yields the corresponding parameter distributions.

The ill-posedness of inverse problems arises from the fact that certain information is lost during forward mapping, so that an observable may correspond to multiple parameters in backward mapping. Concatenating the latent layer to the output of the forward mapper is designed to capture such lost information during forward mapping, which is then used to reconstruct the parameters in the backward mapper. This step replaces the explicit inclusion of domain knowledge present in some of the inverse mapping methods discussed in Sec. 2.
Denoting the parameters as \( x \in \mathbb{R}^m \), the observables as \( y \in \mathbb{R}^n \), and the latent variables in the latent layer as \( z \in \mathbb{R}^k \), the forward mapper learns the one-to-many mapping from parameters to observables such that

\[
\Psi(x; w_f) = [\hat{y}, z],
\]

where \( w_f \) represents the weights of the forward mapper NN, and \( \hat{y} \) is an approximation to the observables \( y \). The backward mapper is trained to reconstruct \( x \) according to \( y \) and \( z \) such that

\[
\Phi(y, z; w_g) = \hat{x},
\]

where \( w_g \) are the weights of the backward mapper NN, and \( \hat{x} \) approximates parameters \( x \).

### 4.2.1 V AIM Model

From a statistical point of view, our forward mapper learns to approximate the posterior distribution \( p(z | x, y) \) with \( q(z | x, y) \), while the backward mapper learns to approximate the likelihood distribution \( p(x, y | z) \). Our goal is to approximate the true posterior distribution \( p(z | x, y) \) by learning a tractable distribution \( q(z | x, y) \) via variational inference. We therefore ensure that

\[
q(z | x, y) \sim p(z | x, y),
\]

by minimizing the Kullback-Leibler (KL) divergence between the two distributions. V AIM is then modeled as

\[
\min \left[ \text{KL}(q(z | x, y) \mid\mid p(z | x, y)) \right],
\]

where \( \text{KL}(q(z | x, y) \mid\mid p(z | x, y)) \) denotes the KL-divergence between \( q \) and \( p \). The theoretical underpinning of a variational autoencoder (VAE) [77] indicates that the above optimization problem is equivalent to

\[
\min_{w_f, w_g} \left[ ||y - \hat{y}||_2^2 + ||x - \hat{x}||_2^2 + \text{KL}(q(z | x, y) \mid\mid p(z)) \right],
\]

where \( ||y - \hat{y}||_2^2 \) is the forward mapping error, \( ||x - \hat{x}||_2^2 \) is the likelihood error of reconstructing the parameters, and \( p(z) \) is the true prior distribution that we choose for convenience. Typically, \( p(z) \) is selected to be a tractable, easy-to-generate distribution, such as a normal distribution or a uniform distribution. The KL-divergence term ensures that

\[
q(z | x, y) \sim p(z).
\]

The latent variables \( z \) in the latent layer are the key to the V AIM model. The prior distribution \( p(z) \) is tractable to approximate the true posterior distribution \( p(z | x, y) \). During training, the latent layer attempts to learn the lost information in forward mapping and converts the ill-posed
inverse problem into a well-posed regression problem in the backward mapper with augmented dimensionality from the latent space.

The dimensionality $k$ of $z$ is an important hyperparameter in VAIM. Provided $k$ is not less than the actual dimensionality of the information lost in forward mapping, the latent layer can theoretically reconstruct the complete parameter distribution for the given observables. Nevertheless, as shown in the results presented in Sec. 4.3 below, a larger $k$ allows VAIM to represent the lost information more easily, and thus to better reconstruct the parameter distribution.

### 4.2.2 Training and Production

The training of VAIM is a hybrid of supervised learning and unsupervised learning. The training of the forward mapping function from parameters to observables and the backward mapping function from observables to parameters is supervised from the parameter-observable pairs in the training data set. The derivation of the posterior distribution $p(z|x,y)$, on the other hand, is unsupervised. Therefore, VAIM can be used as a generalized end-to-end framework to be applied to different inverse problems and extract their unique patterns in forward and backward mappings, without relying on specific prior knowledge of the inverse problems.

![Fig. 5. Illustration of VAIM in operation. The backward mapper is used as a generative model to produce parameter samples by sampling $z$ with respect to the given observables $y$, while the forward mapper acts as a filter to eliminate noisy predictions [76].](image)
Once VAIM is trained, the backward mapper is applied to inverse problems by predicting observables that are coupled with samples of the latent variables, as shown in Fig. 5. Here, the backward mapper is used as a generative model, where sampling the latent variables can lead to the likelihood distribution of the parameters. The forward mapper, handling the well-posed parameter to observable mapping, yields a high accuracy, and can be used as a filter on top of the backward mapper to remove noisy predictions.

4.3 RESULTS

In illustrating the applicability of VAIM for solving practical problems, we first test it on toy inverse problems with different solution patterns, before applying it to a simplified version of an essential application in fundamental nuclear physics, namely, QCD analysis of quantum correlation functions. We further investigate the patterns in the latent space that is learned during training. Here, both forward and backward mappers in VAIM employ a feedforward NN with 512 hidden nodes, which can be replaced by more sophisticated architectures such as DNNs or CNNs in more complex applications.

4.3.1 Toy Inverse Problems

To demonstrate the effectiveness of VAIM we consider the following toy inverse problems with analytical solutions:

1. \( f(x) = x^2, x \in [-3, 3], \)
2. \( f(x) = \sin x, x \in [-2\pi, 2\pi], \)
3. \( f(x) = x^2 = x_0^2 + x_1^2, \) with \( x = (x_0, x_1), x_0, x_1 \in [-2, 2]. \)

These toy problems yield very different solution patterns. For a given \( f(x) \) value, the inverse problem of finding the corresponding \( x \) has 2 distinct solutions in \( f(x) = x^2 \), except for \( f(x) = 0 \), for case (1); 2 to 5 distinct solutions in \( f(x) = \sin(x) \) for case (2); and an infinite number of solutions in \( f(x) = x_0^2 + x_1^2 \) for case (3).

The same VAIM architecture, except for the shapes of the input and output layers, which must match the dimensionality of each toy problem, is applied to these three problems. Both forward and backward mappers employ a simple fully-connected network with 512 hidden nodes. The size of hidden layer \( k \) is set to 10 and the prior distributions of the latent variables are chosen to be uniformly distributed. Some \( 10^6 \) training samples are generated to train the VAIM for each problem, and noise is added to the training data by allowing the data to vary within 5% of the true
values. The training terminates when the reconstruction error is less than $10^{-4}$. After training, we analyze the latent space and its association with $x$ by projecting the latent variables onto the first two principle components after principle component analysis (PCA).

Figure 6A shows the VAIM predicted $x$ distribution ($f(x) = 1$) in the inverse problem of $f(x) = x^2$, where the two peaks correspond to the two solutions of $x = 1$ and $x = -1$. The information lost in forward mapping in $f(x) = x^2$ is the sign of $x$. The distribution of $x$ samples on the latent space is plotted in fig. 6B for the first two PCA component vectors (PCA1 and PCA2). One can see that the lost sign information is well-captured in the latent variables, where the positive and negative samples form two separated clusters, connected by the samples with near 0 values.

The VAIM predicted $x$ distributions with respect to $f(x) = 1, -\frac{1}{2},$ and 0 in the inverse toy problem $f(x) = \sin x$ are displayed in Fig. 7A, 7B, and 7C, respectively, exhibiting 2, 4, and 5 peaks which match the corresponding distinct analytic solutions. The distribution of $x$ on latent space projected on the first two principle components are shown in Fig. 7D. The period information lost in the forward mapping is well preserved in the latent space, where the $x$ samples in $[-2\pi, -\frac{3}{2}\pi], [-\frac{3}{2}\pi, -\frac{1}{2}\pi], [-\frac{1}{2}\pi, \frac{1}{2}\pi], [\frac{1}{2}\pi, \frac{3}{2}\pi],$ and $[\frac{3}{2}\pi, 2\pi]$ are located in the stratified segments in the latent space. The preserved period information is later used to correctly construct the solution distribu-
A. Predicted distributions of $x$ when $f(x) = 1$.

B. Predicted distributions of $x$ for $f(x) = -\frac{1}{2}$.

C. Predicted distributions of $x$ when $f(x) = 0$.

D. Distribution of $x$ on latent space projected on the first two principle components.

Fig. 7. VAIM predicted solution distributions (A)–(C) and latent variable projection (D) of $f(x) = \sin x$ [76].
tions in Fig. 7A, 7B, and 7C.

Unlike the above two toy problems where the solution distribution is discrete with respect to a given $f(x)$ value, the solution distribution is continuous in the inverse problem of $f(x) = x_0^2 + x_1^2$, so that there are infinite solutions available. As shown in Fig. 8A, the VAIM predicted solutions correctly lie on the unit circle when $f(x) = 1$. The distributions of radius $r = \sqrt{x_0^2 + x_1^2}$ and polar angle $\theta = \arctan(x_1/x_0)$ on the latent variables projected on the first two principle components are shown in Fig. 8B and 8C, respectively. Interestingly, in the latent space, the same radii are located on the concentric circles, while the polar angles are nearly circularly uniformly distributed, indicating that the latent layer in VAIM has correctly captured the solution patterns in polar coordinates in this inverse problem.

We stress that the same VAIM architecture is applied to the three toy problems with very different solution patterns. The training is supervised on matching $f(x)$ in forward mapping and reconstructing $x$ in backward mapping, as well as enforcing the latent variables to be uniformly distributed. No other information, such as the number of solutions, is fed to VAIM. Nevertheless, our analysis demonstrates that VAIM is able to capture the posterior parameter distribution, and thus successfully predicts the solution distributions.
A. Predicted distributions of $x$ when $f(x) = 1$.

B. Distribution of $r = \sqrt{x_0^2 + x_1^2}$ on latent space projected on the first two principle components.

C. Distribution of $\theta = \arctan(x_1/x_0)$ on latent space projected on the first two principle components.

Fig. 8. VAIM predicted solution distributions (A) and latent variable projections (B)–(C) of $f(x) = x_0^2 + x_1^2$ [76].
4.3.2 VAIM for a Nuclear Physics Inverse Problem

Synthetic DIS problem

In this section we apply VAIM to a simplified version of inverse mappings in nuclear physics, which we use as a proxy for real QCD applications, such as extracting quantum correlation functions from experimental deep-inelastic lepton-nucleon scattering (DIS) data [78]. For this application, we construct the inverse function mapping the quantum correlation functions — in this case, parton distribution functions (PDFs) — to observables. In particular, we consider DIS from protons and neutrons, as two observables sensitive to different combinations of "up" and "down" quark PDFs, weighted by the squares of their charges, $+2/3$ and $-1/3$ respectively,

$$
\sigma_p(x, Q) = \frac{4}{9} u(x, Q) + \frac{1}{9} d(x, Q), \quad \sigma_n(x, Q) = \frac{4}{9} d(x, Q) + \frac{1}{9} u(x, Q).
$$

Here, $\sigma_p$ and $\sigma_n$ mimic the structure functions measured in DIS from protons and neutrons, respectively. For the functional form of the quark PDFs $q(x, Q)$, with $q = u$ or $d$, which are functions of the proton’s momentum fraction $x$ carried by the quark and the momentum scale, $Q$, at which the PDFs are probed, we use the shape suggested in Ref. [79],

$$
q(x, Q) = N_q(Q) x^{\alpha_q(Q)(1-x)}^{\beta_q(Q)} \times (1 + \gamma_q(Q) \sqrt{x} + \delta_q(Q)x),
$$

where the shape parameters $p_q = \{N_q, \alpha_q, \beta_q, \gamma_q, \delta_q\}$ are parametrized as

$$
p_q(Q) = p_q^{(0)} + p_q^{(1)} \log \left( \frac{\log(Q/\Lambda)}{\log(Q_0/\Lambda)} \right).
$$

For the scale parameters we use $Q_0 = 2$ GeV and $\Lambda = 0.2$ GeV. Since in practice the $Q$ dependence is typically known, we set all the $p_q^{(1)}$ parameters that control the $Q$ dependence to the value 0.1, leaving 10 shape parameters $p_q^{(0)}$ to describe the $u$ and $d$ quark PDFs.

The VAIM model is trained using the data between the parameters and the cross section observables, and the prediction results are validated by a set of control samples which are not contained
in the training set. The parameter distributions generated in four control samples are displayed in Fig. 9. One finds that VAIM predicts a few solution clusters for each control sample, and the parameter vector of the control sample falling right into one of these clusters. This indicates that VAIM can precisely predict the parameter solution distributions.

The distributions of the "up" and "down" quarks on the latent space projected onto the first two principle components are shown in Fig. 10a and 10b, respectively, representing certain latent physics properties captured by VAIM. Note that similar VAIM architecture and training procedure are used here as the ones applied to the three toy problems in Sec. 4.3.1 above. The reconstructed PDFs are plotted in Fig. 11 and compared with a control sample. The results show that the control PDF is located within 1 standard deviation of the reconstructed PDFs from the predicted parameters.
Fig. 9. PDF parameter distributions generated by VAIM in four control samples [76].
\textbf{Fig. 10.} Distributions of (a) "up" quarks and (b) "down" quarks on the latent space projected on the first two principle components, PCA1 and PCA2.

\textbf{Fig. 11.} PDF space for the "up" and "down" quarks using a control sample. The control PDFs are within 1 standard deviation of the reconstructed PDFs from the predicted parameters [76].
Experimental DIS problem

After validating the VAIM on the synthetic DIS data, we proceed next to carry out a similar analysis with real PDFs obtained from real global QCD analysis of experimental data on inclusive DIS cross sections. The cross section space is defined by the kinematics of the world’s inclusive DIS datasets from Stanford Linear Accelerator Center (SLAC) [80], Bologna-CERN-Dubna-Munich-Saclay (BCDMS) [81], New Muon Collaboration (NMC) [82, 83] and Hadron-Electron Ring Accelerator (HERA) [84], with a total of 2,680 points. The kinematics of the data sets are illustrated in fig. 12, and the data have been restricted to be within the region \( W^2 > 10 \text{ GeV}^2 \) and \( Q^2 > m_c^2 \), where \( m_c = 1.3 \text{ GeV} \) is the charm quark mass. We generate training samples using the Jefferson Lab Angular Momentum (JAM) Collaboration codes [78] that map the PDFs into DIS observables at next-to-leading order accuracy in perturbative QCD.

![Fig. 12. Kinematics bins of SLAC, NMC, HERA, and BCDMS experiments](image)

We train our VAIM architecture illustrated in fig. 4 with the forward network mapping the parameters space to the cross sections space and latent variable \( z \) and the backward network mapping
the cross sections and $z$ to the parameters. We validate VAIM on real experimental example that is not included in the training process. The reconstructed PDFs are plotted in Fig. 13 and compared to the maximum likelihood sample which represents the control sample. The black curves demonstrates the training samples that we utilize to train VAIM. The hyperbox of the training samples is selected to be as wide as possible to make sure that the training data is not too informative. Our result shows that the reconstructed PDFs from the predicted parameters are located within one standard deviation of the control PDF.

**Fig. 13.** VAIM predictions for PDFs (gluon $g$, valence $u_v$ and $d_v$, sea asymmetry $\bar{d} - \bar{u}$ and strange to nonstrange ratio $(s + \bar{s})/({\bar{u}} + {\bar{d}})$) with black curves represent the training samples
To further test the quality of our predicted parameters, we reconstruct the corresponding cross sections using JAM calculations. We plot the reconstructed cross sections with the experimental cross section, demonstrating that if the VAIM was accurate we would have the predictions lying on the diagonal line as shown in fig 14. We also calculate the $\chi^2$ values of the reconstructed cross section of the predicted parameters and we obtain $\chi^2 = 1.32$ which is comparable to the baseline model, JAM with $\chi^2 = 1.25$. We further explore the $\chi^2$ using JAM code for each data set in SLAC, NMC, HERA, and BCDMS experiments as illustrated in table 1. We found that VAIM achieves best accuracy for the parameters associated to SLAC dataset with $\chi^2 = 0.7$.

![Fig. 14. The computed cross sections of the VAIM predicted parameters using theory model compare to the experimental cross section.](image)

### 4.4 COMPARISON WITH INN

Invertible neural networks (INNs) have been proposed [69] to solve inverse problems by learning the forward mapping. Since the INN is invertible, the backward mapping is learned implicitly
at the same time. A latent layer is also incorporated in INN to capture the lost information in forward mapping, which is sampled later to construct the posterior distribution. VAIM and INN utilize similar approaches based on the embedded latent layer to obtain the posterior distribution over parameter space, with key differences, as we discuss in the following.

In the loss function, VAIM uses KL-divergence, while INN adopts maximum mean discrepancy (MMD) [85] to measure the similarity of samples from the true prior distribution and those from the approximated posterior distribution. As pointed out by Ramdas et al. [86], the power of both KL-divergence and MMD degrade as the dimension increases. However, MMD degrades polynomially at best, while KL-divergence degrades at a constant rate.

To investigate this further, we revisit the toy inverse problem (3), \( f(x) = \sum_i x_i^2 \), but expanded to higher dimensions. For a given \( f(x) \), we use VAIM and INN to predict the parameter vector \( x' \) and then calculate \( f(x') \). The same number of hidden nodes and the same training stopping criteria are employed in VAIM and INN, and the same dataset is used to train the models. The distributions of \( f(x') \) obtained by VAIM and INN when \( f(x) = 1 \) are compared in Fig. 15. For a 2-dimensional toy problem, Fig. 15 (top) shows that although the solution distribution obtained by INN yields

---

**Table 1.** Chi-squared on the experimental example

<table>
<thead>
<tr>
<th>Experiment</th>
<th>number of points (npts)</th>
<th>( \chi^2/npts )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLAC</td>
<td>218</td>
<td>1.5</td>
</tr>
<tr>
<td>BCDMS</td>
<td>348</td>
<td>1.2</td>
</tr>
<tr>
<td>NMC1</td>
<td>273</td>
<td>1.7</td>
</tr>
<tr>
<td>HERA II NC e+ (1)</td>
<td>402</td>
<td>1.6</td>
</tr>
<tr>
<td>HERA II NC e+ (2)</td>
<td>75</td>
<td>1.1</td>
</tr>
<tr>
<td>HERA II NC e+ (3)</td>
<td>259</td>
<td>1.0</td>
</tr>
<tr>
<td>HERA II NC e+ (4)</td>
<td>209</td>
<td>1.1</td>
</tr>
<tr>
<td>HERA II NC e-</td>
<td>159</td>
<td>1.7</td>
</tr>
<tr>
<td>HERA II CC e+</td>
<td>39</td>
<td>1.3</td>
</tr>
<tr>
<td>HERA II CC e-</td>
<td>42</td>
<td>1.3</td>
</tr>
<tr>
<td>SLAC</td>
<td>228</td>
<td>0.7</td>
</tr>
<tr>
<td>BCDMS</td>
<td>254</td>
<td>1.2</td>
</tr>
<tr>
<td>NMC2</td>
<td>174</td>
<td>1.0</td>
</tr>
</tbody>
</table>
a bigger variance, both solutions distributions are correctly centered at 1 when $k = 10$. For a higher dimensional (10D) toy problem, the results in fig. 15 (bottom) show that the INN degrades drastically, with the solution distribution no longer centered at 1 even when the dimensionality of the latent layer $k$ is raised to 100. In contrast, VAIM is able to correctly construct the solution distribution centered at 1, although it is slightly wider than that in the 2D toy problem.

It is also important to note that the latent layer size $k$ plays an important role to the performance of VAIM. As $k$ increases, the latent layers in VAIM is able to better represent the information lost in forward mapping and thus leads to better construction of the solution distribution in backward mapping. These results are consistent with the analysis in [86], which suggests that VAIM is posed to be more suitable for handling high dimensional inverse problems, which are common in many scientific applications.
Fig. 15. Comparison of the solution distributions of $f(x')$ obtained by VAIM and INN in the toy problem $f(x) = \sum_i x_i^2$, when $f(x) = 1$ is given, for the (Top) 2D and (Bottom) 10D cases.
4.5 COMPARISON WITH MDN

In machine learning literature, the mixture density network (MDN) [44] is often used to solve inverse problems. The goal of the MDN is to construct a conditional probability distribution of the parameters, given the observable inputs, which addresses the one-to-many mapping issue in inverse problems. MDN combines a feed-forward NN with a mixture density model to approximate the conditional probability distribution, which often exhibits multi-modal properties. Assuming that a mixture of $C$ Gaussian components can sufficiently approximate the conditional probability distribution, the NN in MDN learns the means and variances of the $C$ Gaussian components as well as their mixing coefficients by optimizing the maximum likelihood. Once the MDN model is trained, the conditional probability function of the parameters with respect to the observables is then constructed.

Compared to MDN, VAIM does not need to rely on the assumption of a Gaussian mixture model. For many inverse problems which are significantly non-Gaussian, the Gaussian mixture assumption can result in poor approximations in MDN. Although the mixing components in MDN do not have to be Gaussian, certain distribution, such as Bernoulli, must be assumed. More importantly, VAIM is not limited by the hyperparameter of $C$ mixing components required by MDN. To better illustrate this, we revisit the toy problem (3), $f(x) = x_0^2 + x_1^2$, where, for a given $f(x)$, there is an infinite number of solutions $x$ lying on a circle.

Figure 16 shows the results of MDN on $f(x) = x_0^2 + x_1^2$ when $f(x) = 1$ with respect to $C$ of 2, 4, 10, and 100. The same numbers of hidden nodes as in VAIM are used in the MDN NN, and the same dataset is used for the training. As more mixing components are incorporated, the MDN prediction improves. At the same time, the MDN architecture becomes more complicated, since the parameters of more mixing components need to be determined. In principle, MDN needs an infinite number of Gaussians to describe well this toy problem. In comparison, VAIM does not depend on the Gaussian assumption and does not need to estimate the number of mixing components. Instead, the latent layer in VAIM learns the posterior parameter distribution without an encoded form of the distribution. As a result, VAIM yields significantly better predictions in this toy inverse problem than does MDN, as shown in Fig. 16.
Fig. 16. Predicted solution samples with number of Gaussian Components $C = 2, 4, 10, \text{ and } 100$ mixing components on $f(x) = x_0^2 + x_1^2$ with respect to $f(x) = 1$ using MDN. More Gaussian components result in a better solution distribution approximation in MDN, but MDN requires an infinite number of Gaussians to approximate well the solution distribution. In contrast, VAIM does not rely on the Gaussian assumption and gives a better match with the solution distribution along the unit circle, as shown in Fig. 8A.
4.6 CONCLUSION

We present VAIM, a deep learning framework, to solve inverse problems. The design of the VAIM model focuses on learning the solution patterns in an end-to-end manner, making little assumptions. VAIM integrates a forward mapper NN to learn mapping from parameter space to observable space and a backward mapper NN to reconstruct parameters from observables. A latent layer is incorporated between the forward and backward mappers, playing a key role in the approximation of the posterior parameter distribution with respect to observables via variational inference. The latent variables in the latent layer attempt to retain information otherwise lost in forward mapping. The learned latent space augments the observable space and converts the ill-posed inverse problem into a well-posed regression problem.

Application of the VAIM architecture to the three toy problems with different solution patterns shows that it is able to learn the patterns without relying on prior knowledge of the problems. VAIM is further applied to mapping quantum correlation functions, and in particular PDFs, to observables in nuclear physics, demonstrating its capability in a more complicated environment, where there is significant domain interest.

VAIM demonstrated improvement over other deep learning frameworks designed to construct the posterior parameter distribution. Compared to MDN, VAIM does not rely on the Gaussian mixture assumption, making it suitable for the many inverse problems whose solution distributions are non-Gaussian. Compared to INN, VAIM is better-positioned to handle high-dimensional inverse problems.

In general, VAIM is built on top of the theory of VAE and belongs to a broader category of generative models that include generative adversarial networks (GANs) [87] and normalized flow [88]. An inverse problem solver can therefore be implemented in a conditional GAN setup, and it will be interesting to compare the performance of VAIM and conditional GANs. Furthermore, VAIM is not limited to nuclear physics and has potential to be applied to a wide variety of applications, such as image processing [89] and many science and engineering problems.
CHAPTER 5

POINT-CLOUD BASED VARIATIONAL AUTOENCODER (PC-VAIM)

In this chapter we introduce our work implementing the point cloud-based VAIM (PC-VAIM) framework, published in [90], to address an application specific issue related to QCD inverse problem where the experimental data are observed on kinematics bins which are irregular. First, we demonstrate the QCD inverse problem and our method of representing the cross sections together with their corresponding kinematic location as a geometric point cloud. Second, we illustrate the PC-VAIM with forward and backward mapper architectures. Finally, demonstrate the application of PC-VAIM on a toy inverse problem with multiple solutions, as well on QCD inverse problem.

5.1 INTRODUCTION

Our work developing VAIM in Chapter. 4 has demonstrated preliminary success in solving the QCD inverse problem, where the parameters of the resulting inverse function for a given array of observables can be accurately predicted. The fundamental idea behind VAIM is to incorporate a variational latent layer to learn the posterior parameter distribution with respect to observables. In the situation when multiple solutions exist for the parameters, VAIM is able to reveal the parameter distribution by sampling the latent space. The VAIM model is designed to have the numerical values of the observables across regular, discretized kinematic bins as shown in Fig. 17 as inputs to the inverse function. The number of entries for the input must be equal to the number of available experimental data points. However, this limits VAIM to only accept experimental data points observed on specific kinematic bins. As a result, the DNNs in VAIM are only learning how to connect predefined ordering of the observables to QCF parameters. In reality, the experimental data are much ill-defined, where the data in different experiments are observed on different kinematic bins. Fig. 12 in chapter. 4 shows the kinematic bins in SLAC, NMC, HERA, and BCDMS. These kinematic bins are located at different positions in the kinematic space and the numbers of bins also vary in different experiments. Therefore, it is important for VAIM to have the flexibility to learn, more generally, how the observables are distributed across kinematics.

In this chapter, we extend the VAIM framework to address the ill-defined, varying observable space problem to allow observable input to be independent of the specific kinematic bin setups. Our solution is to represent the cross section observables together with their kinematic bins as a geometric point in space, where the cross section and the corresponding kinematic bins form their geometric coordinates. Accordingly, the set of all observed data points can be represented as a
high dimensional point cloud, containing a set of geometric points in the cross section-kinematics space. The data points within the point cloud are unstructured and unordered while the number of data points can be different, too. The point cloud representation enables the VAIM framework to accept unstructured observable representation, no longer limited by the discretized, predefined kinematic bins. We adopt the PointNet framework [18], which is designed to be invariant to input permutation, to handle the unordered and unstructured observable data in point cloud representation. The Point Cloud-based VAIM (PC-VAIM) enables the underlying DNN model to be flexible to observables at different kinematics bins. We first use a toy problem to demonstrate the capability of PC-VAIM on recovering the parameters by giving flexible observable inputs. Then, we show the results of applying PC-VAIM to construct the inverse function of mapping QCF to observables in a QCD analysis of nucleon structure.

Fig. 17. Regular, discretized kinematic bins of $x$ and $Q^2$ where the cross sections are evaluated [90].
5.2 METHODS

In this section, we describe the inverse problem occurs in QCD analysis, and our method of representing the cross sections as point cloud structure.

5.2.1 The Inverse Problem in QCD Analysis

We perform QCD analysis of extracting quantum correlation functions from experimental deep-inelastic lepton-nucleon scattering (DIS) data. Here, we consider a proxy for real QCD application. Our observables are the cross sections, referring to the probability that two particles, such as protons and neutrons, will collide and react in a certain way. A cross section is calculated at specific kinematic bin, which describes momentum fractions \( x \) and the momentum scales \( Q^2 \) of the particles. In particular, we consider cross sections \( \sigma_p \) and \( \sigma_n \) sensitive to different combinations of "up" and "down" quark Parton Distribution Functions (PDFs). The inverse problem in QCD analysis here is to construct the inverse function mapping the QCFs – in this case, PDFs – to the cross section observables. The cross sections \( \sigma_p \) and \( \sigma_n \) mimic the structure functions measured in DIS from protons and neutrons, respectively. They are weighted by the squares of their charges, \( +2/3 \) for "up" quark and \( -1/3 \) for "down" quark,

\[
\sigma_p(x, Q^2) = \frac{2}{3} u(x, Q^2) + \frac{1}{3} d(x, Q^2),
\]

\[
\sigma_n(x, Q^2) = \frac{2}{3} d(x, Q^2) + \frac{1}{3} u(x, Q^2).
\]

The functional forms of the quark PDFs \( u(x, Q^2) \) and \( d(x, Q^2) \) adopt the following shapes

\[
u(x, Q^2) = N_u(Q^2)x^{\alpha_u(Q^2)}(1-x)^{\beta_u(Q^2)}
\]

\[
d(x, Q^2) = N_d(Q^2)x^{\alpha_d(Q^2)}(1-x)^{\beta_d(Q^2)},
\]

where \( \{N_u, \alpha_u, \beta_u, N_d, \alpha_d, \beta_d\} \) are the shape parameters. Therefore, the goal of the inverse problem is to map the given cross section observables \( \sigma_p \) and \( \sigma_n \) at the kinematic bins \( (x, Q^2) \) to the shape parameters \( \{N_u, \alpha_u, \beta_u, N_d, \alpha_d, \beta_d\} \).

5.2.2 Representing Observables as a Point Cloud

VAIM has demonstrated preliminary success in the above inverse problem in QCD analysis [76], having the numerical values of the observable cross sections across all kinematic bins \( (x, Q^2) \), as shown in Fig. 17, as the input. The number of entries for the input has to exactly match the number of kinematic bins. Upon training, VAIM can predict accurately the parameters
Fig. 18. A schematic view of the PC-VAIM backward mapper. A PointNet-based architecture is used to handle the observable input as a point cloud representation [90].

\{N_u, \alpha_u, \beta_u, N_d, \alpha_d, \beta_d\} for the given observable cross sections, \(\sigma_p\) and \(\sigma_n\), on the regular kinematic bins. However, this VAIM implementation has limitation on observable inputs from fixed kinematic bins and does not have the flexibility to handle the observables at different kinematics.

To address the ill-defined, varying observable space problem, we represent the cross section observables \((\sigma_p, \sigma_n)\) together with their kinematic location \((x, Q^2)\) as a geometric point in cross section-kinematics space, corresponding to their geometric coordinates \((\sigma_p, \sigma_n, x, Q^2)\). Then, all observables form a set of high dimensional geometric points, which is generally represented as a high dimensional point cloud. The data points within the point cloud are unordered and the number of data points are also flexible. As a result, the observable inputs are no longer limited by the discretized, predefined kinematic bins. We use a permutation invariant neural network based on PointNet to handle the unordered and unstructured observable data in point cloud representation. The fundamental idea behind a permutation invariant neural network is the use of symmetric functions, whose return value with respect to the multiple given arguments is the same regardless of the order of the arguments. Zero padding is used to allow flexible number of observable data points as input. Fig. 18 illustrates the point cloud representation of the cross section observables. The
overall architecture of PC-VAIM is showed in Fig. 19. PC-VAIM consists of two neural networks (NNs), a forward mapper $\Psi(\cdot)$ and a backward mapper $\Phi(\cdot)$. The forward mapper $\Psi(\cdot)$ maps the parameters to the observables represented as a point cloud while the backward mapper $\Phi(\cdot)$ maps the observables back to the parameters. Similar to VAIM, in PC-VAIM, an inverse problem is modeled as a statistical inverse problem, with the parameter space considered to be random variables. In particular, given the point cloud representation of the observables, PC-VAIM attempts to approximates the probability distribution of the shape parameters in the PDFs.

Due to information loss in forward mapping, the inverse problems are often ill-posed, resulting in that an observable is possibly correspond to multiple parameters in backward mapping. To capture the lost information, a latent layer $z$ is incorporated between the forward and backward mappers, whose goal is to learn the patterns of the parameter distributions. $z$ is restricted to certain well-known distributions, such as Gaussian or uniform distributions, for sampling convenience. Once PC-VAIM is trained, for a given observable, sampling the latent distribution as input to $\Phi(\cdot)$ yields the corresponding parameter distributions.

With the parameters are indicated as $p \in \mathbb{R}^m$, the observables point cloud as $o = \{o_i\}_1^n$, and the latent variables in the latent layer as $z \in \mathbb{R}^k$, the forward mapper learns the one-to-many mapping from parameters to observables such that

$$\Psi(p; w_f) = [\hat{o}, z],$$

where $w_f$ denotes the weights of the forward mapper NN and $\hat{o}$ is an approximation to the observables $o$. The backward mapper is trained to reconstruct $p$ according to $o$ and $z$ such that

$$\Phi(o, z; w_b) = \hat{p},$$

where $w_b$ is the weights of the backward mapper NN and $\hat{p}$ approximates parameters $p$.

The forward mapper $\Psi(\cdot)$ attempts to approximate the posterior distribution $p(z \mid p, o)$ with a learned distribution $q(z \mid p, o)$, while the backward mapper $\Phi(\cdot)$ learns to approximate the likelihood distribution $p(p, o \mid z)$. The fundamental idea in PC-VAIM is to approximate the true posterior distribution $p(z \mid p, o)$ by learning a tractable distribution $q(z \mid p, o)$ via variational inference [17]. Then, PC-VAIM model is designed to ensure that

$$q(z \mid p, o) \sim p(z \mid p, o),$$

by minimizing the Kullback-Leibler (KL) divergence between the two distributions. Consequently, PC-VAIM is modeled as

$$\min \left[ KL(q(z \mid p, o) \| p(z \mid p, o)) \right],$$
where $\text{KL}(q(z \mid p, o) || p(z \mid p, o))$ denotes the KL-divergence between $q(\cdot)$ and $p(\cdot)$. According to the theory of a Variational Autoencoder (VAE) [77], the above optimization problem is equivalent to the following

$$\min_{w_f,w_b} \left[ L_2(o, \hat{o}) + L_{\text{Chamfer}}(p, \hat{p}) + \text{KL}(q(z \mid p, o) || p(z)) \right].$$

Here, $p(z)$ is the true prior distribution that we choose for convenience. Typically, $p(z)$ is selected to be a tractable, easy-to-generate distribution, such as a normal distribution or a uniform distribution. The KL-divergence term ensures that $q(z \mid p, o) \sim p(z)$.

$L_2(p, \hat{p}) = \|p - \hat{p}\|^2$ is the likelihood error of reconstructing the parameters. $L_{\text{Chamfer}}(o, \hat{o})$ is the forward mapping error. Here we adopt the Chamfer distance [91] to measure the point cloud reconstruction error as the forward mapping error. More specifically, the Chamfer distance computes the sum of squared distance between each point in one point cloud to its nearest neighbor in another point cloud. Thus, the forward mapping error becomes

$$L_{\text{Chamfer}}(o, \hat{o}) = \sum_{x \in o} \min_{y \in \hat{o}} \|x - y\|^2 + \sum_{y \in \hat{o}} \min_{x \in o} \|x - y\|^2.$$

Similar to that of VAIM, the latent variables $z$ in the latent layer play an important role in the PC-VAIM model. The prior distribution $p(z)$ is tractable to approximate the true posterior distribution $p(z \mid p, o)$. In PC-VAIM training, the latent layer attempts to learn the information lost during forward mapping and converts the ill-posed inverse problem into a well-posed regression problem in the backward mapper with augmented dimensionality from the latent space. Provided the dimensionality of $z$ is greater or equal to the actual dimensionality of the information lost in forward mapping, the latent layer in PC-VAIM can theoretically reconstruct the complete parameter distribution for the given observables. On the other hand, the point cloud representation provides PC-VAIM the flexibility to handle observable on varying kinematic bins.

### 5.3 PC-VAIM ARCHITECTURE

Fig. 19 depicts the architecture of PC-VAIM composing of two main components: the forward mapper that is implemented as a fully connected DNN and the backward mapper that is implemented using a PointNet-based convolutional NN.

**Fully connected Forward Mapper $\Psi(\cdot)$:**

The forward mapper $\Psi(\cdot)$ maps the parameters to a observable point cloud and the latent variable. In our PC-VAIM implementation, the forward mapper NN is composed of an input layer
Fig. 19. Overview of PC-VAIM architecture: The forward mapper $\Psi(\cdot)$ takes parameters $p$ as input and produces the observable point cloud $p$ and the latent $z$. Then, the backward mapper $\Phi(\cdot)$ reconstructs the parameter $\hat{p}$. The detailed architecture of the backward mapper $\Phi(\cdot)$ is illustrated in Fig. 18 [90].
whose nodes represent the parameter array, followed by three fully-connected layers forming a residual block, activated using hyperbolic tangent function (tanh). Each residual block contains 512 hidden nodes, regulated by a $L2$-norm regularizer and a dropout rate of 0.2. The output layer generates the observable point cloud and the latent variable $z$, which is set to a 100-dimensional standard normally distributed random variable.

**PointNet-based Backward Mapper $\Phi(\cdot)$:**

The backward mapper $\Phi(\cdot)$ converts the observables and the latent variable sample back to the parameters. Since the observables, represented as a point cloud, is unordered, we employ a PointNet-based [18] architecture to convert them into high-dimensional features invariant of permutation. The PointNet-based architecture consists of two main components: a joint alignment networks (T-Net) and a max pooling layer. The T-Net aligns both input points and point features. The max pooling layer serves as a symmetric function, which is permutation invariant, to accumulate all of the points into a global feature vector. The global feature vector represents the accumulated features of the observable point cloud. Concatenated with the latent variable $z$, the global feature vector is fed to two dense layers to reconstruct the parameter array.

Similar to VAIM, the training of PC-VAIM is a hybrid of supervised learning and unsupervised learning. The training of the forward mapper from parameters to observables and the backward mapper from observables to parameters is supervised from the parameter-observable point cloud pairs in the training data set. On the other hand, the derivation of the posterior distribution $p(z|p,o)$ is unsupervised.

**5.4 RESULTS**

In this section, we discuss the applications of PC-VAIM. Starting with a simple toy inverse problem with multiple solutions, we investigate the capability of PC-VAIM in addressing the ambiguity issue in inverse problems. We then demonstrate the application of PC-VAIM on the inverse problem occurring in QCD global analysis.

**5.4.1 A Toy Inverse Problem**

We first demonstrate the capability of PC-VAIM in addressing the ambiguity issue in inverse problem using the following toy problem with known analytical solutions

$$f(x) = (ax)^2, a \in [-2,2], x \in [-1,1].$$

In this toy inverse problem, the observables are the $f(x)$ values at $x$ and the parameter to be de-
A toy inverse problem is ambiguous – for a set of observables \( f(x) \) at \( x \) corresponding to \( a \), \(-a\) is another parameter that can produce the same observables. The information lost in forward mapping in this toy problem is the sign of \( x \), which leads to ambiguous \( a \) and \(-a\) in backward mapping.

To generate training samples for this problem, we first generate a set of uniformly distributed parameters \( a_i \in [-2, 2] \). Then, for each parameter \( a_i \), we randomly generate \( n = 100 \) points of \( x_j \in [-1, 1] \) and then calculate the \( f(x_j) \). Hence, a 2D point cloud of \( o_i = \{x_j, f(x_j)\}_1^n \) is built for each \( a_i \). The observable point cloud-parameter pair \( o_i, a_i \) becomes a training sample to train PC-VAIM. We generate \( 10^5 \) point cloud-parameter pairs as the training set to train PC-VAIM. Noise is added to the training data by allowing the data to vary within 5% of the true values. The latent variables \( z \) is confined to a 10D uniform distribution in training. The training terminates when the reconstruction error is less than \( 10^{-4} \). Once PC-VAIM is trained, the backward mapper is applied to solve the toy inverse problem by predicting the parameters given the test observable point cloud coupled with samples of the latent variable \( z \). The backward mapper here behaves like a generative model, where sampling the latent variables can lead to the likelihood distribution of the parameter \( a \).

Given a control point cloud generated by \( a = 1 \), Fig. 20(a) plots the reconstructed parameter distribution by sampling the latent variable \( z \). One can find that PC-VAIM inherits the capability of VAIM in addressing the ambiguous solutions in an inverse problem. The two peaks correspond to the two possible parameters of \( a = 1 \) and \( a = -1 \), indicating that PC-VAIM is able to correctly and completely identify the two solutions in this problem.

We further investigate the latent variables after training. Here, we perform principle component analysis (PCA) on latent variable \( z \) samples with respect to the input point clouds in the training set. These samples are plotted in Fig. 20(b) with respect to the first two PCA component vectors (PCA1 and PCA2). One can find that the lost sign information is well-captured in the latent variables, where the outputs corresponding to positive \( a \)s and those corresponding to negative \( a \)s are well separated. This indicates that the sign information is well preserved in the latent variable \( z \) after PC-VAIM training. When the latent variable is appropriately sampled, the sign information lost in forward mapping is retrieved, which helps the backward mapper reconstruct the two parameter solutions.
A. PC-VAIM predicts the parameter distributions at $a = 1$ and $a = -1$.

B. Distribution of $a$ on latent space projected on the first two principle components.

**Fig. 20.** The distribution of parameter $a$ predicted by PC-VAIM in toy inverse problem $f(x) = (ax)^2$ [90].
5.4.2 QCD Global Analysis

We apply PC-VAIM to an inverse problem for QCD global analysis described in Sec. 5.2.1. We build the training samples as follows. Firstly, we generate uniformly distributed data points for the PDF parameters within specific ranges for each parameter, namely, $0 < N_u < 2$ and $0 < N_d < 2$ for normalization, $0 < \alpha_u < 3$, $0 < \beta_u < 5$, $0 < \alpha_d < 3$, and $0 < \beta_d < 5$ for the polynomial coefficients. Then, for each parameter, we generate $\sigma_p$ and $\sigma_n$ values across the kinematics $x$ points according to Sec. 5.2.1. There are 10 random kinematic bins of $x$, which gives 10 data points for $\sigma_p$ and 10 for $\sigma_n$. Totally, there are 20 data points in combine. For each parameter vector, there is a corresponding list of cross section and kinematics $x$ values. Finally, using the above generated data, we construct our observable point clouds by stacking the kinematics $x$ and cross sections $\sigma_p$ and $\sigma_n$. Each observable point cloud corresponds to a 6D parameter array $\{N_u, \alpha_u, \beta_u, N_d, \alpha_d, \beta_d\}$. After all, we generate $10^6$ point cloud-parameter pairs as the training set.
Fig. 21. PC-VAIM predictions on the 1,000 simulated DIS control samples given by $\sigma_{\text{sim}}^p$ and $\sigma_{\text{sim}}^n$. (a) Reconstructed observable $\sigma_p$ and $\sigma_n$ for the PC-VAIM predicted parameters using physics theory model. (b) PDFs for the "up" and "down" quarks produced by physics theory model corresponding to the predicted parameters. (c) Ratio of the reconstructed observables over the true observables. (d) Ratio of the reconstructed PDFs over the true. PC-VAIM correctly learns the mapping between the observable space and the PDF space [90].
We train PC-VAIM, whose architecture is illustrated in Fig. 19, with the parameters \( \{ N_u, \alpha_u, \beta_u, N_d, \alpha_d, \beta_d \} \) as inputs to the forward mapper and outputs point clouds \((x, \sigma_p, \sigma_n)\) as well as the latent variable \(z\). The backward mapper takes point clouds \((x, \sigma_p, \sigma_n)\) and \(z\) as inputs to predict the parameters \( \{ N_u, \alpha_u, \beta_u, N_d, \alpha_d, \beta_d \} \). The training terminates when the reconstruction error is less than \(10^{-4}\). Once our PC-VAIM is trained, we use the backward mapper to predict the parameters \( \{ N_u, \alpha_u, \beta_u, N_d, \alpha_d, \beta_d \} \).

For validation of PC-VAIM predicted parameters, we use a physics theory model that can reconstruct the cross sections \(\sigma_p\) and \(\sigma_n\) back from the PC-VAIM predicted parameters \(\{ N_u, \alpha_u, \beta_u, N_d, \alpha_d, \beta_d \} \). We test it on a simulated control sample \(\{ N_u = 1, \alpha_u = 0.5, \beta_u = 2.5, N_d = 0.1, \alpha_d = 0.1, \beta_d = 3.0 \} \) that is not included in the original training data. We generate 1,000 simulated control samples by adding 5% Gaussian noise to the true sample. The \(\sigma_p\) and \(\sigma_n\) functions are shown in Fig. 21(a) as red and blue curves with the 1,000 simulated control samples of \(\sigma_p, \sigma_n\) as the red and blue bars, respectively. Using the trained backward mapper on the control sample and sampling the latent variable \(z\), PC-VAIM predicts the distributions of parameters \(\{ N_u, \alpha_u, \beta_u, N_d, \alpha_d, \beta_d \} \). The predicted ranges of parameters using PC-VAIM are denoted as the green bars corresponding to the 1,000 simulated control samples shown in Fig. 22, compared to the true parameters specified as the red lines with values and the distributions of the whole training parameters in orange. One can find that the parameters predicted by PC-VAIM are consistent with the true parameters. We
use the physics theory model to reconstruct $\sigma_p$ and $\sigma_n$ functions based on the predicted parameters. As shown in Fig. 21(a), the predicted $\sigma_p$ and $\sigma_n$ functions are in good agreement with the true ones, with $\sigma(x)/\sigma^{\text{pred}}(x)$ ratio near 1 (Fig. 21(c)). With the predicted parameters, the reconstructed PDFs, shown in Fig. 21(b), are also consistent with PDFs for the "up" and "down" quarks produced by the physics theory model, which are centered in the predicted PDFs (Fig. 21(d)). This indicates that the trained PC-VAIM has correctly learned the mapping relationship between the observable space and the PDF space.

One of the main advantages of PC-VAIM is that the point cloud representation allows flexible number of data points, which enable us to estimate the uncertainty associated with certain input. Here, we apply PC-VAIM to the exact control sample in the above scenario shown in Fig. 21, but performing data distortion by removing $\sigma_p$ and $\sigma_n$ data points corresponding to low kinematics $x < 0.5$. One can find that the lack of information in low kinematics region leads to large variance in the low $x$ region in the PDF space, as shown in Fig. 23. This analysis will guide the experiments in practice, demanding more experiments to collect data in low kinematics region.

5.5 CONCLUSION

Utilizing PC-VAIM to map the inverse functions in QCD global analysis can offer new possibilities beyond the well-adopted standard methodology based on Bayesian inference. In this work, we presented PC-VAIM, a deep learning framework based on flexible, unordered data points represented as a point cloud, to solve the inverse problem in QCD global analysis. The PC-VAIM architecture is composed of a forward mapper NN to learn mapping from parameter space to observable space and a backward mapper NN to recover parameters from observables. A latent layer, whose purpose is to capture information otherwise lost in forward mapping, is incorporated between the forward and backward mappers, forming a significant role in the approximation of the posterior parameter distribution with respect to observables through variational inference. The learned latent information augments the observable space and converts an ill-posed inverse problem into a well-posed regression problem. Incorporating the permutation invariant PointNet-based architecture to the backward mapper enable PC-VAIM to handle the ill-defined, varying observable inputs. This gives the PC-VAIM framework the ability to reconstruct the parameters in QCD global analysis independent of specific kinematics bin setups.

Our computational results of PC-VAIM on a toy inverse problem show its capability of addressing the ambiguous solution issue in inverse problems. PC-VAIM also demonstrates its preliminary success in mapping PDFs to cross sections in a proxy application for real QCD global analysis. PC-VAIM is an extension to the VAIM architecture, intending to address the input flexibility prob-
lem. Nevertheless, designing effective machine learning methods to solve the inverse problems in QCD global analysis is still in its beginning stage. There are many challenges ahead, including solution stability, robustness, and uncertainty quantification. These will be the focus of our future research.
Fig. 23. PC-VAIM predictions on the simulated DIS control samples, with data points at low kinematics $x < 0.5$ removed. (a) Reconstructed $\sigma_p$ and $\sigma_n$ for the PC-VAIM predicted parameters using physics theory model. (b) PDFs for the "up" and "down" quarks produced by physics theory model corresponding to the predicted parameters. (c) Ratio of the reconstructed observables over the true. (d) Ratio of the reconstructed PDFs over the true PDFs. Large variance in low kinematics region in the PDF space indicates more data are needed in this region.
CHAPTER 6

COMPTON FORM FACTORS EXTRACTION

In this chapter we present our methods to the inverse problem of extracting the GPD Compton form factors (CFFs) from the DVCS cross sections. First, we utilize VAIM, introduced in chapter 4 to extract Compton form factors on a fixed kinematics value. Second, we extend VAIM to the conditional VAIM (C-VAIM) for extracting CFFs on several kinematics values. Then, we present our results and analysis on the DVCS experimental examples.

6.1 INTRODUCTION

The high-energy scattering experiments in the past several decades have generated a large amount of data for the QCD [5] analysis to explore the inner structure of protons and neutrons. A fundamental tool for exploring the internal structure of the proton is deeply virtual scattering processes. In particular, Deeply Virtual Compton Scattering (DVCS) which encodes the quantum mechanical phase space distributions known as generalized parton distribution functions (GPDs). The GPDs are not accessed directly through DVCS but instead the integrals of GPDs over the longitudinal momentum transfer of the quarks \(x\), and the Compton form factors. This means the GPDs information is hidden in the values of the CFFs because the latter one integrates the GPD over \(x\). The challenge here is that the extraction of the GPDs from the CFFs represents an ill-posed inverse problem [67] with potentially multiple solutions. The inverse problem of extracting the CFFs from polarization observables presents a significant interest in QCD, because it is the easiest channel to access GPDs. With the success of extracting CFFs, the imaging of the nucleon’s internal 3-dimensional structure is feasible.

Recent machine learning approaches have become state-of-the-art in solving various inverse problems. Applied to several inverse problems in the science and engineering fields, deep learning based methods have shown robust performance compared to traditional numerical solution methods [92]. In our previous work in chapter 4, we develop the VAIM to determine the multiple solutions to the parameterization of quark/anti-quark/gluon parton distribution functions from the observed cross sections. We conclude that through the use of the VAIM framework, one can reconstruct the lost information through the latent space variables. Given cross section as input, sampling the latent layer was able to reconstruct the lost information and as a consequence determine the corresponding parameter distribution of the parton distribution function.

In this chapter, we target a similar goal in the context of DVCS. Treating the experimental
observable as an equation that is parametrized by CFFs, we can reframe the VAIM to study CFFs extraction from the observable on fixed kinematics. We proceed then to extend our VAIM framework to the conditional VAIM (C-VAIM) to allow more flexibility to include several kinematics values. We demonstrate our results of CFFs extraction from a single experimental observable, the unpolarized cross section, training on Jefferson Lab Halls A and B data, 6 GeV and 12 GeV experimental runs.

6.2 BACKGROUND OF THE GPDS

The cross section for deeply virtual exclusive photoproduction, $e p \rightarrow e' p' \gamma$, on a proton reads\[93, 94, 95\], defined as

$$\frac{d^3\sigma}{dx_B dQ^2 d|t| d\varphi d\varphi_S} = \Gamma|T|^2$$

At leading order in $1/Q^2$, $T$ is given by the superposition of the amplitudes for DVCS and a competing background process Bethe-Heitler (BH),

$$|T|^2 = |T_{BH} + T_{DVCS}|^2 = |T_{BH}|^2 + |T_{DVCS}|^2 + \mathcal{J}$$

$$\mathcal{J} = T_{BH}^* T_{DVCS} + T_{DVCS}^* T_{BH}$$

where:

- $Q^2 = -(k - k')^2$ is the four momentum transfer squared between the initial ($e(k)$) and final ($e'(k')$) electrons.
- $x_B = Q^2/(2(pq))$ where $p$ and $q$ are the 4 vectors of the initial proton and virtual photon respectively.
- $t = \Delta^2 = (p' - p)^2$, the four momentum transfer squared between the initial and final state proton.
- $\varphi$ is the azimuthal angle between the lepton and hadron planes.
- $\varphi_S$, the azimuthal angle of the transverse proton spin vector, which we integrate over in our analysis since we are not considering scattering from a polarized target.
Encoded in the amplitude, $T$, are the Compton form factors, which are convolutions of GPDs with perturbatively calculable Wilson coefficient functions. The CFF $\mathcal{F}^q$ where $F^q$ represents the GPDs, $H^q, E^q$ for the quark flavor, $q = u, d$, is given as:

$$\mathcal{F}^q(\xi, t) = \mathcal{C}(x, \xi; Q^2) \otimes F^q(x, \xi, t) = e_q^2 \int_{-1}^{+1} dx \left[ \frac{1}{\xi - x - i\epsilon} - \frac{1}{\xi + x - i\epsilon} \right] F^q(x, \xi, t)$$

and similarly for the polarized Compton form factors

$$\mathcal{\tilde{F}}^q(\xi, t) = \mathcal{C}(x, \xi; Q^2) \otimes \tilde{F}^q(x, \xi, t) = e_q^2 \int_{-1}^{+1} dx \left[ \frac{1}{\xi - x - i\epsilon} + \frac{1}{\xi + x - i\epsilon} \right] \tilde{F}^q(x, \xi, t)$$

One can separate out the real and imaginary parts of the CFFs and sum over parton flavors for the total proton contribution that enters the cross section:

$$\text{Re} \mathcal{F}(\xi, t) = e_q^2 \text{P.V.} \int_{-1}^{+1} dx \left[ \frac{1}{\xi - x} - \frac{1}{\xi + x} \right] F^q(x, \xi, t) \text{Im} \mathcal{F}(\xi, t) = \pi e_q^2 \left( F^q(\xi, \xi, t) - F^q(-\xi, \xi, t) \right)$$

where P.V. is the principal value integral. Similar expressions can be written for the polarized Compton form factors

$$\text{Re} \mathcal{\tilde{F}}(\xi, t) = e_q^2 \text{P.V.} \int_{-1}^{+1} dx \left[ \frac{1}{\xi - x} + \frac{1}{\xi + x} \right] \tilde{F}^q(x, \xi, t) \text{Im} \mathcal{\tilde{F}}(\xi, t) = \pi e_q^2 \left( \tilde{F}^q(\xi, \xi, t) + \tilde{F}^q(-\xi, \xi, t) \right)$$

The $x$-dependence of the GPDs $H$ and $E$ directly describe physical properties of the nucleon such as partonic (for a quark, $q$, or a gluon, $g$) angular momentum in the proton through the sum rule first written down by Ji [96] as,

$$f^g_q = \frac{1}{2} \int_{-1}^{+1} dx \left( H^q/g(x, 0, 0) + E^q/g(x, 0, 0) \right)$$

It is clear that the convolutions in the CFFs present a challenge for extracting GPDs from exclusive scattering experiments. The full $x$-dependence of the GPD is not directly accessible through any experimental observables; contrasted with inclusive scattering experiments from which the structure functions can be reconstructed through many measurements in values of $x_{Bj}$. The ultimate objective of nuclear femtography is to extract GPDs for nuclear imaging and understanding physical properties of the nucleon. We will break this task down into a multi-step framework to go from cross section data to the physical properties encoded:
1. Analyzing trends in exclusive scattering data, and understanding regions of high impact for experimental study.

2. Extraction of Compton form factors from data with exploration of various error analysis techniques.

3. Reconstructing the GPD using contributions from the lattice, and other theoretical constraints.

4. Calculating physical quantities from the reconstructed GPDs necessary for femtography, including images.

In this chapter, we target the Compton form factors extraction from the cross sections. We demonstrate the capabilities of ML algorithms, particularly V AIM in extracting Compton form factors from data including the propagation of experimental error on extracted quantities. We focus on unpolarized scattering data from Jefferson Lab 6 GeV and 12 GeV experiments. We will show the information that can be extracted from single polarization experimental observables [97].

6.3 V AIM FOR CFFS

As a first step in CFFs extraction, we utilize V AIM framework, discussed in chapter 4 to extract the CFFs with respect to the given unpolarized cross section on one set of kinematics value for $x_{bj}, t$ and $Q^2$. As illustrated in Fig 24, V AIM consists of two networks: a forward mapper $\Psi(\cdot)$ and a backward mapper $\Phi(\cdot)$. The forward mapper $\Psi(\cdot)$ maps the CFFs to the cross sections and latent variable $z$ and the backward mapper $\Phi(\cdot)$ maps the coupled cross sections and the latent variable $z$ to the CFFs.

Indicating the Compton form factors as $\mathbf{c}_{ff} \in \mathbb{R}^m$, the cross sections as $\mathbf{x} \in \mathbb{R}^n$, and the latent variables in the latent layer as $\mathbf{z} \in \mathbb{R}^k$, the forward mapper learns the one-to-many mapping from CFFs to the cross sections such that

$$
\Psi(\mathbf{c}_{ff}; w_f) = [\hat{x}, z],
$$

$w_f$ represents the weights of the forward mapper neural network, and $\hat{x}$ is an approximation to the observed $x$. The backward mapper is trained to reconstruct $\mathbf{c}_{ff}$ according to $x$ and $z$ such that

$$
\Phi(\mathbf{x}, \mathbf{z}; w_g) = \hat{\mathbf{c}_{ff}},
$$

Where $w_g$ are the weights of the backward mapper neural network, and $\hat{\mathbf{c}_{ff}}$ approximates the Compton form factors $\mathbf{c}_{ff}$. Similar to modeling the inverse problem of PDF in sec.4.2.1, we model V AIM to extract CFFs on a single kinematics bin as following:
Fig. 24. A schematic view of VAIM architecture
Where \( \| x - \hat{x} \|^2 \) is the forward mapping error, \( \| \text{cff} - \hat{\text{cff}} \|^2 \) is the likelihood error of reconstructing the Compton form factors, and \( p(z) \) is the true prior distribution. Throughout VAIM training, the latent layer seeks to learn the lost information in forward mapping and converts the ill-posed inverse problem into a well-posed regression problem in the backward mapper using the carried information in the latent space. Specifying \( z \) dimensions as greater or equal to the actual dimensionality of the information lost in forward mapping, the latent layer can reconstruct the Compton form factors distribution for the given observables.

### 6.4 CONDITIONAL VAIM (C-VAIM)

In order to expand CFFs extraction to include several sets of kinematics, we extend VAIM to the Conditional VAIM (C-VAIM) that is based on the standard C-VAE [98]. The overall architecture of C-VAIM is shown in fig. 25, consisting of a forward mapper \( \Psi(\cdot) \) and a backward mapper \( \Phi(\cdot) \). The forward mapper \( \Psi(\cdot) \) maps the CFFs and the kinematics to the cross sections and latent variable \( z \) and the backward mapper \( \Phi(\cdot) \) maps the coupled cross sections, the kinematics and the latent variable \( z \) to the CFFs.

C-VAIM provides the advantage of imposing conditions over the forward and backward mappers using the kinematics as an input. Thus, we can control the structure of the generated data during the backward mapping. In other words, with the training process on the entire kinematics data, we want our backward mappers to generate CFFs that correspond to a certain kinematics region. For this task, our VAIM assumption is slightly modified by conditioning the forward and the backward mapper to the kinematics \( (x_{bf}, Q^2, t) \) denoted as \( v \). In C-VAIM, the forward mapper attempts to approximate \( p(z|\text{cff}, v, x) \) by another distribution \( q(z|\text{cff}, v, x) \), and the backward mapper learns to approximate the likelihood distribution \( p(\text{cff}, v, x|z) \).

Similar to VAIM, KL divergence is utilized in C-VAIM to minimize the divergence of the two distribution \( q \) and \( p \). Thus, C-VAIM is modeled as follows

\[
\min \left[ \text{KL}(q(z|\text{cff}, v, x) \parallel p(z|\text{cff}, v, x)) \right],
\]

The above optimization leads to the following revised objective function

\[
\min \left[ \|x - \hat{x}\|^2 + \|\text{cff} - \hat{\text{cff}}\|^2 + \text{KL}(q(z|\text{cff}, v, x) \parallel p(z|v)) \right],
\]

\( ||x - \hat{x}||^2 \) represents the forward mapping error, \( ||\text{cff} - \hat{\text{cff}}||^2 \) is the likelihood error of reconstructing the Compton form factors, and \( p(z|v) \) is the true prior distribution conditioned by the kinematics.
As VAIM, we choose $p(z)$ to be a tractable, easy-to-generate distribution, such as a normal distribution or a uniform distribution. The KL-divergence approximation ensures that

$$q(z | \text{cff, v, x}) \sim p(z | v).$$

C-VAIM hyperparameters such as the number of neurons, number of layers, and the learning rate, is selected using Keras tuner [99], an open-source library to designate our architecture and perform hyperparameter tuning. The optimal hyperparameter is used as the final hyperparameter for our C-VAIM architecture. Our optimum forward mapper network architecture composed of an input layer whose nodes denote the concatenated arrays of the CFFs and kinematics followed by three fully-connected layers with 1024 neurons activated by a Leaky ReLU function. The output layer represents the cross section, kinematics and latent variables $z$. The network is regularized by
an L2-norm penalty and a dropout rate of 0.1 to prevent overfitting. The backward mapper network architecture composed of an input layer that denotes the concatenated cross sections, kinematics with the latent layer $z$, followed by three fully-connected layers with 1024 neurons activated by a Leaky ReLU function.

6.5 CFFS EXTRACTION

C-VAIM training process is a hybrid of supervised learning and unsupervised learning. The training of the forward mapper from CFFs and kinematics $v$ to the cross section, and the backward mappers from cross section to CFFs is supervised training. Whereas the derivation of the posterior distribution $p(z|\text{cff}, v, x)$ is unsupervised training. The latent variable $z$ is distributed under the conditional probability distribution $p(z|v)$. This means for every value of $v$, we will have a $p(z)$ that we can use to generate the CFFs corresponds to a specific kinematics value. After C-VAIM is trained, the backward mapper is used as a generative model to extract CFFs by predicting the combined cross sections and kinematics that are coupled with samples of the latent variable that is drawn from a specific $v$, as shown in fig. 26.
6.6 RESULTS

We first utilize the VAIM to extract the CFFs on a fixed kinematics in order to demonstrate the applicability of VAIM for CFFs extraction. Then, we proceed to train C-VAIM to extract CFFs on several kinematics values. We further analyze the results on the CFFs space as well the reconstructed cross sections space of the extracted CFFs using the physics model calculations.

6.6.1 VAIM on One Kinematics Set

We study the feasibility of CFFs extraction using VAIM and training on one set of kinematics ($x_{b,j} = 0.343$, $t = -0.172$, and $Q^2 = 1.82 \text{ GeV}^2$). We test our trained VAIM on a test cross section sample from the separated test set which is not seen during the training process. The predicted CFFs are shown in fig. 27 (top) with high variance in some of the CFFs. In order to verify these
predicted CFFs, we use the theory model based on the physics calculations to reconstruct the corresponding cross section from our predicted CFFs and compare it with the true cross sections. Our results in fig. 27 (bottom) demonstrate a good agreement between the reconstructed cross section of the predicted CFFs and the true cross section.
Fig. 27. VAIM predictions on a test example on the kinematics $x_{Bj} = 0.343$, $t = -0.17$ GeV$^2$, $Q^2 = 1.82$ GeV$^2$, and $E_b = 5.75$ GeV. (Top) VAIM predicted CFFs and (Bottom) reconstructed cross sections for the above CFFs using the theory model.
6.6.2 C-VAIM on Several Kinematics Sets

We extend our work in extracting CFFs to cover a larger kinematics region using C-VAIM framework. We train C-VAIM on several kinematics $x_B$, $t$, $Q^2$ values shown in table 2. C-VAIM is not limited to these values in table 2 and can be extended to include all available kinematics.

We test C-VAIM on several experimental DVCS examples and will point out here some of the results. We test on the DVCS cross section of the kinematics $x_B = -0.34$, $t = -0.17$, and $Q^2 = 1.82$. The results of the extracted CFFs is illustrated in fig. 28 (top), the predicted CFFs show a range of all possible solutions, with some CFFs being more well constrained than others by the widths of the prediction bands as compared to the widths of the training inputs. The CFFs are connected by lines to demonstrate correlations between predicted CFFs since all eight are predicted at the same time. The uncertainties of the experimental data are propagated into the CFF predictions through our method of random targets, where the cross sections are augmented using their statistical errors as explained in Sec. 7.4. We take these solutions as an ensemble of Gaussian distributed predictions which we can then statistically treat to find a central value and a standard deviation as the error. These central values and errors are then propagated through the DVCS cross section and show as a band of cross sections as shown in Fig. 28 (bottom) which fit the unpolarized cross section.

The extraction of $Re eH$ seems to be very well determined as shown in Fig. 28 (middle) under the influence from both the ML model error and the statistical error from the experimental data. In the same vein, the unpolarized cross section does not seem to be able to narrowly determine the CFFs $Re eH$ nor $Im m H$. We also see that the CFF from the longitudinally polarized GPD $Re e$ and $Im m H$ are also rather well determined through the C-VAIM architecture applied to the unpolarized cross section.

### Table 2. Kinematics values that are used to train C-VAIM

<table>
<thead>
<tr>
<th>$x_B$</th>
<th>$t$</th>
<th>$Q^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.343</td>
<td>-0.172</td>
<td>1.820</td>
</tr>
<tr>
<td>0.368</td>
<td>-0.232</td>
<td>1.933</td>
</tr>
<tr>
<td>0.375</td>
<td>-0.278</td>
<td>1.964</td>
</tr>
<tr>
<td>0.379</td>
<td>-0.323</td>
<td>1.986</td>
</tr>
<tr>
<td>0.381</td>
<td>-0.371</td>
<td>1.999</td>
</tr>
</tbody>
</table>
Fig. 28. (Top) C-VAIM predictions at a fixed kinematic experimental data $x_{Bj} = 0.343, t = 0.172$ GeV$^2$, and $Q^2 = 1.820$ GeV$^2$. (Middle) The CFFs central values (blue squares) and standard deviation (bars around the blue squares) of the above solutions. (Bottom) Ensembling the solutions as an uncertainty band, green, as compared to DVCS data, blue.
In Figure 29 we demonstrate predictions of CFFs on a range of $t$ values for a fixed kinematics $x_{Bj} = 0.35$ and $Q^2 = 1.9 \text{ GeV}^2$ for Jefferson Lab data at 6 GeV. We use a physics informed deep learning model developed in [97] to interpolate the cross section in between experimental data points to feed into the C-VAIM architecture for predictions. Notice that the CFFs that were rather well determined in Fig. 28 demonstrate noticeable trends in $t$. This indicates that these three Compton form factors $\text{Re} e \mathcal{H}$, $\text{Re} \overline{e} \mathcal{H}$ and $\text{Im} m \mathcal{H}$ are more dominating in respect to $t$ values.

Fig. 29. Prediction of all eight CFFs as a function of the variable $t$ for the kinematics $x_{Bj} = 0.35$ and $Q^2 = 1.9 \text{ GeV}^2$ for the JLab 6 GeV kinematics.

Furthermore, we test the C-VAIM architecture on the formulations of the cross section as they exist in the literature (for a review of the differences see [100]). The main cross sections as they are written are denoted as BKM [101], and UVA (labeled here as FemtoNet) [102, 100]. It is important with various formulations of the cross section to understand the effects on the extracted observables such as the CFFs. We generate training samples using the two cross sections formulations and train our C-VAIM independently. C-VAIM models are then applied on the DVCS cross sections for the kinematics $x_{Bj} = 0.343$, $t = -0.172 \text{ GeV}^2$, and $Q^2 = 1.820 \text{ GeV}^2$. The predicted CFFs using the two formulations are indeed overlapped as illustrated in Figure. 30, notice that there is not much difference between the predicted CFFs central values between BKM and FemtoNet; however, the
error analysis is much different. The histograms show this clearly where the CFFs predicted from BKM have a larger error due to the harmonics approach as compared to the FemtoNet cross section. We notice that the differences mainly appear in the interference terms which are $Re eH$, $Re e\bar{H}$ where they have a noticeable appearance. We compare the results of the central values of the C-VAIM predicted CFFs from both cross section formulations and compare them to the experimental data as shown in Figure. 31. Since the CFFs only enter into the interference term and the DVCS squared contribution (and not the BH background) we subtract off the exactly calculable BH so that the differences can be seen. Notice that both formulations of the cross section are fitted to the data, so the differences can mainly be seen in the extracted observables as illustrated in Figure. 31.
Fig. 30. Predictions of CFFs using C-VAIM framework comparing the cross section formulation of UVA labeled FemtoNet and the formulation of BKM. All results are shown for a specific kinematics for the unpolarized cross section at $x_{Bj} = 0.343, t = -0.172 \text{ GeV}^2, Q^2 = 1.820 \text{ GeV}^2$, and $E_p = 5.75 \text{ GeV}$. (Top) Comparison of outcomes of C-VAIM trained on the two different cross sections. (Bottom) Binning the outputs of C-VAIM as a histogram for each CFF to see the differences between BKM and UVA predicted CFFs. Also shown is the uniform input of CFF solutions for training.
In Figure 32 we compare the uncertainty associated to our results with and without the random targets method for the propagation of experimental uncertainties. This can mainly be seen in the presentation of the CFFs through histograms where we overlay the CFFs as predicted once with the random target and once with no random target. With no random target, the CFFs error bands are generated due to the variance of the solutions generated by C-VAIM through the latent variable (systematic errors from the C-VAIM architecture), and for the random targets method (combination of systematic from the C-VAIM and statistical errors from the experimental data). Notice that the random targets errors are consistently bigger, and making a more notable bandwidth on the three dominating CFFs which are $\text{Re } e\mathcal{H}$, $\text{Re } e\widetilde{\mathcal{H}}$ and $\text{Im } m\mathcal{H}$ suggesting that these CFFs are more sensitive to the statistical error. This also indicates that we are properly propagating the data uncertainties; however, that the error on the extracted CFFs are almost all contributions from reducible systematic. The reducibility of the systematic errors is left for a future study.

**Fig. 31.** Comparison of the ensemble of CFFs input into the reduced cross section which only has the contributions from DVCS.
Fig. 32. Comparison of extracted CFFs at a particular kinematics $x_{Bj} = 0.343, t = -0.172 \text{ GeV}^2, Q^2 = 1.820 \text{ GeV}^2$ using C-VAIM architecture both with and without the random targets propagated error. (Top) Comparison of the CFFs with and without the random targets method to propagate uncertainty. (Bottom) The uncertainty propagated through the DVCS cross section for both the interference term and DVCS squared term.
Using the structure of the DVCS cross section as formulated in [103] and the information contained in the extraction of all eight CFFs we study the sensitivity of the analysis. Using the fact that the interference cross section is linearly dependent on three of the eight total CFFs, and is amplified with respect to the DVCS term by the interference with the BH background, we predict the three CFFs from the interference term and treat the total DVCS term as a parameter that C-VAIM can fit. This makes the extraction much simpler, in theory, as the C-VAIM no longer has to disentangle all eight CFFs from the DVCS term. Fig. 33 (Top) shows the results of the reconstructed cross sections using the whole 8 CFFs, 6 CFFs and 3 CFFs. Fig. 33 (Bottom) shows the histogram of the extracted 8 CFFs, 6 CFFs and 3 CFFs where the CFFs are overlapping in all three scenarios. We further analyze $\chi^2$ of the reconstructed cross sections of our predicted CFFs on the 3 CFFs, 6 CFFs and 8 CFFs, as shown in table. 3, where the number of cross section points are 24. We can see that the $\chi^2$ values for 6 CFFs and 8 CFFs have approximately similar values with the least accurate prediction on $x_{bj} = 0.381$, $t = -0.371$, $Q^2 = 1.999$.

<table>
<thead>
<tr>
<th>Kinematics</th>
<th>$\chi^2 / \sigma$</th>
<th>3 CFFs</th>
<th>6 CFFs</th>
<th>8 CFFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{bj} = 0.343, t = -0.172, Q^2 = 1.820$</td>
<td>$0.0011$</td>
<td>$0.0010$</td>
<td>$0.0011$</td>
<td></td>
</tr>
<tr>
<td>$x_{bj} = 0.368, t = -0.232, Q^2 = 1.933$</td>
<td>$0.0236$</td>
<td>$0.0066$</td>
<td>$0.0071$</td>
<td></td>
</tr>
<tr>
<td>$x_{bj} = 0.375, t = -0.278, Q^2 = 1.964$</td>
<td>$0.0356$</td>
<td>$0.0099$</td>
<td>$0.0113$</td>
<td></td>
</tr>
<tr>
<td>$x_{bj} = 0.379, t = -0.323, Q^2 = 1.986$</td>
<td>$0.0082$</td>
<td>$0.0029$</td>
<td>$0.0027$</td>
<td></td>
</tr>
<tr>
<td>$x_{bj} = 0.381, t = -0.371, Q^2 = 1.999$</td>
<td>$0.0459$</td>
<td>$0.0267$</td>
<td>$0.0273$</td>
<td></td>
</tr>
</tbody>
</table>
\( Q^2 = 1.82 \text{ GeV}^2 \)
\( x_{Bj} = 0.34 \)
\( t = -0.17 \text{ GeV}^2 \)

**Fig. 33.** (Top) comparison of reconstructed cross sections of 3 CFFs, 6 CFFs and 8 CFFs, (Bottom) C-VAIM predicted 3 CFFs, 6 CFFs and 8 CFFs.
6.7 LATENT LAYER ANALYSIS

The latent $z$ in the latent layer is the key component of the VAIM as it attempts to learn the lost information in forward mapping and converts the ill-posed inverse problem into a well-posed regression problem in the backward mapping. In this section, we analyze the latent space and its association with the CFFs using dimensionality reduction techniques. This allows us to explore and analyze the learned patterns which reflects the correlation between physics quantities, as well helps us to understand the underlying physics.

We start with principle component analysis (PCA), a linear dimensionality reduction algorithm. After our VAIM is trained, we project the latent variables onto the first two principle components. The distribution of CFFs samples is visualized on the latent space in fig. 34 for the first two PCA components (PCA 1, PCA 2). We can see that there are clear patterns in respect to some of CFFs, in specific, $\text{Re}e\mathcal{E}$, $\text{Re}e\mathcal{H}$, $\text{Re}e\mathcal{E}$, $\text{Im}m\mathcal{E}$ and $\text{Im}m\mathcal{H}$. This may indicate the latent variable is learning the hidden information on those CFFs with patterns.

We also analyze the latent space using t-Distributed Stochastic Neighbor Embedding (t-SNE) [104], a non linear algorithm. In the same way, we project the latent variables onto the two t-SNE components as demonstrated in fig. 35 with the distribution of the 8 CFFs is plotted on the latent space. One can find notable patterns in some of the CFFs like $\text{Re}e\mathcal{E}$, $\text{Re}e\mathcal{H}$, $\text{Im}m\mathcal{H}$, $\text{Im}m\mathcal{E}$ and $\text{Im}m\mathcal{E}$. Where the pattern seems apparent in some of the CFFs, the pattern of the two CFFs $\text{Re}e\mathcal{H}$ and $\text{Im}m\mathcal{H}$ are noisy using both PCA and t-SNE.
Fig. 34. The distribution of the 8 CFFs on latent space projected on the first two PCA.

Fig. 35. The distribution of the 8 CFFs on latent space projected using two t-SNE components.
6.8 CONCLUSION

In this chapter, we present our work in solving the inverse problem of extracting the CFFs. We first adopt VAIM, discussed in chapter 4 to extract CFFs on a specific kinematics values \( (x_b,j=0.343, t=-0.172, Q^2 = 1.82 \text{ GeV}^2, \text{ and } E_b = 5.75 \text{ GeV}) \). We then extend VAIM to C-VAIM by conditioning our networks using the kinematics values. C-VAIM is composed of a forward mapper NN to learn mapping from CFFs and kinematics space to the cross section space and a backward mapper NN to reconstruct the CFFs from cross sections. A latent layer is incorporated between the forward and backward mappers to approximate the posterior CFFs distribution with respect to the given cross sections and kinematics. Once C-VAIM is trained, sampling the latent layer leads to reconstruct the lost information and determine the corresponding CFFs. Testing C-VAIM on several experimental DVCS examples, C-VAIM reconstructs the CFFs with potentially multiple solutions.

The focus of our future research is to incorporate all experimental DVCS data on all available kinematics points in the training of the C-VAIM framework. As well incorporating new simulated data from EIC. We will also incorporate physics knowledge to our inverse mapper such as positivity constraints [95] and dispersion relations [105, 106].
CHAPTER 7

PHYSICS CONSTRAINED NEURAL NETWORKS (PCNNs)

In this chapter, we first present our work developing Physics Constraints Neural Networks (PCNNs), published in [97], by incorporating physics laws to DNNs. PCNNs is applied on the forward problem of mapping the kinematics to the observed cross sections. We next describe the PCNNs architecture, hyperparameters selection, data augmentation and our methodology of incorporating physics knowledge. Finally, we show the capability of PCNNs testing on both DVCS cross sections and Bethe-Heitler (BH) process.

7.1 INTRODUCTION

DNNs models are adopted as a promising tool in many scientific applications including the process that are computationally infeasible or not completely understood. However, DNNs have usually limited success in scientific domains such as physics applications because training DNNs models typically require a large size of data that might not always be available or possible to obtain. As an alternative, DNNs models can be trained using additional knowledge gained by enforcing some physics laws for better accuracy and generalization [107]. In addition, purely data-driven models may perfectly fit observations, but predictions might be inconsistent, as a result of extrapolation or observational biases that may lead to poor generalization performance. Therefore, it is important to integrate fundamental physical rules and domain knowledge to machine learning models which provide informative priors. A recent example that follows this new learning technique is the family of “physics-informed neural networks” (PINNs) introduced in [108]. The major motivation for implementing these methods is that such prior knowledge or constraints can reduce the parameter space of the neural network to physics feasible space and lead to more interpretable machine learning methods that are robust in the presence of imperfect data such as missing values or outliers, and can provide precise and physically consistent predictions, even for generalization tasks.

In this chapter, we develop PCNNs integrating DNNs and the physics constraints, in specific, angular symmetries constraints. We use the BH process to test PCNNs and, in particular, their ability to generalize information extracted from data. We then test PCNNs on the full cross section and compare the results to analytic model calculations.
7.2 PCNNS ARCHITECTURE

Often when constructing a machine learning model, there will be presented several design choices to define the architecture as we do not know in advance what the optimal architecture should be for a given model. Basically, training machine learning models involves two types of parameters. First, trainable parameters that are learned by the algorithm through the learning process such as the weights and biases of a neural network. Second, the hyperparameters that the learning algorithm will utilize to learn the optimal parameters that accurately map the input features to the targets. The hyperparameters such as the number of layers, number of neurons, and the learning rate, need to be manually tuned before launching the training process. The hyperparameters tuning is an essential process of searching for an optimal set of hyperparameters that can leverage the highest performance of our model. Finding the optimal hyperparameters manually is a challenging task as there can be numerous hyperparameters. Therefore, we adopt Keras tuner [99], an open-source library to conveniently define our architecture and perform hyperparameter tuning. The keras tuner workflow as follows, first, a tuner is specified to determine the hyperparameter combinations that should be tested. Second, the library search algorithm such as Bayesian optimization executes the iteration loop to evaluate a particular number of hyperparameter combinations. Third, evaluation is performed by calculating the loss of the trained model on a held-out validation set. Finally, the optimal hyperparameter combination in terms of validation loss is retrieved to be tested on a held-out test set. The optimal hyperparameter is utilized as the final hyperparameter for our model architecture illustrated in Figure 36. Our optimum network architecture composed of an input layer whose nodes denote the array of the kinematic \([x_{bj}, t, Q^2, E_b, \Phi]\), followed by three fully-connected layers with 1024 neurons activated by a Leaky ReLU function. The output layer represents our target cross section. The network is regularized by an L2-norm penalty and a dropout rate of 0.2 to prevent overfitting. Based on the hyperparameter search algorithm, a shallow and wider network can have better performance than a deeper network with less number of neurons.

Our model is optimized using a joint of three loss functions: The first and basic loss function is the mean squared error (MSE) to minimize the error between the predicted and observed cross sections. The second loss is to ensure that our predicted cross sections are symmetric. Lastly, a loss function to ensure the start and the end of the predicted data on a range of \(\phi\) are matching.
Fig. 36. Neural network architecture for DVCS data that takes in input variables $x_{Bj}, t, Q^2, \phi, \epsilon$ and outputs the cross section. Each fully connected layer in this network architecture is followed by a nonlinear activation function (Leaky RELU) and a dropout mask with $p = 0.2$ [97].

**Physics Constraints – Parity Invariance**

The symmetry constraints on the cross section can be applied because there is no “phase changing” term that can enter the unpolarized cross section through physics constraints of parity. Any parity violating terms related to beyond the standard model physics we treat as part of the extracted error as compared to the size of the experimental statistical error. Studies for beyond the standard model physics that can be extracted from DVCS data we leave to a future study. We then deem the asymmetry in the $\phi$ dependence in the unpolarized cross section as due to the systematic uncertainties in the experimental data taking. With many points in $\phi$ the data is more sensitive to these type of systematic errors. We also note that taking many data points in $\phi$ is based on a harmonics analysis for extracting CFFs which we are not utilizing for our extraction method. It has been demonstrated in [109] that there are alternative approaches for extracting quantities related to angular momentum beyond the harmonics description.

To incorporate angular symmetries into the machine learning model, we use additional loss function terms

$$\|f(x_{Bj}, t, Q^2, \phi, \epsilon) - f(x_{Bj}, t, Q^2, -\phi, \epsilon)\|$$

and

$$\|f(x_{Bj}, t, Q^2, \phi, \epsilon) - f(x_{Bj}, t, Q^2, \pi - \phi, \epsilon)\|,$$

measuring the unpolarized angular symmetry and polarized angular symmetry, respectively.

The incorporation of the additional loss function term is an example of the physics constraints
that we propose to build into the architecture of the neural networks. It has been shown that such neural networks [110, 111] can improve the performance and generalizability of neural network predictions. Further physics inputs such as input from LQCD calculations, can additionally be built into neural network architectures at different steps of the analysis.

7.3 DVCS DATA

DVCS cross section (illustrated in [112] and [113]) is a function of four independent kinematic variables: the angle between lepton and hadron planes $\phi$, the scale $Q^2$, the skewness $\xi$ that is related to Bjorken $x$ and $t$; GPDs for all quark flavors appear in the cross section embedded in convolutions over $x$ known as Compton form factors (CFFs), with complex kernels depending on $(x, \xi, Q^2)$. Each record of the dataset has $[x_{bj}, t, Q^2, E_b, \phi, L, \sigma, \Delta \sigma, \delta \sigma]$ where $L$ is a label for polarization of beam and target - 1 is unpolarized beam/unpolarized target, 2 is polarized beam/unpolarized target; $\sigma$ is the cross section value; $\Delta \sigma$ is the statistical error; and $\delta \sigma$ is the systematic error.

Each input to our model consists of $[x_{bj}, t, Q^2, E_b, \phi]$ obtained from Jefferson Lab Halls A and B 6 GeV and 12 GeV experimental runs. For each kinematic bin of $[x_{bj}, t, Q^2, E_b]$ there are 25 points in $\phi$ from 0-360. The total available data is 3,862 unpolarized and 3,884 polarized data points with kinematics range shown in Fig 37.

![Fig. 37. Kinematic region in $x_{bj}, t$, and $Q^2$ for the DVCS data from Jefferson Lab Halls A and B 6 GeV and 12 GeV runs.](image-url)
7.4 DATA AUGMENTATION

Deep learning networks have made extraordinary progress in many scientific applications. However, these networks perform more effectively as there is a large amount of data available to train on. For example, text-based models have performed significantly better because of the release of a trillion-word corpus by Google [114]. The reason is that training on large datasets can avoid overfitting where a network learns a function with very high variance such as to perfectly fit the training data but do not generalize well on the unseen data. There are several proposed methods to reduce the problem of overfitting such as dropout [115], batch normalization [116], transfer learning [117, 118] and pretraining [119]. In addition to these methods is the data augmentation that approaches overfitting from the root of the problem, the training dataset. This is performed under the assumption that additional data and information can be obtained from the original dataset through augmentations. Data Augmentation involves a set of techniques [120] that increase the quality and size of training datasets so that more powerful deep learning models can be built.

We use data augmentation to increase the size of our DVCS data by adding slightly modified copies of our existing data. Since we have only 3,862 unpolarized and 3,884 polarized data points, data augmentation seems to be essential to apply in order to improve the model accuracy. Each DVCS data point includes a mean and a standard error indicating its uncertainty. The standard errors varies across data points. We increase the size of the data 10 times for each the unpolarized and polarized data by sampling the cross section using the statistical error \( \Delta \sigma \). Data augmentation is applied on the unpolarized and polarized data independently as shown in Figure 39. There are two main advantages of data argumentation. Firstly, more data samples become available for training. Secondly and more importantly, the trained neural network is informed with the uncertainty of the training samples, where more model flexibility is allowed on the sample points with larger standard errors and vice versa. As a result, the neural network trained with augmented samples yield better accuracy and generalization.

Including the information contained in the experimental standard errors into the architecture of the network through data augmentation. We are treating the experimental errors as additional sources of physics information, errors are not a nuisance but rather a source of information. This is another example of building physics into the architecture of the network and utilizes standard neural network practices.

To show the impact of applying data augmentation to our data, we train two separate models with identical architecture once with applying data augmentation and once with no data augmentation. Figure 38 illustrates our comparison results using dropout method to determine the model uncertainty. With utilizing data augmentation, the prediction of the polarized and un polarized
cross sections becomes more accurate.

7.5 RESULTS

In this section we show the results of our study of incorporating physics into the architecture of a deep learning model trained to predict DVCS cross sections and how this improves both performance and generalization capabilities. We test our model on the exactly calculated Bethe-Heitler process in order to calibrate our analysis. Our results on the predicted cross section in an extrapolated region of kinematics outside of the range covered in experiments are shown in Figure 40.

A single cross section data point represents a point in a multi-dimensional kinematic phase space. In the context of local extractions, this point contains all of the information one can extract. However, it is necessary for a global analysis to study trends in this higher-dimensional space. In this sense, a group of \( N \) data points represents more than \( N \) disjoint pieces of information but rather a region of trends and patterns that can inform predictions in kinematic regions outside of the data. This includes correlations between data points that are not taken into account/cannot be taken into account in point-by-point extractions.

Neural networks learn complex representations of data while extracting trends that can be generalized to regions beyond the data. Generalization represents a unique opportunity to squeeze as much information from DVCS experiments as possible while quantifying learned uncertainties. These generalization capabilities will allow us to inform experiments of worthwhile, high impact measurements in the extraction of Compton form factors.

We test our trained model using pseudo-data calculated from the BH cross section. The BH cross section represents a significant portion of the full cross section at current experimental beam energies. It also has the added benefit in that it is exactly calculable in QED up to the parametrization of the elastic form factors, which for momentum transfers at current JLab DVCS experiments, are known to high precision. This means that the BH cross section is a good testing ground to benchmark our model’s performance, especially outside of the range of current experimental data. We show the performance of the predicted BH as compared to the theory prediction both in the range of the data and generalizing outside of the range of the data in Figure 41. We plot the expected value versus the predicted, meaning that if the model was performing perfectly we would see a straight line. Any non-linear behavior demonstrates predicted values that are not well understood in our model.

In Figure 42 we investigate the generalization capabilities of the deep learning model as compared to the exactly calculated Bethe-Heitler process and a calculation of the DVCS process. In the
Fig. 38. The predictions of $\sigma_{LU}$ (top row), and $\sigma_{UU}$ (bottom row) in unseen kinematic bins. Left column shows the predictions using data augmentation and right column shows the predictions with no data augmentation. The bandwidth indicates two standard deviations of 1000 predictions.
Fig. 39. Data augmentation on unpolarized (top) and polarized DVCS data (bottom) [97].
Fig. 40. BH extrapolation on kinematics outside of the range covered in experiment at the kinematic point $x_{Bj} = 0.365$, $t = -0.2 \text{ GeV}^2$, $Q^2 = 2 \text{ GeV}^2$, and $E_b = 5.75 \text{ GeV}$. (Top) ML Model with Angle Symmetric Constraints (Bottom) ML Model without Angle Symmetric Constraints [97].
Fig. 41. Result of the DNN predicted BH cross section as compared to the theoretical calculation both within the test set (Top) and outside of the range data (bottom) [97].
slice of kinematic phase space shown in the figure ($Q^2 = 2 \text{ GeV}^2$, $E_b = 6 \text{ GeV}$), the experimental data lies in a small box defined between $\xi = 0.2 - 0.3$ and $-t = 0.17 - 0.4 \text{ GeV}^2$ [121]. For the top figure, we take the kinematic points in $x_{Bj}, t, Q^2, E_b$, and $\phi$ and create pseudo-data for this region. We then train our neural network on this data and use it to predict in the full kinematic phase space that is shown in the figure. We compare the results of the neural network predictions against the calculated BH cross section at a given azimuthal angle $\phi = 90^\circ$ using the metric of absolute percentage error (APE) which is given as:

\[ \text{APE} = \frac{|y - \sigma|}{\sigma} \]

In the bottom figure we use the exact same metric; however, we are comparing to a calculation of the DVCS cross section using a parametrization of the CFFs given in [122, 123, 124]. It is interesting to note that the BH cross section outperforms the DVCS cross section in terms of learned generalization across the kinematic phase space. Also that there are significant trends that the deep learning model can learn when given small amount of physics information.
Since there is a statistical error $R_{\theta_i}$ associated with each data point $\theta_i$ in the cross section and these errors vary across data points, we incorporate this information to our MSE loss function, as
following:

$$\mathcal{L} = \frac{1}{n} \sum_{\theta_i} \frac{(y - f_{\theta_i}(x))^2}{R_{\theta_i}}$$

To balance the sensitivity with respect to the varying error in the experimental data. Where $n$ is the number of data samples. Similar to the results on fig. 42, we recalculate the APE in figure 43 after incorporating the statistical errors training on the BH and DVCS cross sections. While the overall error decreased in the BH data, one can find that in the DVCS data error is reduced in some regions on the small $x_{bj}$ of the cross sections compared to the DVCS results shown in fig. 42 (bottom).

### 7.6 CONCLUSION

In this chapter, we demonstrate the effectiveness of encoding physics knowledge to machine learning models. Our ultimate goal is to first analyze the impact of incorporating physics rules to a forward mapper and second to use this analysis for future work in incorporating physics knowledge to our inverse mappers. We develop PCNNs, a deep neural network architecture that satisfies some physics rules to predict the DVCS cross sections. We incorporate the angular symmetries into our PCNNs architecture by utilizing an additional loss function that ensures the symmetry constraints on the cross sections. Testing on DVCS cross sections and BH process, PCNNs show better performance compared to a typical neural networks architecture.

We utilize data augmentation to enlarge the DVCS training data by taking the advantage of the statistical error being available. We generate softly modified copies of the given unpolarized and polarized data by sampling the cross sections using the experimental error. Our results testing on the unpolarized and polarized test examples indicate that training with our data augmentation technique leads to better generalization and accuracy.

In our future work, we will extend this work to include further physics constraints from Lattice QCD. We also plan to incorporate such a physics knowledge to improve the capability of our inverse mappers in the presence of the physics challenges such as the lack of training data.
Fig. 43. (Top) The BH data, (Bottom) DVCS errors after incorporating the statistical error to the loss function at $\Phi = 90^\circ$ [97].
CHAPTER 8

CONTRIBUTION, CONCLUSIONS, AND FUTURE WORK

In this chapter, we summarize the major contributions, conclusions and future work of developing machine learning models for QCD global analysis.

8.1 CONTRIBUTIONS

Our contributions include many components described in chapters 4, 5, 6, and 7. The main contributions for each chapter are summarized in the following subsections.

8.1.1 V AIM

We develop the Variational Autoencoder Inverse Mappers (V AIM) focusing on learning the solution patterns in an end-to-end manner. V AIM does not depend on the Gaussian assumption, does not need a sophisticated prior and can successfully retrieve the multiple solutions of an inverse problem. The latent layer in V AIM plays a significant role in learning the posterior parameter distribution without an encoded form of the distribution. Thus, V AIM can be utilized for many inverse problems where solution distributions are non-Gaussian. Our work developing V AIM is published in [76] and tackles RQ 1: Can we develop an end-to-end machine learning framework to solve the inverse problems in PDF?.

8.1.2 PC-V AIM

We develop the Point-Cloud Based Inverse Mappers (PC-V AIM) based on flexible, unordered data points represented as a point cloud, to solve the inverse problem in QCD global analysis. We extend V AIM framework to PC-V AIM, in order to address the input flexibility problem. We incorporate the permutation invariant PointNet-based architecture to our backward mapper to allow PC-V AIM to handle the ill-defined, varying observable inputs. This design enables the PC-V AIM framework to reconstruct the parameters in QCD global analysis independent of specific kinematics bin setups. This work is published in [90] and answer the RQ 2: Can we develop a kinematics independent inverse mapper to address the irregular observable space?

8.1.3 C-V AIM

We extend V AIM to the conditional V AIM (C-V AIM) to model the inverse problem of ex-
tracting the CFFs from polarization observables and conditioned by the kinematics values. This provides the flexibility to the backward mappers to generate CFFs that correspond to a certain kinematics region without the need to retrain the model. This work is in preparation for publication and addresses the RQ 3: Can we extract the GPD Compton form factors?

8.1.4 PCNNs

We develop Physics Constrained Neural Networks (PCNNs) that satisfy the angular symmetries constraint to accurately predict the DVCS cross sections. We found that PCNNs yields better generalization than typical NNs that are implemented without physics knowledge. In this work, we perform data augmentation to enlarge the DVCS data using the DVCS statistical error. This work is submitted for publication and available in arXiv [125].

8.2 CONCLUSIONS

ML algorithms have emerged as a master tool for the inverse problems in different scientific applications. Our vision in this dissertation is to build the global QCD analysis tools using ML techniques to study the quantum correlation functions characterizing the internal structure of the nucleon. This can provide a simple and effective way to perform a global QCD analysis interactively, as all time-consuming work of generating the samples and training need to be computed only once.

In this work, we present V AIM to address the ambiguity issue associated with the inverse problems. Testing on several scenarios, V AIM can effectively reconstruct the multiple solutions for the inverse problems with different solution patterns. We also demonstrate the feasibility of applying V AIM in connecting unpolarized cross sections into the parameter space of the PDFs. We then extend V AIM to PC-VAIM to enable more flexible and varying observable space. We incorporated a permutation invariant neural network framework to handle the observables in unstructured and unordered point cloud representations. We show the effectiveness of the PC-VAIM on retrieving the PDFs parameters in a simulated DIS data. Furthermore, we develop C-VAIM to tackle the inverse problem of extracting the CFFs from polarization observables, which is the cleanest channel to access GPD from a theoretical point of view. We apply C-VAIM to study the effect of potential multiple solutions in DVCS data. To validate our extracted CFFs, we use the theory computations to reconstruct the corresponding cross section from our predicted CFFs and compared it with the true cross sections. Our computed cross sections demonstrates good agreement with the true cross sections. We develop PCNNs to the polarized and unpolarized DVCS cross sections by incorporating physics laws. We also use the Bethe-Heitler process to test PCNNs and in specific, their ability
to generalize information extracted from data. We found that incorporating physics constraints into the ML models is able to significantly improve the interpolation as well as generalization capabilities of the deep learning model.

Finally, this research provides valuable tools for QCD studies of hadron structure by making use of state-of-the-art machine learning technologies, and will pave the way towards the eventual extraction of more complicated QCFs, in specific the full GPDs distribution. Future work will be pursued using the developed inverse mappers to better understand the challenges associated with QCD global analysis. While the inverse problems in QCD are our main target in this dissertation, our inverse mappers can be easily utilized to other domains.

8.3 FUTURE WORK

8.3.1 Active Learning

In a wide variety of learning problems including our application of interest—nuclear physics, collecting sufficient data for modeling purposes forms a great challenge. In most situations, data is expensive to obtain, requires manpower and extensive resources. One of the attractive techniques to overcome this challenge is Active Learning (AL). AL is an essential machine learning subfield that is used to enable the learning algorithms to select the data that will be trained on. The key objective of AL is to reduce the number of training samples required to train the model, or substantially, to improve the precision of the prediction to obtain the same prediction quality with a smaller dataset. Several methods to AL are proposed in the literature [126, 127, 128, 129] that mainly focus on the classification problems [128, 129, 130], and with limited efforts to the regression problems [131, 132]. AL is basically categorized into two types: population based and pool-based. In population based AL, the distribution of test samples is known, and training samples at any desired locations can be obtained. While in pool-based AL, the test samples distribution is unknown but only samples from the test input distribution are given.

We first plan to utilize pool-based AL to gradually increase the size of the training data by sampling on a certain test example. The proposed AL method consists of an iterative process which is described as following. First, AL algorithm has access to a training set \( T^1 \) with input points \( x \) and the corresponding set of the labels \( y \) within specific range. Second, after training our model on this data set \( T^1 \), we test on a given test example \( G^1 \) and obtain the predictions \( K^1 \). Third, we sample new training data \( T^2 \) based on the range of our predictions of \( K^1 \). Then, we combine the training data \( T^1, T^2 \), and retrain our model. We test again on the test example \( G^1 \) and obtain our prediction \( K^2 \) for this second level of training. Then, we sample again more training data \( T^3 \).
based on the data obtained in $K^2$, combine $T^3$ to the data from the previous levels of training ($T^1$, $T^2$) and retrain our model. This iterative process can be terminated once we have no improvement on our prediction on $G^1$.

We study the feasibility of this technique on the inverse function of mapping QCF parameters to observables in a QCD analysis of nucleon structure using the synthetic DIS problem described in sec. 5.2.1, with excluding the normalization terms $N_u$ and $N_d$. We employ VAIM to produce the prediction of our control parameters $\{\alpha_u = 0.5, \beta_u = 2.5, \alpha_d = 0.1, \beta_d = 3.0\}$, across multi-levels of training. We generate 1,000 simulated samples of $\sigma_p$ and $\sigma_n$ for the control parameters by adding 5% Gaussian noise to the true sample. We start the training data with size of 10,000 samples. Then, at each training level, we add a batch of 1000 samples that are generated based on the predicted results from the previous level of training. All training levels have the exact VAIM architecture and a random initialization. Fig. 44 illustrates our preliminary results of applying active learning in three levels of training. One can find that the precision of the predicted parameters $\alpha_u, \beta_u$, and $\beta_d$ is clearly improved through the training levels with the third level predictions being more determined than the first level. The precision of the predicted parameter $\alpha_d$ is not much improved in the second and third levels of training, however; it becomes more centered around the control parameter, shown in red. We further validate these predicted parameters in the three levels of training by reconstructing the associated $\sigma_p$ and $\sigma_n$ using the theory model. Fig. 45 demonstrates the ratio to the true values of reconstructed $\sigma_p$ (top) and $\sigma_n$ (bottom). It is also notable that utilizing active learning significantly reduces the uncertainty associated with $\sigma_p$ and $\sigma_n$ as the ratio of the reconstructed $\sigma_p$ and $\sigma_n$ in the second and third levels of training have smaller bandwidth than the first level predictions.
Second, we plan to perform active learning approach based on importance sampling (AL-IS) scheme where the training data are incrementally increased on a multi-level training by sampling from the interesting region, in our case is the predictions with highest variance. In other words, at each level AL-IS strategy selects few test examples with the highest variance and obtain more data in the same distribution. We expect AL-IS will provide efficient strategies of collecting training data that is diverse, informative for reducing modeling errors, cover regions of the feature space where the predictor is most likely evaluated, and avoiding sampling the same portions frequently. Finally, several components of our methods such as the size of training data at the first level and the size of samples that is combined at each level, remain interesting questions for future research.
Fig. 45. Active learning predictions on the 1,000 simulated control samples given by $\sigma_p^{\text{sim}}$ and $\sigma_n^{\text{sim}}$. (Top) the ratio of the reconstructed $\sigma_p$ to the true in the three levels of training. (Bottom) the ratio of the reconstructed $\sigma_n$ to the true in the three levels of training.
8.3.2 Extracting CFFs on all Available Kinematics

In chapter 6 we utilize C-VAIM to solve the inverse problem in CFF extraction from a single polarization observable. We train our C-VAIM on a set of five kinematics values that is listed in table 2. In our future work, we plan to extend our framework and incorporate all experimental DVCS data on all available kinematics points. This will include the kinematics values in fig. 46, with $1.1 \leq Q^2 \leq 8.5$ and $3.3 \leq E_b \leq 10.9$.

![Graph showing experimental DVCS kinematics values](image)

**Fig. 46.** The experimental DVCS kinematics values.

8.3.3 Inverse Mappers for Medical Imaging

Solving inverse problems is a significant research area in medical imaging applications. In particular, reconstructing Magnetic Resonance Imaging (MRI) and Computed Tomography (CT) from observables (k-spaces for MRI and sinograms for CT), form critical inverse problems. These indicated inverse problems in medical field emerge because the target images are invisible to human eyes or unreachable. The objective behind addressing these problems is to provide a visual representation of internal human body organs, assisting in clinical analysis and medical interventions.

Recent deep learning methods have been utilized as a state-of-the-art technique for such inverse problems in imaging [133, 134]. The inverse mappers developed in this dissertation are not
exclusive to nuclear physics and can be adapted to solve inverse problems in different applications. In our future work, we plan to further investigate the capability of our inverse mappers on medical imaging problems.
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