


Figure 4.
ERPs and spatial models for direct modeling. The first column shows the three iERPs for
each subject (A°F) corresponding to the channels with the highest SCA, with red
representing the highest SCA and blue representing the second highest SCA. The second
column shows the RMSE topographies with the channel corresponding to the lowest RMSE
circled in purple and channel Cz circuled in green. The third and fourth column show the
modeled ERPs and the corresponding spatial models, respectively, for the channel with the
lowest RMSE (i.e. the Top ERP and Model). The fifth and sixth columns are the same as the
third and fourth columns for channel Cz. The channel weights for the spatial models were
normalized to have a maximum magnitude of 1.
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Figure 5.
Spatial models for performance-based modeling. The first column shows the sEEG SCAs

for each subject (A–F). This is is a replication of Figure 1 with the channels that were

included in the sEEG-derived classifier represented by black dots and the excluded channels

as white dots. Additionally, the channel that was included in the sEEG-derived classifier

having the highest SCA is circled in green (i.e., the Top Model), the channel that was

included in the sEEG-derived classifier having the lowest SCA is circled in orange (i.e., the

Last Model), and Cz is circled in magenta. The second through fourth columns show the
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spatial filters corresponding to the Top Model, Last Model, and Cz, respectively. The Last

Model is presented to illustrate how the iEEG contributes to sEEG channels that do not

appear to contain much discriminative information in isolation (i.e., low SCA), but can

benefit the classifier in conjunction with other channels.
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Table 1
BCI Performance

The second column indicates the number of iEEG channels selected for modeling with the total number iEEG channels recorded in parentheses (the

number of sEEG channels is fixed at 32 for all subjects). The third and fourth columns give the results for the optimal linear classifier derived from the

sEEG and iEEG data, respectively. The fifth and sixth columns give the results of the two proposed modeling schemes using the transformed iEEG as an

input to an sEEG-derived classifier.

Subject # iEEG Electrodes sEEG (%) iEEG (%) Performance(%) Direct(%)

A 2(26) 100 25 19 19

B 5(32) 93 100 100 38

C 4(16) 100 100 100 50

D 3(30) 100 44 25 19

E 2(26) 88 81 63 63

F 9(64) 100 88 81 32

Note that chance accuracy for the paradigm is 3%.
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