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Confidence Intervals for the coefficient alpha
difference from two independent samples (groups)

Miguel A. Padilla aB

aOld Dominion University

Abstract Four different bootstrap methods for estimating confidence intervals (CIs) for a coeffi-
cient alpha difference from two independent samples (groups) were examined. These four CIs were
compared to themost promising non-bootstrap CI alternatives in the literature. All CIswere assessed
with aMonte Carlo simulationwith conditions similar to previous research. The results indicate that
there is a clear order in coverage performance of the CIs. The bootstrapped highest density interval
had the best coverage performance across all simulation conditions. Yet, it was impacted by unequal
sample sizes when one of the groups had the smallest sample size investigated of 50, or when items
came from a compound symmetric correlation matrix with ρ = 0.64. Regardless of the simulation
condition, the percentile bootstrap is a good alternative as long as both group sample sizes were 200
or more.
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Introduction

Behavioral/ social scientist are often interested in the reli-
ability for a set of items from a test, inventory, question-
naire, or some other measurement instrument for a con-
struct. One form of reliability is internal consistency via
coefficient alpha (αc), which was proposed by Cronbach
(1951) based on the work of Guttman (1945). Since then,
coefficient alpha has gone on to become the most popu-
lar measure of reliability in the sciences (Bollen, 1989, p.
215, Hogan et al., 2000). Its popularity stems from three
features. First, coefficient alpha is computationally simple,
requiring only the item covariance matrix. Second, coef-
ficient alpha is appropriate for continuous, ordinal, or bi-
nary items. Third, coefficient alpha only requires one ad-
ministration of the measurement instrument. Even so, un-
til recently, inference research about coefficient alpha from
one sample has been sporadic, but even more sporadic for
the coefficient alphadifference from two independent sam-
ples (groups). In this respect, confidence interval (CI) re-
search for coefficient alpha from one sample offers a ba-
sis for the development of the coefficient alpha difference
from two independent samples (groups).

Feldt (1965) first derived the sampling distribution and

corresponding CI for coefficient alpha. Feldt’s derivations
assumed the items to be normally distributed and parallel
(Lord et al., 1968). The parallel assumption implies that the
item covariance matrix is compound symmetric (Padilla,
2019). Unfortunately, the CI is not valid if the parallel as-
sumption is violated (Barchard&Hakstian, 1997). Thismay
be a reasonwhy this coefficient alpha CI is not widely used.

van Zyl et al. (2000) showed that the original estimate
of coefficient alpha is a maximum likelihood (ML) estimate
that has an asymptotic normal sampling distribution. As
such, the original estimate of coefficient alpha is based on
normal theory (NT) for the sampling distribution. Their re-
sults assume the items to be normally distributed with a
positive definite item covariance matrix and make no as-
sumption about the structure of the item covariance ma-
trix. This provided a foundation for inference about co-
efficient alpha. Based on this foundation, Duhachek and
Iacobucci (2004) proposed a coefficient alpha NT CI. In the
samework via simulation, the authors compared the coeffi-
cient alpha NT CI to other CIs that included the one derived
by Feldt (1965). The results suggested that the NT CI cov-
erage outperformed all the investigated CIs across all sim-
ulation conditions. The simulation was based on αc from
a compound symmetric and unstructured item covariance
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matrix with 5 and 7 multivariate normal items and sample
sizes ranging from 30 to 200.

Other coefficient alpha CIs have been proposed in the
literature (Bonett, 2002, 2003, 2010; Bonett &Wright, 2015).
The accumulation of this research resulted in two one-
sample coefficient alpha CIs (BTT1b and BTT1c) along with
an independent samples (groups; BTT2b) coefficient alpha
CI. The BTT1c and BTT2b both use the NT variance (van Zyl
et al., 2000). In a small simulation, Bonett (2010) demon-
strated that the BTT1b CI, had good coverage with small
samples. The simulation was based on αc from a com-
pound symmetric item covariance matrix with 2 to 18 mul-
tivariate normal items and sample sizes ranging from 25 to
100. In another small simulation study, Bonett and Wright
(2015) demonstrated that the BTT1c CI coverage performed
slightly better than the one sample NT CI. The simulation
was based on αc from an autoregressive of order 1, AR(1),
item covariance matrix with 4 multivariate normal items
and sample sizes ranging from 10 to 200.

More recently, Padilla et al. (2012) examined three stan-
dard bootstrap CIs for coefficient alpha: the normal the-
ory bootstrap (NTB), percentile bootstrap (PB), and bias cor-
rected and accelerated (BCa). In the same study, the authors
compared these three bootstrap CIs to the following non-
bootstrap CIs: the BTT1b and NT CIs, among others. In the
study, it was concluded that the NTB CI had the best cover-
age across all conditions investigated with only 4 instances
of unacceptable coverage, followed by the PB and BCa CIs.
The simulation includedαc based on compound symmetric
and unstructured item correlations with 5 to 20 items and
sample sizes ranging from 50 to 300. However, if computa-
tional power (or time) is an issue and items were normally
distributed or had little skew, the BTT1b followed by the NT
CI are good alternatives.

In summary, the research discussed thus far mainly fo-
cused on a one-sample coefficient alpha CI. Note that the
one-sample coefficient alpha is the original coefficient al-
pha proposed by Cronbach (1951). In this respect, there ap-
pears to be at least three promising forms of coefficient al-
pha CIs: the NT, BTT1b, and the bootstrap. Although these
studies mentioned how to extend each of these one-sample
CIs to two independent samples (groups), the latter were
not further investigated.

Researchers may have interest in comparing the relia-
bility, via coefficient alpha, of a measurement instrument
from two independent samples (groups). In such a situa-
tion, researchers would like to make an inference about
coefficient alpha being different between the two samples
(groups); e.g., coefficient alpha being stronger (weaker) for
one sample (group) than the other. Some examples where
reliability differencesmay be of interest are betweenmales
and females, treatment and no treatment, taking a test with

or without note cards, etc.
The focus of the present study is to investigate the per-

formance of CIs for the coefficient alpha difference from
two independent samples (groups) via simulation. For com-
parison purposes and to provide guidelines between the
CIs, similar simulation conditions from previous studies
were used. The following CI estimates were investigated:
NT, BTT2b, and the bootstrap.

Coefficient Alpha Difference

Suppose there is a set of k items that measure a single at-
tribute/ construct. It is common to estimate the reliability
for the sum or composite of the items:

x =
k∑

j=1

xj . (1)

Coefficient alpha is a popular choice for estimating this
form of reliability, and is defined as

αc =
k

k − 1

[
1− tr(Σ)

1′Σ1

]
(2)

where tr(·) is the trace operator for amatrix,Σ is the k×k
item covariance matrix, and 1 is a k× 1 vector of ones. Us-
ing the sample estimate Σ̂ in place ofΣ in Equation 2 gives
the coefficient alpha estimate (α̂c).

Now consider two independent samples (groups) with
estimated α̂c1 of size n1 with k1 items and α̂c2 of size n2

with k2 items. Here, a hypothesis of interest isH0 : αd =
0, where αd = αc1 − αc2. A CI for this hypothesis can be
obtained fromnon-bootstrapped or bootstrappedmethods.

Non-bootstrapped Coefficient Alpha Difference CIs

van Zyl et al. (2000) showed that the coefficient alpha esti-
mate (α̂c) is asymptotically distributed as

α̂c ∼ N

(
αc,

σ2
c

n

)
, (3)

where the variance is

σ2
c =

2k2

(k − 1)
2× (1′Σ1)

(
tr

(
Σ2

)
+ tr(Σ)

2
)
− 2tr (Σ)

(
1′Σ21

)
(1′Σ1)

3

 .

(4)

Using the sample estimate Σ̂ in place of Σ in Equation 4
gives the coefficient alpha variance estimate

(
σ̂2
c

)
. There-

fore, the standard error (SE) is

SE (α̂c) =

√
σ̂2
c

n
(5)
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and a CI for the one-sample coefficient alpha estimate is
formed as

α̂c ± zα/2SE (α̂c) (6)

where zα/2 is a standard normal variate with the desired
α level.

Let αc1 and αc2 be coefficient alphas for group1 and
group 2, respectively. It then follows that a αd = αc1 −αc2

CI for the two independent groups (samples) is formed as

α̂d ± zα/2SE (α̂d) , (7)

where

SE (α̂d) =

√
σ̂2
c1

n1
+

σ̂2
c2

n2
. (8)

Bonett andWright (BTT1c; 2015) proposed a CI for the one-
sample coefficient alpha estimate based on the transforma-
tion below

ẑc = ln (1− α̂c)− b (9)

where b = ln (n/(n− 1)) is a bias correction. The CI for
exp (ẑc) is then formed as

1− exp
[
ẑc ± zα/2SE (ẑc)

]
, (10)

where

SE (ẑc) =

√
σ̂2
c

(n− 3) (1− α̂c)
2 . (11)

Based on results from Zou (2007), Bonett and Wright
(BTT2b; 2015) also proposed a CI for αd from two indepen-
dent samples (groups) as

L = α̂d −
√
(α̂c1 − L1)

2
+ (α̂c2 − U2)

2

U = α̂d +

√
(α̂c1 − U1)

2
+ (α̂c2 − L2)

2
(12)

where α̂c1, lower bound L1, and upper bound U1, are the
group 1 estimates, and α̂c2, lower bound L2, and upper
bound U2 are the group 2 estimates from Equation 10.

Bootstrapped Coefficient Alpha Difference CIs

The bootstrap for the coefficient alpha difference from
two independent samples (groups) can be summarized in
three steps. Let X1 = (x1, x2, . . . , xn1

) be the group
1 sample where each x1 is a 1 × k1 vector, and X2 =
(x1, x2, . . . , xn2) be the group 2 sample where each x2

is a 1 × k2 vector. First, independently obtain a bootstrap
sample for each group X

(b)
1 =

(
x
(b)
1 , x

(b)
2 , . . . , x

(b)
n1

)
and

X
(b)
2 =

(
x
(b)
1 , x

(b)
2 , . . . , x

(b)
n2

)
in which b is a random re-

sample with replacement from X1 and X2, respectively.
Note that, X(b)

1 and X
(b)
2 have the same sample sizes as X1

andX2, respectively. Second, compute the bth bootstrap es-
timate of the coefficient alpha difference

(
α̂
(b)
d

)
fromX

(b)
1

and X
(b)
2 . Lastly, α̂(1)

d , α̂
(2)
d , . . . , α̂

(B)
d is the empirical

sampling distribution (ESD) for α̂d with b = 1, 2, . . . , B
bootstrap samples. The ESD can then be summarized for
statistical inference about α̂d.

The bootstrap SE estimate is

SE (α̂d) =

√√√√ 1

B − 1

B∑
b=1

(
α̂
(b)
d − ᾱd

)2

(13)

where α̂
(b)
d is the estimated coefficient alpha difference

from the bth bootstrap replicate and

ᾱd =
1

B

B∑
b=1

α̂
(b)
d . (14)

Four CIs for the bootstrap were investigated. First, the
normal theory bootstrap (NTB) CI is computed as α̂d ±
zα/2SE (α̂d). Second, the percentile bootstrap (PB) CI is ob-
tained by computing the α/2 and 1−α/2 percentiles from
the α̂d ESD at the desired α level. Third, the bias corrected
and accelerate (BCa) CI is the PB CI that is adjusted in two
ways: 1) corrects for bias, and 2) corrects for skewness (or
acceleration). The fourth CI is based on the highest proba-
bility density interval (Chen & Shao, 1999). This kind of in-
terval is the shortest and captures the specified probability
in the mass of any distribution. Here, the interval is being
used on the ESD generated from the bootstrap samples and
hence why it is being referred to as the bootstrapped high-
est density interval (BHDI). Note that the NTB CI assumes
the ESD to be normally distributed, whereas the PB, BCa,
and BHDI make no assumption about the shape of the ESD.
For details about the first three bootstrap CIs, see Efron and
Tibshirani (1998), and for the BHDI, see Chen and Shao.

Method

Simulation Design

Therewere twoMonte Carlo simulations. Simulation 1 con-
sisted of the following design: 4 (# of items) × 4 (item corre-
lation structure) × 4 (item response categories) × 21 (pair-
wise sample). Simulation 2 had the same conditions but
only consisted of 2 items and was investigated as a special
case for where only two items are available. All simulated
itemswere Likert or binary. For each simulation condition,
10,000 replications were obtained. Below are the specific
simulation conditions investigated.
Numberof Items (k). For simulation 1, and tomake the re-
sults comparable to previous research, the following num-
ber of items were used: k = 5, 10, 15, 20 (Maydeu-
Olivares et al., 2007; Padilla et al., 2012). Simulation 2 only
had two items (k = 2).
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Item Correlation Structure (P). For simulation 1, four
different item correlations matrices for P were investi-
gated. The first three correlation matrices are from paral-
lel items with a one factor model containing factor load-
ings of λ1 = 0.4, λ2 = 0.6, and λ3 = 0.8 correspond-
ing to compound symmetric correlation matrices (CSCM)
with ρ1 = 0.16, ρ2 = 0.36, andρ3 = 0.64, respec-
tively. The fourth correlation matrix was from congeneric
items with a one factor model containing the loadings of
λ4 = 0.3, 0.4, 0.5, 0.6, 0.7 corresponding to an unstruc-
tured correlation matrix (UCM). These correlation struc-
tures were investigated by Maydeu-Olivares et al. (2007),
but here the congeneric structure was modified for five
items instead of seven. For simulation 2, the k = 2 con-
generic items had factor loadings of λ4 = 0.3, 0.7 for the
UCM; i.e., the smallest and largest factor loadings from the
above congeneric items.
Item Response Categories (M ). The following item re-
sponse categories were investigated: 2, 3, 5, 7 (Maydeu-
Olivares et al., 2007; Padilla et al., 2012). For all items with
M > 2, ν was chosen so that the resultant categorized
items had skewness = kurtosis = 0. For items with M = 2
(binary), ν was chosen so that the resultant categorized
items had skewness = 0 and kurtosis =−2 (excess kurtosis).
For simulation , the combination of k and P created a co-
efficient alpha αc ranging from 0.36 to 0.97 in each group.
For simulation 2, the combination of k andP created a co-
efficient alpha αc ranging between 0.19 and 0.75 in each
group.
Pairwise Sample Size (q). For each of the two groups in
both simulations, the following sample sizes were investi-
gated: 50, 100, 150, 200, 250, 300. These sample sizes were
like those used in Padilla and Divers (2013). The unique
pairwise sample sizes were determined by first letting q =
6be the number of sample sizes investigated. Then the total
number of unique pairwise sample sizes investigated was
q(q + 1)/2 = 21.

The simulation is outlined below:
1. Let g = 1, 2 index the groups. Based on the factor

model loadings (λ), select the correlation structures for
the k1 × k1 matrix P1 and k2 × k2 matrix P2, where
kg is the number of items and Pg the item correlation
matrix for group g. Note that P1 = P2 and k1 = k2,
but subscripts are being used to indicate the there are
two separate groups.

2. Select a set of ν thresholds to categorize items.
3. Generate multivariate standard (unit) normal data as a

n1 × k1 matrix Z1 ∼ N (0, P1) and a n2 × k2 matrix
Z2 ∼ N (0, P2) with sample sizes n1 and n2, respec-
tively.

4. Categorize z1 in Z1 and z2 in Z2 with the ν thresholds
into x1 inX1 and x2 inX2, as follows: xg = m if νm <

zg ≤ νm+1 for group g = 1, 2 andm = 0, 1, ...,M − 1,
where ν0 = −∞ and νM = ∞, and M is the item re-
sponse categories. For example, whenM = 3 for g = 1
(group 1): x1 = 0 if ν0 = −∞ < z1 ≤ ν1 = −.97;
x1 = 1 if ν1 = −.97 < z1 ≤ ν2 = 0.97; x1 = 2 if
ν2 = 0.97 < z1 < ν3 = ∞.

5. Estimate the α̂d CI fromX1 andX2.
6. Compute αd from P1, P2, and the ν thresholds. See

Maydeu-Olivares et al. (2007) for full details.
7. Determine if the α̂d CI contain αd.

Evaluating CIs

In each simulation replication, α̂d and corresponding
quantities were estimated and evaluated. All 100(1− α)%
CIs for α̂d were estimated with α = 0.05. For the bootstrap
methods, 2,000 bootstrap sampleswere used. CI coverage is
defined as the proportion of estimated CIs that contain αd.
The proportion was evaluated with Bradley’s (1978) strin-
gent criterion, defined as 1 − 1.1α ≤ 1 − α∗ ≤ 1 − 0.9α
whereα* is the true Type I error probability. Therefore, ac-
ceptable coverage is given by [0.945, 0.955]. Additionally,
coverage symmetry was also evaluated. Here, the lower
asymmetry is defined as the proportion of times the upper
CI limit is below αd, whereas the upper asymmetry is de-
fined as the proportion of times the lower CI limit is above
αd. It is possible for CI estimates to have the same cover-
age with different coverage symmetry. Lastly, CI width was
also evaluated as it provides precision information about a
CI estimate. It is possible for CI estimates to have the same
coverage with different CI widths (i.e., levels of precision).
As such, coverage symmetry and CI width are relevant if CI
estimates have similar coverage probability.

Results

In terms of coverage, the BHDI had the best performance.
The major impact on most of the CIs was a strong com-
pound symmetric item correlation structure and a small
sample size. Even so, results are presented in the context
of pairwise sample size.

Simulation 1 (5 ≤ k ≤ 20) Non-bootstrapped CIs

The BTT2b CI had decent coverage; see Figure 1. How-
ever, it was impacted by some of the simulation conditions.
First, the correlation structure had an impact as the BTT2b
CI was more variable and conservative (α < .05) as the
correlation magnitude increased for the CSCM. However,
the BTT2b CI got less variable and more liberal (α > .05)
with an UCM. Second, the item response categories had an
impact as the BTT2b CI did not have good coverage with
two categories (binary items; M = 2). For the remaining
item response categories, the BTT2b CI had decent cover-
age. Third, the number of items had an impact as the BTT2b
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becomes liberal with 20 items (k = 20). For the other num-
ber of items, the BTT2b CI had good coverage. Even so, ex-
cept for the a CSCM = 0.64, M = 2, or k = 20, coverage
was goodwith an equal sample size between the groups, or
when the sample size increases regardless of group sample
sizes being equal.

For the NT CI, coverage was unacceptable; see Figure 2.
Regardless of the simulation condition, the NT CI tended to
be too liberal but it tended to be most impacted by CSCM
and binary items.

Simulation 1 (5 ≤ k ≤ 20) Bootstrapped CIs

The NTB CI had a similar pattern of coverage as the NT CI;
see Figure 3. Here, coverage was also unacceptable, but
was also too liberal.

The PB CI had acceptable coverage when the sample
size was 200 or greater regardless of group sample sizes
being equal and regardless of the simulation condition; see
Figure 4. However, the PB CI had conservative coverage
when the sample size was 150 or less regardless of group
sample size being equal and regardless of simulation con-
dition. It was particularly conservative when n1 = 50, the
smallest sample size investigated, and regardless of the n2

sample size.
The BCa CI tended to have acceptable coverage; see Fig-

ure 5. In general, acceptable coverage occurred when the
sample sizes between the groups were equal, or when the
sample size increased regardless of group sample sizes be-
ing equal. However, when n1 = 50 and n2 ≥ 150, the
BCa CI became unacceptably conservative. In addition, it
tended to be liberal when with a CSCM = 0.64, an UCM,
M = 7 categories, or k = 20 items.

The BHDI had a similar pattern of coverage as the BCa;
see Figure 6. However, coveragewas acceptablewhen both
group sample sizes were 100 or more. Even so, it was im-
pacted by the item correlation structure and sample size
pairing. First, the BHDI tends to be liberal with a CSCM =
0.64. In addition, whenn1 = 50 andn2 ≥ 100, the BHDI be-
came conservative, and unacceptably conservative when
n2 ≥ 200.

Simulation 2 (k = 2) Non-bootstrapped CIs

BTT2b CI had decent coverage; see Figure 7. However, it
was impacted by some of the simulation conditions. First,
the correlation structure had an impact as the CI did not
have good coverage with CSCM = 0.64. Even though the CI
had good coverage for the remaining structures, it does get
more conservative as the correlation gets stronger for the
CSCM. Second, the item response categories had an impact
on the CI as it did not have good coverage with two cate-
gories (binary items; M = 2). However, for the remain-
ing items response categories (M > 2), the CI had good

coverage and got better as the item response categories in-
creased. Lastly, for the condition with good coverage, cov-
erage improvedwith an equal sample size and/or when the
sample size increased for either group.

For the NT CI, coverage was unacceptable; see Figure 8.
Inmost conditions, coverage tended to be too liberal. Inter-
estingly, it was noticeably impacted by the same conditions
as the BTT2b (i.e., CSCM = 0.64 orM = 2).

Simulation 2 (k = 2) Bootstrapped CIs

The NTB CI had a similar pattern of liberal unacceptable
coverage as the NT CI; see Figure 9. Here, coverage was
also unacceptably too liberal.

The PB CI had acceptable coverage when the sample
size was 250 or greater regardless of the group sample size
being equal and regardless of the simulation condition; see
Figure 10. However, the PB CI tended to have conservative
coverage when the sample size was 200 or less regardless
of the group sample size being equal and regardless of sim-
ulation condition. It was particularly unacceptably conser-
vativewhenn1 = 50, the smallest sample size investigated,
and regardless of the n2 sample size.

The BCa CI tended to have acceptable coverage as long
as one of the sample sizes was 250 or greater regardless of
group sample size being equal and regardless of simulation
condition; see Figure 11. Even so, the BCa CI tended to have
conservative coverage across all simulation conditions.

For the BHDI, coverage was acceptable when n1 ≥ 100
and n2 ≥ 100 regardless of the group sample sizes being
equal and regardless of the simulation condition; see Fig-
ure 12. As such, it was unacceptably liberal when n1 =
n2 = 50 and became unacceptably conservative when
n1 = 50 and n2 ≥ 200.

CI Widths

The average CI widths and coverage symmetries are pre-
sented in Table 1. For themost part, these results supported
those of CI coverage. In general, there was little variability
between the CI widths. For simulation 1 (5 ≤ k ≤ 20), the
BTT2b, NT, BCa, and BHDI had equal widths that were also
narrowest. The remaining CIs had equal widths that were
also the widest. For simulation 2 (k = 2), the NT hand the
narrowest width followed by the BHDI. The remaining CIs
had equal widths that were also the widest.

CI Coverage Symmetry

For simulation 1 (5 ≤ k ≤ 20), the BTT2b, BCa, and BHDI
had good coverage symmetry. However, the NT NTB, and
PB did not have good coverage symmetry. The NT and NTB
tended to be asymmetric that lacked coverage in the lower
tail probabilities. On the other hand, the PB tended to have
to be asymmetric in favor of the lower tail probabilities.
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Table 1 Average CI width and coverage symmetry over all simulation conditions

CI method CI width CI coverage symmetry
Simulation 1

BTT2b 0.18 0.024 0.954 0.022
NT 0.18 0.018 0.957 0.025
NTB 0.19 0.017 0.960 0.023
PB 0.19 0.032 0.945 0.023
BCa 0.18 0.026 0.950 0.024
BHDI 0.18 0.026 0.950 0.024

Simulation 2
BTT2b 0.61 0.025 0.947 0.028
NT 0.58 0.015 0.953 0.032
NTB 0.61 0.014 0.959 0.027
PB 0.61 0.028 0.944 0.028
BCa 0.61 0.028 0.943 0.029
BHDI 0.60 0.022 0.950 0.028

Note. Bonett (BTT2b), Normal Theory (NT), Normal Theory Bootstrap (NTB), Percentile Bootstrap (PB), Bias-corrected
& accelerated (BCa), and Bootstrap Highest Density Interval (BHDI).

For simulation 2 (k = 2), the BTT2b and BHDI had good
coverage symmetry. The remaining CIs did not have good
coverage symmetry. The NT and NTB tended to be asym-
metric in favor of the upper tails. The PB and BCa tended
to have symmetric coverage with high lower and upper tail
probabilities.

Point Estimate Bias

Given the performance of some of the CIs, parameter esti-
mate biaswas investigated. Here, bias is for α̂d = α̂c1−α̂c2

defined as α̂dbias = (α̂c1 − α̂c2)− (αc1 − αc2). Bias for all
simulation combinations was inspected, and no bias was
visually observed; see Figures 13 and 14. Even so, there
was a small impact when n1 = 50 and n2 ≥ 100. In this
situation, |α̂dbias| ≤ 0.02 for Simulation 1 (5 ≤ k ≤ 20)
and |α̂dbias| ≤ 0.03 for Simulation 2 (k = 2). Again, bias
was not a concern for the overall study.

Discussion

The performance of CIs for the difference in coefficient al-
phas from independent samples (groups) was investigated
under several simulation conditions. Coefficient alpha is
a reliability index for a composite of at least (essentially)
tau equivalent items measuring one dimension, and cor-
responding CI research has mostly focused on coefficient
alpha from one sample (Bonett & Wright, 2015; Padilla et
al., 2012). To date, these CIs have not been investigated in
a simulation design as done here. In general, the nonpara-
metric bootstrap CI methods (PB, BCa, and BHDI) had the
best coverage with some distinctions. Even so, all CIs were
impacted by sample size and correlation structure.

In general, the BHDI and BCa CIs were impacted by un-
equal samples sizes when one of the groups was at the
smallest sample size investigated (n1 = 50). The BHDI
and BCa CI tended to get conservative as the second sam-
ple size increased above 50. This occurred regardless of
the other simulation conditions. However, under the com-
pound symmetric correlation structure with ρ = 0.64, the
BHDI and BCa CI tended to get liberal as the sample size for
both groups got larger. Except for the condition with two
items (k = 2), the BCa CI had virtually the same coverage
pattern as the BHDI but was slightly less optimal. However,
with only two items, the BCa CI did not have adequate cov-
erage performance. Interestingly, the PB CI had good cov-
erage across all simulation conditions and unequal sample
sizes as long as both group sample sizes were 200 or more.
Thus, to provide good coverage as nonparametricmethods,
the BHDI, BCa, and PB CI need a sample size of at least 100,
100, and 200 for at least one of the groups, respectively.

A compound symmetric correlation structure with ρ =
0.64 from parallel items impacted all the CI methods. This
condition created range restrictions at the coefficient alpha
upper limit of 1 as it had the strongest coefficient alphas
that ranged from 0.80 to 0.97 for 5 to 20 items, respectively.
It is known that the bootstrap struggles with distributions
with extreme data orwith highly peaked distributionswith
range restrictions (Efron & Tibshirani, 1998). Interestingly,
this was not an issue with two items for the nonparamet-
ric bootstrap CI methods. Here, coefficient alpha ranged
from 0.61 to 0.75, respectively. While this is an interest-
ing result, parallel items may not be the most realistic. A
more realistic situation is an unstructured correlation ma-
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trix from congeneric items (Graham, 2006; Padilla, 2019),
and in this situation, the nonparametric bootstrap CI meth-
ods performed well under the previously specified condi-
tions. It should also be noted that the bias what not an issue
for any of the methods. So, the issue is capturing the ESD to
obtain the corresponding SE and/or percentiles.

Within the context of the simulation, there is a clear or-
der of performance between the CIs investigated. The BHDI
had the best performance in that it had consistent accept-
able coverage under all but the two previously specified
conditions. This even included when there were only two
items. This was followed by the PB CI in a large sample size
situation. Even so, a recommendation can be made. If the
sample size is 100 or more for either group, the BHDI is su-
perior. However, if the sample size is 200 ormore for either
group, the PB CI is a good alternative.

Given the results, more research is warranted. The re-
sults here were obtained using Likert items that were nor-
mally distributed or binary items that were symmetrically
distributed. However, it is unlikely that applied data will
follow such distributions. As such, future research should
investigate the impact of nonnormal data on at least the
nonparametric bootstrap CI methods investigated here.

Through the simulation results, four points can be
made about the recommended CI methods. First, all items
were Likert or binary (not continuous) and it had little to no
impact. Second, an unstructured correlation matrix from
congeneric items had no impact on the recommended CI
methods. These two results are consistent with past re-
search (Padilla et al., 2012). Third, a sample size of at least
100 for the BHDI or 200 for the PB CI in either group is
needed for the recommended CI methods to achieve ac-
ceptable coverage. This may seem like a large sample size
requirement, but recall that the recommended CI meth-
ods are nonparametric, the smallest correlationmatrix size
was 5×5, and the groups were independent. Each of these
situations on their own require a decent sample size. Lastly,
interested researchers can obtain the R syntax for the non-
parametric bootstrap CImethods in the appendix aswell as
on the journal’s web site.
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Appendix

# load packages
library(boot)
library(coda)

# import data
dat1<- read.csv("~/two_group_alpha.csv")
head(dat1)
## x1 x2 x3 group
## 1 0 3 2 1
## 2 0 0 0 1
## 3 0 2 0 1
tail(dat1)
## x1 x2 x3 group
## 195 1 0 0 2
## 196 1 0 0 2
## 197 3 0 1 2

# bootstrap syntax
alphac2<- function(dat, i) {

j<- ncol(dat)
k<- j - 1
datbt<- dat[i,1:k]
a1<- (k/(k-1))*(1 - sum(diag(cov(datbt[dat[,j]==1,])))/sum(cov(datbt[dat[,j
]==1,])))
a2<- (k/(k-1))*(1 - sum(diag(cov(datbt[dat[,j]==2,])))/sum(cov(datbt[dat[,j
]==2,])))
alDif<- a1 - a2
return(alDif)

}

set.seed(105)
(btalpc <- boot(data=dat1, statistic=alphac2, strata=dat1$group, R=2000))
btSmpl <- btalpc$t;

alphCI <- boot.ci(btalpc, conf=0.95, type=c("perc", "bca"))
print(alphCI)

# BHDI syntax from CODA package
btSmpl <- as.mcmc(btSmpl)
HPDinterval(btSmpl, prob=0.95)
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Figure 1 Bonett confidence interval coverage for (α̂c1 − α̂c2). n1 = group 1 & n2 = group 2 sample sizes; acceptable
coverage within [0.945, 0.955].
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Figure 2 Normal theory 95% confidence interval coverage for (α̂c1 − α̂c2). n1 = group 1 & n2 = group 2 sample sizes;
acceptable coverage within [0.945, 0.955].
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Figure 3 Normal theory bootstrap 95% confidence interval coverage for (α̂c1 − α̂c2). n1 = group 1 & n2 = group 2
sample sizes; 2,000 bootstrap samples were used.
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Figure 4 Percentile bootstrap 95% confidence interval coverage for (α̂c1 − α̂c2). n1 = group 1 & n2 = group 2 sample
sizes; acceptable coverage within [0.945, 0.955]; 2,000 bootstrap samples were used.
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Figure 5 Bias-corrected & accelerated 95% confidence interval coverage for (α̂c1 − α̂c2). n1 = group 1 & n2 = group 2
sample sizes; acceptable coverage within [0.955, 0.945]; 2,000 bootstrap samples were used.
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Figure 6 Bootstrap highest density interval 95% coverage for (α̂c1 − α̂c2). n1 = group 1 & n2 = group 2 sample sizes;
acceptable coverage within [0.955, 0.945]; 2,000 bootstrap samples were used.
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Figure 7 Bonett 95% confidence interval coverage for (α̂c1 − α̂c2)with two items. n1 = group 1 & n2 = group 2 sample
sizes; acceptable coverage within [0.945, 0.955].
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Figure 8 Normal theory 95% confidence interval coverage for (α̂c1 − α̂c2) with two items. n1 = group 1 & n2 = group
2 sample sizes; acceptable coverage within [0.945, 0.955].
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Figure 9 Normal theory bootstrap 95% confidence interval coverage for (α̂c1 − α̂c2) with two items. n1 = group 1 &
n2 = group 2 sample sizes; acceptable coverage within [0.945, 0.955]; 2,000 bootstrap samples were used.
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Figure 10 Percentile bootstrap 95% confidence interval coverage for (α̂c1 − α̂c2) with two items. n1 = group 1 & n2 =
group 2 sample sizes; acceptable coverage within [0.945, 0.955]; 2,000 bootstrap samples were used.
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Figure 11 Biased corrected & accelerated 95% confidence interval coverage for (α̂c1 − α̂c2)with two items. n1 = group
1 & n2 = group 2 sample sizes; acceptable coverage within [0.955, 0.945]; 2,000 bootstrap samples were used.
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Figure 12 Bootstrapped highest density interval 95% coverage for (α̂c1 − α̂c2) with two items. n1 = group 1 & n2 =
group 2 sample sizes; acceptable coverage within [0.955, 0.945]; 2,000 bootstrap samples were used.
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Figure 13 Bias for (α̂c1 − α̂c2)− (αc1 − αc2) where n1 = group 1 & n2 = group 2 sample sizes.
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Figure 14 Bias for (α̂c1 − α̂c2)− (αc1 − αc2) with two items where n1 = group 1 & n2 = group 2 sample sizes.
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