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Nondestructive material testing and diagnostics play an important role in reliability analysis, component wear-out testing, life-cycle estimates, and safety inspections. Of the several techniques available for nondestructive inspections, thermal analysis has been chosen to be the focus of this thesis research. An equivalence between the system of equations for the heat flow problem, and the variables of circuit theory suggests that an electrical model can be constructed to represent the actual thermal system. This electrical model is constructed based upon a finite difference discretization of the heat flow equation. Using these associations a basic one-dimensional electrical model has been constructed and linked with a circuit simulator (such as SPICE) to simulate the transient, steady state and ac heating scenarios of a sample thermal system. The basic model has been proven to accurately represent the thermal system. It has then been expanded to include temperature dependence of the conductivity parameter (with the aid of voltage controlled resistors) and multidimensional heat flow by extending the one-dimensional circuit along various directions. Finally, this SPICE-based model has been applied for thermal analysis of samples containing surface material defects such as cracks. It is shown that the model can adequately locate such cracks based upon the electro-thermal
relationships between time delay and voltage (temperature) magnitudes. It would thus be a useful simulation tool in the analysis of defects and for investigating non-intrusive thermal diagnostic response.
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CHAPTER 1
INTRODUCTION

1.1 THERMAL ISSUES AND THEIR ROLE IN ENGINEERING

Heat and thermal conduction play an important role consideration in several engineering fields. The production of heat is often a desirable product, such as in the case of welding, to produce energy such as the result of fuel combustion, to drive chemical reactions and affect their kinetics, and so on. At other times, it exists as an undesirable by-product, such as in friction, power dissipation in electrical components, and material property alterations. Thermal transport can similarly be beneficial in applications such as forced cooling to prevent over-heating, to contain thermal breakdown in semiconductor electronics, or to supply directed energy from a supply source to a receiving element. For such purposes, heat is usually removed from the system through an air or fluid cooling system. An example of a fluid cooling system will be presented in the heat convection section of this text. Transport can also be detrimental in that it leads to losses through undesirable thermal leakage and reduces the efficiency of thermal systems.

Heat induced by friction occurs when two objects in contact rub together. The continuous rubbing of the materials creates a heat build up at the area of contact. When an electrical current experiences a resistance, energy is lost in the form of heat. This heat is usually radiated from the component directly or is transferred via conduction to an attached heat sink. The heat sink absorbs a great portion of the heat and transfers it to its surroundings through radiation. Such transfer is necessary to curtail excessive heating.

The journal model for this work is the IEEE journal.
and damage in the electrical circuit. Conduction and radiation heat transfer mechanisms will also be modeled in this text.

The heating and/or thermal transport of materials is characterized by a number of important parameters. These values dictate the thermal behavior and properties of the material. A property of utmost importance is a material's thermal expansion coefficient, which quantifies material expands or contraction with changes in temperature. Serious problems can result by not giving due consideration to this property. For example, if two materials of vastly different thermal expansion coefficients were joined together and heated, a large stress possibly leading to buckling or breakage at the junction can result due to unequal expansions of the two constituent materials. Another is the thermal conductivity coefficient, which is the measure of a material’s ability to transport heat through conduction. This property is of utmost important in devising thermal sinks and heat exchangers, or to evaluate thermal losses of high-temperature environments and chambers. As discussed later in this thesis, the thermal conductivity can itself depend on the local temperature since the ability to carry heat is impeded by "phonon scattering" at high temperatures.

In the context of electrical engineering, the self-heating of electronic devices and thermal management issues have begun to take on increasing importance in integrated circuit technology for a variety of reasons. Device down scaling, functional integration, and increases in the on-chip density naturally give rise to higher energy generation. The need to develop reliable active devices for a variety of specific high-power, high-voltage applications has also enhanced the interest in thermal analysis and heat management issues. The applications can range from high power RF generation, solid-state broadband
amplifiers for microwave communications including mobile phones, phased array radars, and high voltage semiconductor switches for power factor control in transmission load networks. The thermal problem is compounded by the need for high-speed electronics, which invariably leads to GaAs as the material of choice. Unfortunately, the thermal conductivity of GaAs (~ 0.46 W/K/cm) is an order of magnitude smaller than SiC, and is lower by factors of 5 and 3, respectively, as compared to GaN and Si. It, therefore, becomes more difficult to conduct away the heat from the active regions of high-power, high-speed GaAs circuits. As a consequence, internal temperature increases need to be taken into account for all device optimization and design procedures.

Temperature increases produced by the internal heat generation affect several parameters of electronic devices that collectively alter the overall response characteristics. Fundamentally, the increased temperature has two main effects: (a) It alters the carrier transport properties by modifying the carrier-phonon interactions, and (b) it leads to an increase in the vibrational kinetic energies of the lattice atoms. The effects on the electronic sub-system tend to reduce mobilities, carrier drift velocities, and the overshoot characteristics. Other effects, often associated with the velocity reductions, typically include reductions in the ac gain, lower transconductances in FET structures, reductions in the cut-off frequency arising from increased transit times, decreases in the characteristic breakdown voltage, increased leakage currents, higher shot-noise, larger channel and series resistances which adversely affect the "RC" time constants, and enhanced carrier emission from traps and defects. Increases in the atomic vibrational energy lead to several consequences as well, some of which can be detrimental for the stability and reliability of the overall circuits. For example, higher atomic kinetic energies
can enhance electromigration, facilitate the propagation of defects and dislocations, and cause the build up of internal stresses and strains. In a perfect lattice containing no imperfections, the temperature rise would not have as dramatic an effect, since the internal symmetry would help in maintaining a balance between the inter-atomic forces. If anything, the lower electron mobility would help reduce the “electron-wind” contributions to electromigration. However, in the presence of defects or asymmetries (including those at the metallization-semiconductor boundaries), increased temperatures make it easier for atoms to hop over localized potential minima and migrate within the lattice. Macroscopically, such atomic movement is characterized in terms of activation energy and the migration rate is typically expressed by an Arrhenium-type formula. The resulting effects, such as defect propagation and internal stress, can in turn influence the trapping-detrapping characteristics. This can potentially lead to instability either by enhancing the internal electric fields through localized space charge formation, or by providing a source of recombination heating which could then possibly lead to a positive feedback action.

1.2 HEAT TRANSPORT SIMULATIONS AND THEIR ADVANTAGES

Computer simulations provide a method to study the response and behavior of real world systems through numerical evaluations based on software that is designed to mimic the system’s operational behavior or characteristics. There are several advantages of undertaking such simulation studies. An important advantage is that simulations provide the ability to deal with very complicated models and systems. Next, the development of graphical user interfaces has made it possible to visualize the results,
often in real time. The visualization helps in gaining insights into the phenomena of interest and its dynamic evolution. The computational approaches also provide a cost-effective tool for the study and analysis without the need for costly equipment or experimental facilities. Furthermore, a large number of scenarios and test cases can easily and quickly be analyzed. In this thesis, computer simulations will be employed to gauge an understanding of thermal transport and heat flow, both under transient and steady state conditions. An electrical analogue to the thermal system will be constructed for improved efficiency and computational speed. The advantage of setting up an electrical equivalent to the thermal system will be that all the electrical circuit simulation tools currently available will easily be brought to bear for the thermal problems.

In general, simulation uses methods and applications to mimic the behavior of real systems. A system is usually studied to measure its performance, improve its operation, or design it if it doesn't already exist. It might be possible to experiment with the actual system to observe its response to parameter changes introduced by the analyst. However, in many cases, it may be too difficult, costly, or dangerous to experiment on the actual system. It is these situations in which it would prove beneficial to construct a model for studying the system. The model allows the analyst to experiment with a representation of the system and produce safe and cost effective results.

In general, simulation models are generally classified into three categories: (i) Static vs. Dynamic: A static model is time independent, but a dynamic model uses time as a parameter. Most operational models are dynamic. (ii) Continuous vs. Discrete: Continuous systems change continuously over time. A discrete model has change occurring only at sets of distinct points in time. (iii) Deterministic vs. Stochastic: Models
that use no random inputs are said to be deterministic. Stochastic models, however, operate with random inputs and produce uncertain results. The heat transfer mechanism models may be classified as static (since the results are not time dependant), discrete (since the results do not vary over the simulation), and deterministic (since no random inputs are considered).

1.3 REVIEW OF SCHEMES FOR THERMAL ANALYSES

Thermal modeling is not a new problem area, and an abundant literature exists on the subject [for example, 1-11]. It is perhaps instructive to start with a summarizing survey of the various contributions in this field. Quite generally, there appear to be five main techniques for analyzing the self-heating problems. These are listed below, with brief discussions pertaining to their applicability, merits, and relative disadvantages. These theoretical approaches are a good starting point for selecting an appropriate procedure for the thermal analysis of electronic devices.

1.3.1 Computer Aided Finite Difference Techniques

Heat flow is assumed to be adequately represented by a non-linear diffusion equation in accordance to Fick's law. This inherently assumes an internal quasi-equilibrium between the various phonon modes, and is clearly applicable over dimensions exceeding the thermal mean-free path. For simplicity, the finite difference scheme will be discussed only for the one-dimensional (1D) case, though it can easily be generalized to three dimensions. The 1D heat flow equation is given as:
where \( P(x) \) is the power generation density, \( \rho \) the density of the material, while \( k(T) \) and \( C(T) \) are the temperature dependent thermal conductivity and specific heat. Discretizing the above equation over a uniform grid of length \( \Delta x \) then leads to the following balance equation:

\[
k_n A \left[ \left( T_{n-1}^* - T_n^* \right) / \Delta x \right] - k_n A \left[ \left( T_n^* - T_{n+1}^* \right) / \Delta x \right] + P_n A \Delta x = \rho_n C_n \Delta x \left( T_n^* - T_n \right) / \Delta t, \tag{1.2}
\]

where \( k_n, \rho_n, \) and \( C_n \) are the thermal conductivity, density and specific heat over the \( n^{th} \) discretized box, \( T_n^* \) the temperature within the \( n^{th} \) box at time \( t + \Delta t \), \( T_n \) the corresponding temperature at time \( "t" \), and \( P_n \) the power dissipation density in the \( n^{th} \) box. The time step \( \Delta t \) has to be smaller than half the thermal time constant \( \tau \), which is given as: \( \tau = \frac{2\Delta x}{\pi} \left[ \rho_n C_n / K_{\alpha} \right]_{\text{max}} \). This discretization scheme of equation (1.2) is conditionally stable [12, 13], and leads to the following straightforward expressions for the temperatures \( T_n^* \):

\[
T_{n-1}^* - (2+M) T_n^* + T_{n+1}^* = -M_n T_n - \Delta x^2 P_n / K_n, \tag{1.3}
\]

where \( M_n = \Delta x^2 \rho_n C_n / \left[ k_n \Delta t \right] \). The above gives rise to a tri-diagonal matrix for the temperatures \( T_n^* \) at the "n" discretized nodes for the time instant \( t + \Delta t \). This problem can easily be solved by matrix inversion, Gauss-Jordan elimination or by employing an iterative relaxation technique.
For boundaries between two separate materials, the same scheme can still be used with a minor modification. For an interface between the \((n+1)\) and \((n+2)\) nodes, the expression (1.3) is replaced by the pair of equations (1.4a, 1.4b) as given below:

\[
T^*_{n-1} - (3+M-2G_{12}) T^*_{n+1} + 2G_{21}T^*_{n+2} = -M_{n+1} T_{n+1} - \Delta x^2 P_{n+1} / K_{n+1} , \\
(1.4a)
\]

and

\[
T^*_{n+3} - (3+M-2G_{21}) T^*_{n+2} + 2G_{12}T^*_{n+1} = -M_{n+2} T_{n+2} - \Delta x^2 P_{n+2} / K_{n+2} , \\
(1.4b)
\]

where the factors \(G_{12}\) and \(G_{21}\) are:

\[
G_{12} = [A_{n+1} k_{n+1}] / [A_{n+1} k_{n+1} + A_{n+2} k_{n+2}] , \\
(1.4c)
\]

and

\[
G_{21} = 1 - G_{12} . \\
(1.4d)
\]

For two-dimensional (or three-dimensional) problems, the computations boil down to solutions of penta-diagonal (or hepta-diagonal) matrices. Though simple in concept, this finite difference scheme is not a very fast and accurate method. As compared to the finite-element method, a larger number of nodes are required for comparable accuracy [14]. This increase in the matrix size for accuracy then increases the computational burden. Also, as the final solution is not explicitly expressed in terms of an equation, the technique does not provide physical insight and is not very intuitive.

There is a more serious problem with this technique for simulations of power pulses of high magnitude and short durations. This difficulty is associated with the finite
order discretization of the boundary condition at the source regions. For example, the boundary condition: \( k (x=0) \left[ \delta T (x=0,t)/\delta x \right]_{x=0} = - P (x=0) = - P_0 \) for a source of power density \( P_0 \) at the surface, is discretized as: \( [T_0 (t) - T_1 (t)]/\Delta x = P_0/k \). This implies that the temperature \( T_1(t) \) can and will react to the power inflow and change value in accordance to the value \( P_0 \). However, if the rise time of the power source is shorter than the thermal time constant, then physically there may not be enough time for heat flow to occur from the surface to the region below. In such a case, the value of \( T_1 \) in the numerical solution should hardly change to accurately reflect this physical reality. However, an attempt at developing a more physical model requires smaller time steps, and will lead to significant increases in the computation time.

### 1.3.2 Computer Based Finite Element Techniques

Another classical method of solving thermal problems in semiconductors is the finite element technique that is based on a variational approximation of the heat equation [15]. The approximated solution \( T(x, t) \) to the 1D heat flow equation with power inflow at the surface is generally expressed as [1.15]: \( T(x, t) = \sum_{i=1}^{m} \zeta_i (t) W_i(x) \), where \( W_i(x) \) are the decomposition functions, and \( \zeta_i(t) \) the co-ordinates of the temperature approximation in the functional basis formed by the decompositional functions. Solutions recently presented by Ammous et al. [14] indicate that the method inherently overcomes most of the drawbacks of the finite difference scheme.

The primary difficulty with the FE method is that it requires a great deal of personal expertise and experience to decompose the geometry into finite elements and set up the trial solutions. The use of software packages would help alleviate the problem of
this complicated and cumbersome technique. However, the method is not very
transparent, and does not lend itself to simple predictions of scaling behavior. It could be
pursued if rigorous solutions to complicated geometric structures are desired. However,
for simple geometries, and as a quick design aid, some of the analytical techniques
discussed later would be far more efficient.

1.3.3 The Transmission Line Matrix Method

The transmission line matrix (TLM) approach was first proposed by Johns [15]
and Lohse et al. [16] as an alternative for overcoming the shortcomings of the finite
difference (FD) scheme. As discussed above, stability of the FD scheme requires that
the time step be less than half the thermal time constant. This can potentially result in
excessively long computational times or increases in the matrix storage requirements.
The TLM method, on the other hand, which relies on an equivalent RC transmission line
model, proves to be conditionally stable. Its main utility lies in the time dependent
domain of heat flow analysis.

The TLM method was originally introduced to solve Maxwell’s equations, and
problems in the field of electromagnetics and transmission lines [17,18]. Its application
to thermal flow analysis stems from the fact that the form of the wave equations of
electromagnetics and the transmission line expressions, both reduce to the heat diffusion
equation as the permittivity (or distributed inductance) become vanishingly small. This
correspondence between the electromagnetic and the thermal systems sets up an
equivalence between the voltages of transmission line theory and the temperature at an
internal node of the discretized semiconductor space. A discretized segment of the
semiconductor material can then be represented in terms of a differential element of a transmission-line circuit. The resistance \( R_{\text{tran}} \) and capacitance \( C_{\text{tran}} \) associated with such an analogous transmission line model are then given as: 
\[
R_{\text{tran}} = \frac{\Delta x}{k A} \quad \text{and} \quad C_{\text{tran}} = C \rho A \Delta x.
\]
The parameters \( k \), \( C \), and \( \rho \) are the thermal conductivity, specific heat, and material density parameters, respectively. As a result, the issue of determining the heat flow problem is transformed to an equivalent problem of evaluating the time dependent propagation of voltage waveforms across the nodes of a distributed transmission line network. Since the equivalent network problem has only capacitors and resistors, it represents a lossy system and is inherently stable. It thus ensures that any spurious oscillations arising in this passive-network would quickly die away.

The TLM method provides an exact time-domain solution for the network by considering the propagation of delta pulses from the various source nodes. The source nodes represent regions of actual power dissipation within the physical semiconductor device. The essence of the technique is to launch pulses from every source node and propagate them down the elemental transmission line segments in all directions. After propagating down a differential transmission line segment, the voltage pulses scatter and are reflected. The time delays between all adjacent transmission line segments are set equal, so that pulses arrive at all successive scattering zones simultaneously. In a sense, the cumulative addition of the voltage at each node following collective propagation and scattering is paramount to a discretization of Huygen's principle. Secondary sources are thus continually created at every time step as the wave interacts with successive transmission line segments. The temporal development of voltage in response to the
initial set of pulses then yields the equivalent temperature as a function of position and
time.

The obvious advantage of the TLM technique is the ease with which even the
most complicated geometric structures can be analyzed. There are no convergence or
stability problems. Also, a large amount of information is made available by the TLM
approach. For example, the technique can yield the impulse response for a given
semiconductor structure. This can, in principle, allow for the computation of the time­
dependent response of the system to any excitation provided the system was linear.
Furthermore, the characteristics of the dominant and higher order modes can be assessed
through a Fourier transform.

It is also important to state some of the drawbacks and potential sources of error
in applying the TLM method for thermal analysis. First, the technique requires that all
pulses propagating through the various transmission line segments arrive with perfect
synchronization. This implies that the thermal velocity is constant and uniform. In
practice, this would be difficult to achieve due to internal inhomogeneities, defects, and
temperature dependent material characteristics. Sloping boundaries would cause mis­
alignments between the physical geometry and the simulated elemental regions leading to
timing errors. The temperature dependence of the material parameters that would
become especially important at the higher power dissipation levels would work to
invalidate the premise of system linearity. This would bring into question the
applicability of the Fourier transform. Apart from the velocity errors, timing offsets, and
misalignment effects, truncation of the impulse response to a finite time duration would
also contribute to the errors. This effectively would lead to the Gibb's phenomena.
view of the above problems, the TLM is perhaps not very well suited for steady state thermal analysis. It would best be used for simulations of transient response, especially for fast rising input pulses.

1.3.4 Thermal Analysis Using The SPICE Circuit Simulator

The equivalence between the thermal system of equations and the variables of circuit theory immediately suggests the use of circuit simulators for the solution of the thermal problem. Based on a finite difference discretization of the heat flow equation, an equivalence between the following variables can be shown to result. Details of this are discussed in Chapter 3.

As a result, a differential element of volume within the semiconductor material denoting a unit cell for the thermal problem may be presented in terms of an equivalent electrical building block. This repetitive block would consist of two serial resistors with a parallel combination of a current source and a capacitor connected between them. Obviously, for 2D or 3D analysis, one would have four- or six- resistors, respectively. These building blocks would be interconnected to yield the volume of the entire structure. This equivalent electrical network could be solved for a given set of current excitations, using the commercially available SPICE simulator yielding all node voltages as a function of time. Since SPICE programs are available, and are capable of handling a large number of nodes, the thermal problem could be solved exactly.

Such equivalent electrical circuit simulations have been used for thermal analysis [19, 20]. This approach can easily be generalized to include the temperature dependence of the thermal conductivity and specific heat by employing voltage controlled resistor and
capacitor elements. Since voltage controlled elements are available within the SPICE simulator, this extension should be trivial. The added advantage is that in addition to time-domain analysis, the technique would easily furnish the frequency response characteristics based on the built-in capability of the SPICE simulation tool.

1.3.5 Analytical Techniques and Fourier Series Solutions

This final class of techniques is the least intensive computationally, and provides closed form expressions for the internal device temperature. Quantities of interest such as the thermal resistance and peak surface temperature can easily be obtained. As such, these methods appear to be best suited for quick device optimization or to ascertain the thermal implications for competing layout schemes. Most of the methods are intended for analysis under steady state operating conditions.

1.4 CURRENT RESEARCH OBJECTIVES

The primary goal of this study is to analyze the problem of heat flow and thermal transport in solids through numerical simulations. There are a number of numerical modeling approaches to this problem based on the thermal equations. However, multi-purpose software packages and simulation tools for a variety of operating conditions are not easily available for the thermal problem. Simulators of electrical circuits, on the other hand, are widely available and capable of performing dc, transient, and ac analysis. The SPICE tool is one example with which all electrical engineers have a great deal of familiarity. Consequently, one of the primary objectives of this research was to explore
the feasibility of utilizing such electrical circuit simulators for the solution of thermal problems by establishing electrical analogues.

The focused objectives were the following: (1) Determine whether electrical analogues could be constructed to represent both the transient and steady-state conditions of heat flow in solids. It was necessary and important to have a one-to-one correspondence between the variables of the thermal and electrical systems. (2) Ascertained the equivalent electrical circuit elements (such as capacitors and conductors) required for such a task. (3) Incorporate temperature dependence of parameters such as the thermal conductivity. (4) Demonstrate the validity of such a SPICE-based equivalent electrical simulator for heat flow problems through careful comparisons.

The overall, long-term objective of developing an alternate SPICE-based approach is to be able to carry out steady-state, transient, and frequency-response analysis of both pure (i.e., defect-free), and defective solids. The application to fatigue and defect analysis from such simulations would be very important and useful for non-destructive evaluation (NDE) and testing purposes. Laser-based spanning of samples is currently being pursued as a superior fast, jitter-free technique for such NDE activity. It also has the advantage of good spatial resolution. From this NDE standpoint, it is important for this thesis work to also successfully carry out the following tasks. (a) To demonstrate that clear differences exist in the results of simulated heat flow between pure samples and those containing defects and/or cracks. (b) Identify the parameters that can best carry information on the defects. These are likely to be time-delays or magnitudes of the local temperature in response to a laser-generated heat span. (c) Show at least one simple test example of a SPICE-based method for irrefutable demonstration. (d) Eventually, based
on the success of the results obtained in this research, more detailed analysis could be
developed for a more comprehensive and quantitative analysis. Recommendations and
suggestions on enhancing the applicability of this mathematical model could also be
made.

1.5 THESIS OUTLINE

The contents of the following chapters of this thesis are described next in a brief
summarizing form. Chapter 2 comprises an overview of thermal transport and the
various heat flow processes. This chapter basically provides a literature review and
forms the background for this thesis work. Details on the various conduction
mechanisms are provided. In addition to the relevant mathematical models, alternate
electrical equivalents are also discussed. Since the eventual goal of this thesis is to gauge
the suitability of thermal analysis through equivalent electrical circuit simulations, the
electrical equivalents have been introduced where possible. The importance and role of
the conduction, convection and radiative processes is brought out and discussed in this
chapter. However, for thermal analyses in solids, only the conduction process is
important.

In chapter 3, the electrical circuit equivalent for thermal transport is discussed in
detail. The equivalence between the various thermal parameters and the corresponding
electrical elements such as resistors, capacitors, etc., is brought out, based on the
mathematical form of the underlying equations. A basic procedure for setting up the
electrical analogue, which is valid under both transient and steady-state conditions, is
given. Next, a case is made for using commercially available circuit analysis software
packages, such as SPICE, for numerical modeling. It is shown that due to the existence of an electrical analog for the thermal system, all the numerical techniques for circuit analysis can be brought to bear for quantifying multi-dimensional heat flow problems in general. The issue of temperature dependent thermal conductivity is also discussed. It is shown that such aspects can easily be incorporated through the use of voltage-dependent resistances/conductances in the equivalent electrical circuit. Next, a validation of the SPICE-based electrical circuit based technique is carried out through careful comparisons of temperature predictions from pure thermal solutions. Steady-state conditions, as well as heating and cooling transient, are analyzed. The predicted results match the thermal baseline values very well, thereby demonstrating validity and correct numerical implementation of the SPICE-based electrical circuit method. A number of examples for 2-D and 3-D structures are presented, in addition to simple 1-D SPICE-based analysis.

Chapter 4 presents the main results of this research work with accompanying discussions. Transient heating and cooling characteristics in response to scanned heating by a moving laser is chosen to be the external heat source. This choice has been based on the use of such laser heating for non-intrusive analysis and non-destructive testing of samples in actual experiments. The simulation results clearly demonstrate the relationship in the magnitude of the local temperature changes and the temporal variations due to the sequential nature of the heat flow from a “hot spot.” It is argued that such variations can be used to uncover spatial inhomogeneities, defects, and underlying cracks within samples to be tested. Consequently, laser based spanning can be used for non-destructive evaluations (NDE) of the sample integrity. Related literature on the subject of NDE is also, therefore, presented in this chapter. The results clearly demonstrate the potential for
using transient temperature characterization of samples, subjected to pulsed laser scans, for NDE and predictions of internal cracks.

Chapter 5 presents the concluding summary for the entire thesis. This chapter summarizes the salient accomplishment and contributions. The primary conclusion in favor of using a SPICE-based electrical simulator for any class of general heat flow problem is presented. The benefits and applicability of using this technique for defect detection and laser-scanning based crack diagnostic is also highlighted. Finally, the scope for future work that could be carried out to further utilize the advantages of this technique for non-destructive diagnostics and analysis is listed. This would serve as the key for extended follow-up work in this area.
CHAPTER 2

BACKGROUND REVIEW ON HEAT TRANSPORT

2.1 INTRODUCTION

In this chapter some of the background material pertaining to heating in solids, details of the various physical mechanisms, and associated thermal effects are discussed. These discussions provide a good starting basis for understanding the phenomena of heating and to identify the processes germane to any subsequent analysis. The chapter also helps lay down groundwork for constructing mathematical models for quantitative analysis of heating in solids. After this basic review, details of the simulation scheme used in this thesis research and results obtained are presented in subsequent chapters.

2.2 HEAT TRANSFER MECHANISMS

Heat transfer occurs through the mechanisms of conduction, convection, and radiation. Each of these mechanisms is presented individually, and it is shown that an electrical equivalent model can be constructed to describe the thermal transport physics for each process. First, the underlying theory and physical models for each heat transport process are presented. Next, the electrical equivalent model is derived using modifications of the analytical equations. This process may be automated with the aid of a suitable computer code to obtain thermal results and electrical equivalent components based upon user-defined heat transfer parameters.
2.3 THERMAL CONDUCTION

The random motion of molecules causes heat energy. Heat occurs due to the presence of internal frictional forces, which continually dissipate the kinetic energies of the vibrating atoms. This dissipated energy can most easily and simply be visualized in terms of a kinetic picture that invokes energy packets called phonons [21-22]. The vibrating atoms give off (or produce) phonons when they release their energy. Conversely, the atoms can also absorb energy from the phonons through the reverse mechanism. For equilibrium to be attained, the atoms on an average give off and accept equal numbers of phonons, thus maintaining a time invariant "phonon bath." However, during periods of external heating (say by a laser, or heater), energy is supplied to the atoms of the constituent material. The atoms begin to oscillate more strongly, and give off the excess energy by producing additional phonons. This net emission of phonons increases the population of the local phonon bath. The excess phonon population, then in turn, begins to diffuse to other lower-population areas, thus giving rise to "heat-flow" or "net thermal conduction." Alternatively, without invoking the "phonon" concept, one can simply view heat flow in terms of the following picture: The faster moving, high kinetic-energy atoms come in contact with the slower moving (and hence, less energetic) atoms within a material. Energy is exchanged causing the slower atoms to vibrate more rapidly (and hence, possess a higher energy), while the faster atoms slow down. The net result is that the warmer/energetic molecules lose energy and decline in temperature, while the cooler objects gain energy and increase their characteristic temperature. Thus, heat always travels from warmer objects to cooler objects. This method of heat transfer is called thermal conduction.
Metals are good conductors because they transfer heat quickly, and air is a poor conductor because it transfers heat slowly. Materials that conduct heat poorly are called insulators. The coefficient $k$ of heat conduction indicates a material's relative rate of conduction as compared to silver. Silver is taken to have a heat conduction coefficient value of 100. The composition of a material affects its conduction rate. If a copper rod and an iron rod are joined together end to end and heated, the heat will conduct through the copper end more quickly than the iron end because copper has a thermal conductivity of 92, whereas, the value for iron is only 11. Due to this bottleneck effect at the junction, the temperature is expected to be non-uniform within such a bar.

Fourier (1768-1830) summarized these properties and presented them in Fourier's law of heat conduction. This law is expressed mathematically as

$$\phi = -k \frac{\Delta T}{\Delta L},$$  \hspace{1cm} (2.1)

where $\Delta T$ is the differential temperature across a length segment $\Delta L$.

### 2.3.1 THE MODEL

The physical model in this analysis for heat conduction is chosen to be a bar with constant cross sectional area ($A$). This bar exists in one-dimensional space for $x = 0$ to $x = L$. The left end of the bar is subjected to a constant heat source and the right end of the bar is held constant at ambient temperature.

### 2.3.2 SECTIONAL ANALYSIS

This problem is analyzed by dividing the length of the bar into equal sections to discretize the physical sample. Dividing a 2-meter bar into ten equal sections, yields a
length of 0.2 meters for each section. Assuming that the left end of the bar is heated while the right end is maintained at 300 degrees Kelvin, the heat will travel to the right. Conservation of energy in the steady state, ensures that the heat flowing out of one section is the same as that flowing into the next section. This fundamental theorem may be expressed as

\[ \phi_{\text{right}} = \phi_{\text{left}}, \quad (2.2) \]

where \( \phi \) is the heat flux.

An analysis of the above equation states that the net change of energy due to heat transfer across the boundary between sections is zero in steady-state. By substituting Fourier's Law into the conservation of energy equation, we have

\[ -k_{\text{left}} \frac{\Delta T_{\text{left}}}{\Delta L_{\text{left}}} + k_{\text{right}} \frac{\Delta T_{\text{right}}}{\Delta L_{\text{right}}} = 0. \quad (2.3) \]

Replacing \( \Delta T_{\text{left}} = T_c - T_w \) and \( \Delta T_{\text{right}} = T_s - T_c \) and dividing the expression by its area, equation (2.3) becomes

\[ -k_{\text{left}} \frac{T_c - T_w}{\Delta L_{\text{left}}} + k_{\text{right}} \frac{T_s - T_c}{\Delta L_{\text{right}}} = 0. \quad (2.4) \]

Here, \( T_w \) = temperature at the entrance of the section, \( T_s \) = temperature at the end of the next section, and \( T_c \) = temperature that exists between the sections. Solving this equation for \( T_c \) yields

\[ T_c = \frac{k_{\text{left}} T_w + k_{\text{right}} T_s}{k_{\text{left}} + k_{\text{right}}} \cdot \frac{\Delta L_{\text{left}}}{\Delta L_{\text{right}}}. \quad (2.5) \]
If $k_{\text{left}} = k_{\text{right}} = k_\infty$, then the thermal conductivity ($k_\infty$) may be factored out of equation [2.5] to yield

$$T_c = \frac{T_w}{\Delta L_{\text{left}}} + \frac{T_s}{\Delta L_{\text{right}}} + \frac{1}{\Delta L_{\text{left}}} + \frac{1}{\Delta L_{\text{right}}}.$$  \hspace{1cm} (2.6)

If $\Delta L_{\text{right}} = \Delta L_{\text{left}} = \Delta L$, we obtain

$$T_c = \frac{k_{\text{left}} T_w + k_{\text{right}} T_s}{k_{\text{left}} + k_{\text{right}}}.$$ \hspace{1cm} (2.7)

This equation may be applied to a bar composed of two or more materials, such as in the previous example of iron and copper. To assure correct calculations it is important that the junction between the different materials occurs between section boundaries.

If $k_{\text{left}} = k_{\text{right}}$, and $\Delta L_{\text{left}} = \Delta L_{\text{right}}$, a further simplification results:

$$T_c = \frac{T_w + T_s}{2}.$$ \hspace{1cm} (2.8)

These equations may be used repeatedly to calculate the junction temperature ($T_c$) between every section by shifting the temperature references as illustrated in figure 2-1.
The electrical model represents each section of the bar as an electrical resistance and the temperatures as voltage sources. This model is presented schematically as figure 2-2.
Resistance values are computed according to the length and material properties of the corresponding section. The magnitudes of these resistance values assure the proper distribution of the potential difference between $V_{\text{heat}}$ and $V_{\text{ambient}}$ at the voltage nodes (representing the section junctions). Details on this electrical analogue will be presented and discussed in the next chapter.

2.4 HEAT CONVECTION

Convection heat transfer through gases and liquids from a solid boundary results from the fluid motion along the surface. Newton's Equation may quantify the rate of energy transfer from the system to the fluid as

$$\phi = h (T_s - T_f), \quad (2.9)$$

where, $T_f$ = fluid temperature, $T_s$ = surface temperature, and $h$ = the convection coefficient.

In order to elaborate on this mechanism, an analysis is presented that examines heat transfer between a gas and a coolant through a cylinder wall. This problem consists of three heat transfer functions, a conduction transfer through the cylinder wall, and two convection heat transfers between the wall surface and the moving mediums. In order to derive the total heat flux, one needs to calculate the total convection heat transfer coefficient and temperature change across all three mediums. The total heat flux ($\phi$) may be calculated as

$$\phi = Q_{\text{total}} (T_{\text{gas}} - T_{\text{cooler}}) = \frac{(T_{\text{gas}} - T_{\text{cooler}})}{\frac{1}{h_{\text{gas}}} + \frac{1}{h_{\text{wall}}} + \frac{1}{h_{\text{cooler}}}}, \quad (2.10)$$
with \( h_{\text{wall}} = k/L \) being the conduction heat transfer through the cylinder wall, \( h_{\text{gas}} = \) convection heat transfer coefficient for the gas, \( T_{\text{gas}} = \) gas temperature, \( h_{\text{coolant}} = \) convection heat transfer coefficient for the coolant, \( T_{\text{coolant}} = \) coolant temperature, and \( Q_{\text{total}} = \) the total heat transfer occurring through all three mediums.

It is now possible to calculate the temperatures on the cylindrical wall. The heat travels from the heat source (gas), through the cylinder wall, to the heat sink (coolant), and moves from left to right. This temperature profile forces the left side of the cylinder wall to be at a lower temperature than the gas, and the temperature on the right side of the wall to be greater than that of the coolants. In order to calculate the temperature on the left side of the cylinder wall, we first determine the surface temperature from the gas temperature and heat flux.

If

\[
\phi = h (T_{\text{gas}} - T_{\text{wall}}),
\]

then,

\[
T_{\text{wall}} = T_{\text{gas}} - \frac{\phi}{h_{\text{gas}}}. \tag{2.12}
\]

The cylinder's right wall heats the coolant. This temperature may be derived by the coolants' temperature through the application of Newton's Equation by

\[
T_{\text{r-well}} = T_{\text{coolant}} + \frac{\phi}{h_{\text{coolant}}}. \tag{2.13}
\]

One can also calculate the same result by using Fourier's equation to obtain \( \Delta T \) across the cylinders' wall from the heat flux. Once this value is derived, it must be subtracted from the left-side wall temperature (since temperature is decreasing from left to right) to obtain the temperature, which exists on the right side.
If
\[ \phi = k (\Delta T/L). \]  
(2.14)

Then
\[ \Delta T = (L \phi) / k . \]  
(2.15)

Therefore,
\[ T_{r-wall} = T_{i-wall} - \Delta T \]  
(2.16)

The temperature profile may now be displayed as in figure 2-3.

The heat transfer through the cylinder wall occurs via the conduction process. We can translate the conduction heat transfer equation to the convection form through the following procedures. Since,
\[ \phi = h \Delta T = \frac{\Delta T_s}{1/h} \]  
(2.17)
and

\[ I = \phi A = \Delta V G. \] (2.18)

The thermal expression for convection heat transfer can be transformed into the electrical equivalent expression

\[ \phi A = \Delta V G, \] (2.19)

where, \( G = h = G_{\text{cond}} \). By replacing \( G_{\text{cond}} \) with its equivalent derivation equation, one obtains

\[ \phi A = \Delta V \left( \frac{[A \ k]}{L} \right). \] (2.20)

Upon dividing both sides of the equation by its area, the heat flux of the thermal model is obtained, which represents the current for the electrical model. This flux is given by

\[ \phi = \Delta V G_{\text{cond}} = \Delta V \left( \frac{k}{L} \right). \] (2.21)

Since,

\[ G_{\text{cond}} = \frac{1}{R_{\text{cond}}}, \] (2.22)

the resistance may now be computed as

\[ R_{\text{wall}} = \frac{1}{G_{\text{cond}}} = \frac{L}{k}. \] (2.23)

The second type of heat transfer action occurs through the gas layer, which lies between the surface of the wall and the moving medium. This heat transfer process is illustrated as figure 2-4.
The heat transfer coefficient \( (h) \) depends on the type of fluid and the fluid velocity. If we relate Fourier's Law of heat conduction to Newton's equation, we obtain

\[
\frac{k\Delta T}{L} = h\Delta T. \quad (2.24)
\]

The value of \( h \) may now be derived by dividing both sides of the equation by \( \Delta T \), to obtain

\[
h = \frac{k}{L}. \quad (2.25)
\]

Comparing this function to the previously derived equation for conduction resistance (equation [2.23]), leads to

\[
R = \frac{1}{h}. \quad (2.26)
\]

Consequently, resistances on both sides of the cylinder wall can now be computed as

\[
R_{gas} = \frac{1}{h_{gas}}, \quad \text{and} \quad R_{coolant} = \frac{1}{h_{coolant}}. \quad (2.27)
\]

In order to model the heat transfer through the cylinder wall electrically, a series resistance circuit is created. The temperatures of the gas and coolant are modeled by DC voltage sources. Series connected resistors model the thermal resistance of the gas layer,
cylinder wall, and coolant. Using this relationship, the electrical model presented as figure 2-5 may be used to model the convection heat transfer system.

![Electrical model for convection heat transfer.](image)

These components are then connected as per figure 2-6 and can be simulated with a circuit simulation tool such as SPICE.

![SPICE equivalent model for heat convection.](image)

In the equivalent electrical circuit of figure 1-6, the various node voltages denote temperatures at various locations. Specifically, NODE (1) = $T_{gas}$, NODE (2) = $T_{left-side}$ of
cylinder wall, NODE (3) = T_{right-side~of~cylinder~wall}, NODE (4) = T_{coolant}, and I_{gas} = I_{wall} = I_{cool} = heat flux.

2.5 HEAT RADIATION

Thermal radiation is energy emitted by matter at a finite temperature as a result of changes in the electron configuration of the atoms or molecules. Electromagnetic waves or photons transport radiation energy. Heat transfer by radiation is proportional to the fourth power of the absolute material temperature.

The radiative heat flux emitted by a real surface may be determined by the Stefan-Boltzmann law, which may be expressed by the equation

\[ \phi = e \sigma T_s^4, \quad (2.29) \]

where, \( \phi \) = heat flux (in W/m\(^2\)), \( e \) = emissivity constant, \( \sigma \) = Stefan-Boltzmann constant = \(5.67 \times 10^{-8}\) [in Wm\(^{-2}\) K\(^{-4}\)], and \( T_s \) is the surface temperature (K). The emissivity constant \( e \), is the radiative property of a surface and has a value between zero and one. This ratio is the proportion of radiative energy relative to an ideal radiator or blackbody (i.e. \( e = 1.0 \)).

The radiation from a surface has different intensities in different directions. The intensity of radiation along a "normal to the surface" is termed the intensity of normal radiation, \( I_n \). Lambert's cosine law states that the intensity of radiation along a direction of angle \( \theta \) with the normal to the surface may be computed according to the equation:

\[ I_\theta = I_n \cdot \cos \theta. \quad (2.30) \]

The Lambert's cosine law is illustrated in figure 2-7.
By combining both Lambert's cosine law and Stefan-Boltzmann law, one can derive the intensity of normal radiation as

$$I_n = \frac{\varepsilon \sigma (T_s^4)}{\pi}.$$  \hfill (2.31)

The radiated heat is transferred to its surroundings in the form of electromagnetic radiation, which is usually in the infrared (IR) regime. This radiated heat process is illustrated as figure 2-8.

A portion of this emitted heat will be absorbed by its surroundings. The rate of energy absorbed per unit surface area may be defined as

$$\phi_{\text{abs}} = \alpha \phi,$$  \hfill (2.32)
where \( \alpha \) is the absorptivity constant. This proportionality constant is a dimensionless value representing the fraction of incident radiation that is absorbed by its surroundings.

As the object’s surface temperature rises, it emits greater radiation and warms its surroundings. As the emitted radiation increases, so does the absorbed radiation. Therefore, the net radiated heat is a function of both its surface and surrounding temperatures. The radiation equations are now presented as

\[
\begin{align*}
R_{\text{emitted}} &= \varepsilon \sigma (T_{\text{object}}^4), \\
R_{\text{absorbed}} &= \varepsilon \sigma (T_{\text{surroundings}}^4), \\
R_{\text{net}} &= R_{\text{emitted}} - R_{\text{absorbed}}, \text{ and} \\
R_{\text{net}} &= \varepsilon \sigma (T_{\text{object}}^4 - T_{\text{surroundings}}^4).
\end{align*}
\]

A simple voltage divider circuit such as in figure 2-9 may model the net radiated heat electrically.

![Figure 2-9: Electrical model equivalent for heat absorbed/emitted.](image)

where

\[
\begin{align*}
V_{\text{emit}} &= \varepsilon \sigma T^4 \text{ volts,} \\
R_{\text{absorb}} &= \alpha R_{\text{arbitrary}}, \text{ and} \\
R_{\text{net}} &= (1 - \alpha) R_{\text{arbitrary}}.
\end{align*}
\]
The value of the arbitrary resistance is of little significance, since it just ensures the proper voltage to heat flux ratio. Maximum emitted heat occurs when the surrounding temperature is zero degrees Kelvin \((\alpha = 0)\). Calculating the voltage at \(R_{\text{net}}\) using the voltage divider rule may derive the heat emitted to the surroundings as

\[
V_{\text{net}} = \frac{V_{\text{emitted}} R_{\text{net}}}{R_{\text{absorb}} + R_{\text{net}}}.
\]  

(2.40)

When thermal radiation strikes a body, it is either absorbed \((\alpha)\), reflected \((\rho)\), or transmitted \((\tau)\) through the body. Therefore,

\[
\alpha + \rho + \tau = 1.
\]

(2.41)

Reflectivity and transmissivity are properties of the body’s surface and are dependent on the temperature of the body and the wavelength of the incident radiation. Reflectivity is a fractional value, which represents the portion of incident radiation, which is reflected from the body. Rough surfaces are better absorbers and emitters than smooth surfaces. Transmissivity is that portion of incident radiation, which is transmitted through the body. We can now expand our circuit to model the reflected and transmitted thermal radiation. A portion \((\rho)\) of the emitted radiation is reflected from the body and the remaining is transmitted through the body. Therefore, the equivalent electrical circuit of figure 2-10 may be used to accurately represent the thermal radiated heat.
This circuit forms a series-parallel network, with $R_{\text{absorb}}$ in series with $R_{\text{net}}$ in parallel, with the series combination of $R_{\text{reflect}}$ and $R_{\text{transmit}}$. The reflected and transmitted radiations are products of the emitted radiation, and therefore, should not affect the quantity of radiation to be absorbed or emitted. In order to effectively isolate $R_{\text{reflect}}$ and $R_{\text{transmit}}$ from the emission circuit, one must choose a value of $R_{\text{isolated}}$, which is much, much greater than the value of $R_{\text{arbitrary}}$.

The maximum resistance of a parallel network cannot exceed that of the smallest resistance of the network. By using a very large value of $R_{\text{isolated}}$ with respect to $R_{\text{arbitrary}}$, the series combination of $R_{\text{reflect}}$ and $R_{\text{transmit}}$ places a large resistance in parallel with $R_{\text{net}}$, so that the parallel resistor combination is approximately equal to $R_{\text{net}}$. Since $R_{\text{net}}$ resistance remains approximately the same, the emitted voltage does not vary. The heat transmitted through the body may be derived similarly as the emitted heat by another application of the voltage divider rule. This yields:

$$V_{\text{transmit}} = V_{\text{net}} \times \frac{R_{\text{transmit}}}{R_{\text{transmit}} + R_{\text{reflect}}}$$

(2.42)
CHAPTER III
METHODOLOGY AND IMPLEMENTATION

3.1 INTRODUCTION

The equivalence between the thermal system of equations and the variables of circuit theory, immediately suggests the use of circuit simulators for the solution of the thermal problem. Based on a finite difference discretization of the heat flow equation, an equivalence between the electrical and thermal systems can be shown.

As a result, a differential element of volume within the semiconductor material denoting a unit cell for the thermal problem can be presented in terms of an equivalent electrical building block. This repetitive block would consist of two serial resistors with a parallel combination of a current source and a capacitor connected between them. Obviously, for 2D or 3D analysis, one would have four- or six- resistors, respectively. These building blocks would be interconnected to yield the volume of the entire structure. This equivalent electrical network could be solved for a given set of current excitations, using the commercially available SPICE simulator yielding all nodal voltages as a function of time. Since SPICE programs are available, and are capable of handling a large number of nodes, the thermal problem could be solved exactly.

Such equivalent electrical circuit simulations have been used for thermal analysis [23, 24]. This approach can easily be generalized to include the temperature dependence of the thermal conductivity and specific heat by employing voltage controlled resistor and capacitor elements. Since voltage controlled elements are available within the SPICE simulator, this extension should be trivial. The added advantage is that in addition to time-domain analysis, the technique would easily furnish the frequency response.
characteristics based on the built-in capability of the SPICE simulation tool. Details of this technique and the mathematics leading to the SPICE based analysis are presented and discussed next in this chapter.

### 3.2 ELECTRICAL ANALOG OF THE THERMAL SYSTEM

The heat flow equation for a one-dimensional sample with uniform thermal conductivity may be expressed by the equation

\[ k \frac{dT^2}{dx^2} + g = \rho C_p \frac{dT}{dt}. \quad (3.1) \]

Assigning a new variable \( \Delta T = T - T_0 \), the equation becomes:

\[ k \frac{d^2 \Delta T}{dx^2} + g = \rho C_p \frac{\Delta T}{dt}. \quad (3.2) \]

Equivalence between the variables of the thermal system and an electrical circuit can be invoked through the following transformations:

\[ V(x) = T(x), \quad (3.3) \]
\[ I_s(x) = A \Delta x g(x), \quad (3.4) \]
\[ C(x) = A \Delta x \rho C_p, \quad (3.5) \]
\[ \Delta V(x) = \Delta T(x) = T(x) - T_0, \quad (3.6) \]
\[ G(x) = A \left( \frac{k}{\Delta x} \right), \text{ and} \]
\[ R(x) = \frac{1}{G(x)} = \frac{\Delta x}{A k}. \quad (3.7) \]

In the above equations (3.3)-(3.8), \( A \) is the cross-sectional area, \( \Delta x \) the length of each discretized segment, \( I_s(x) \) a position-dependent equivalent current source, \( C \) a capacitance, \( \Delta V(x) \) a potential difference between segments of the equivalent circuit, \( G(x) \) a conductance element, and \( R(x) \) the electrical resistance of each segment. Using this equivalent transformation, the governing equation for thermal transport (3.2) can be expressed in terms of current flow within an electrical circuit. The resulting equation is:
\[ G \Delta^2 \left( \frac{d^2 V}{dx^2} \right) + I_e (x) = C \left( \frac{dV(x)}{dt} \right) \] \hspace{1cm} (3.9)

### 3.2.1 THERMAL RESISTANCE

Thermal resistance is the reciprocal of its conductance and can be used as a measure of the insulation quality. The thermal \((R_t)\) and electrical resistance \((R_e)\) equations are given as

\[ R_t = \frac{\Delta x}{k}, \text{ and} \]
\[ R_e = \frac{(\rho \Delta x)}{A}. \] \hspace{1cm} (3.10)
\hspace{1cm} (3.11)

The units for equation (3.10) are expressed in degrees Kelvin per Watt. In the electrical model, 1 Watt of energy relates to 1 Ampere of electrical current and one degree Kelvin corresponds to one Volt of electrical potential. So by replacing Watts with Amperes and degrees Kelvin with volts, the correct expression for electrical resistance (the Ohm) is obtained as Volts per Ampere.

Since the heat flow equation is a second-order differential equation, one needs to impose two boundary conditions for a solution. A Dirichlet boundary condition for a constant temperature translates into a fixed node voltage at the appropriate boundary. This can easily be implemented by assigning a very small electrical resistance value between the boundary node and its neighbor(s). Here, for instance, in a one-dimensional (1D) analysis with the Dirichlet boundary taken to be at the \(x = 0\) endpoint, a resistance \(R_1\) of \(10^{-5}\) Ohms was assigned for a numerical implementation. This low resistance would ensure (as shown later through actual simulation results), that nodes 1 and 2 were sustained at approximately the same voltage. Boundary conditions of the Neumann type, \(dT/dx \big|_{0,0} = 0\) correspond to adiabatic conditions, and essentially require zero heat flux.
In the electrical equivalent, this corresponds to an adequate representation of zero current. For these purposes, the electrical resistance between such a boundary node and its neighbors was taken to have a very large value. Here, a resistance termed $R_{\text{open}}$ of $10^{11}$ Ohms magnitude was assumed to adequately represent this desired condition. The large value of $R_{\text{open}}$ would cause very little current flow, essentially leading to an electrically open circuit at the boundary.

### 3.2.2 CAPACITANCE

The specific heat of the bar needs to be modeled electrically as a capacitance in the equivalent electrical analogue. A material's specific heat defines the number of Joules required to raise the temperature of one gram of the material one degree Kelvin, and is mathematically defined as

$$Q = m \, C_p \, \Delta T. \quad (3.12)$$

Dividing both sides of the equation by $\Delta T$ and replacing the temperature with its electrical equivalent of a voltage, the new equation becomes

$$\frac{Q}{V} = m \, C_p. \quad (3.13)$$

The mass is the product of the material's area, subsection length $\Delta x$, and density $\rho$, i.e. $m = A \, \Delta x \, \rho$. Since the capacitance is defined to be the ratio of the charge to voltage (i.e. $C = Q/V$), one gets

$$C = \frac{Q}{V} = m \, C_p = A \, \Delta x \, \rho \, C_p, \quad (3.14)$$

in direct verification of equation (3.5) given previously.
3.2.3 CURRENT SOURCES

The current sources in the electrical model simulate the conduction heat flow. Heat flows in the direction of high to low temperature. Thus for a simple 1D case with the left end maintained at a higher temperature, heat travels from \( x = 0 \) to \( x = L \). The total heat applied to the bar is the product of the applied heat per unit volume \((g)\) and the volume of the bar. Since the heat is evenly distributed along the length of the bar, the amount of current added per sub-section is such that the total current flowing out of a particular node is the summation of the currents from all previous nodes.

A conversion from heat flux to an electrical current can be applied to validate the relationship between the models. The amount of heat flux per sub-section may be derived through Fourier’s Law of heat conduction by the equation

\[
\phi = -k \frac{\Delta T}{\Delta L}.
\]

(3.15)

Conservation of energy ensures that no heat loss occurs when flowing between sub-sections (between nodes of the electrical circuit). As the heat flow continues down the length of the bar, each sub-section contributes its own amount of heat flow (represented electrically as the current sources) which is cumulative between sub-sections. Therefore, the heat flux and electrical current are at their maximum at the final sub-section. The electrical current is given by Ohm’s Law as

\[
I = \Delta V \, G.
\]

(3.16)

Replacing \( G \) with its’ thermal equivalent expression (equation 3.7), one obtains

\[
I = \Delta V \, \{A \,(k/\Delta x)\}.
\]

(3.17)

By converting Fourier’s Law into its electrical equivalent components, equation (3.17) may be expressed in terms of the flux, \( \phi \), as
\[
\phi = -k (\Delta V/\Delta x).
\]  (3.18)

3.2.4 VOLTAGE SOURCE

The voltage source in the electrical schematic represents the boundary temperature of the bar. Its magnitude in volts is equivalent to the constant boundary temperature in degrees Kelvin.

Table 3-1 presents a summary of conversions between the models. The remaining substitutions must be calculated according to the physical characteristics of the material.

<table>
<thead>
<tr>
<th>Thermal model</th>
<th>Electrical Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (K)</td>
<td>Voltage (V)</td>
</tr>
<tr>
<td>Energy (W)</td>
<td>Current (A)</td>
</tr>
<tr>
<td>Thermal conductivity ([W/(m K)])</td>
<td>Resistance ((\Omega))</td>
</tr>
<tr>
<td>Specific heat ([J/(kg K)]</td>
<td>Capacitance (F)</td>
</tr>
<tr>
<td>Heat flux ([W/m^2])</td>
<td>Current source (A)</td>
</tr>
</tbody>
</table>

Table 3-1: Equivalent Model Substitutions.

3.3 EQUIVALENT LUMPED ELEMENT CIRCUIT

Based on the equivalent model discussed above, circuit-based thermal analysis can be carried out for one-, two- and three-dimensional cases. The details are presented in this section.

3.3.1 ONE DIMENSIONAL (1-D) EQUIVALENT ELECTRICAL ANALYSIS

The electrical equivalent circuit for a two-meter, 10 sub-section bar is presented as shown in figure 3-1 below for a concrete discussion.
Notes:
ROPEN = 100E9 ohms
R1 = 1E-5 ohms
R2-R10 = 43.478 ohms
All Capacitors = 42.5408 Farads
All current sources output 0.2 Amps dc

Figure 3-1. Example one-dimensional electrical equivalent of the thermal model.

Note that in the above, there are a total of 11 nodes that need to be used for representing the 10 subsections of the length of the bar. The physical distance between each node relates to 0.2 meters along the length of the bar.

3.3.2 ANALYTICAL SOLUTION FOR THE 1-D THERMAL SYSTEM

The equivalent circuit corresponding to the problem of 1-D heat flow in a solid was derived and discussed in the preceding section. Here, the analytical solution for the same problem is given for comparison based on the actual heat diffusion equation of heat flow. The governing heat flow equation for a bar (one-dimensional analysis) is

$$\frac{d}{dx} \left( k \frac{dT}{dx} \right) + g = \rho C_p \frac{dT}{dt} \tag{3.19}$$
where,

\[ g = \text{heat generation per unit volume}, \]
\[ \rho = \text{density of material}, \]
\[ C_p = \text{specific heat}, \text{ and} \]
\[ k = \text{thermal conductivity}. \]

For a constant/uniform "k," the above equation becomes

\[
k \frac{d^2 T}{dx^2} + g = \rho C_p \frac{dT}{dt} \quad (3.20)
\]

Assigning: \( u(x, t) = X(x) \ast T(t) \), the following differential equation results:

\[
k X'' T + g = \rho C_p X T' \quad (3.21)
\]

Solving this equation by separation of variables under the boundary conditions of

\[
dT/dx (0, t) = 0, \text{ and } T(L, t) = T_o, \quad (3.22)
\]

yields

\[
X(x) = \cos \left( \frac{(2m+1)\pi}{2L} \right) \quad (3.23)
\]

and

\[
T(t) = \exp \left( \frac{-\alpha(2m+1)^2 \pi^2 t}{4L^2} \right) \quad (3.24)
\]

Since \( u(x, t) = X(x) \ast T(t) \), multiplying these two functions together yields the transient solution:

\[
u(x, t) = \exp \left( \frac{-\alpha(2m+1)^2 \pi^2 t}{4L^2} \right) \cos \left( \frac{(2m+1)\pi x}{2L} \right) \quad (3.25)
\]

The initial steady-state condition has a uniform temperature, \( T_o \) throughout the bar, therefore

\[
T(x, 0) = T_o \quad (3.26)
\]
Since the partial differential equation and boundary conditions are linear and homogeneous, the function
\[ u(x,0) = B_n \cos \left( \frac{(2m+1)\pi x}{2L} \right) , \quad (3.27) \]
satisfies the solution for arbitrary constants \( B_n \) at \( t = 0 \).

Solving for the Fourier Coefficients yields
\[ B_n = -\frac{16gL^2}{k \pi^3} \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m+1)} . \quad (3.28) \]

If we now insert this coefficient into our equation, the resulting transient expression becomes
\[ u(x, t) = -\frac{16gL^2}{k \pi^3} \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m+1)} \exp \left( -\frac{\alpha(2m+1)^2 \pi^2}{4L^2} t \right) \cos \left( \frac{(2m+1)\pi x}{2L} \right) . \quad (3.29) \]

We can now solve for the steady state function. At steady state the rate of change of time is zero, thereby reducing equation (3.20) to
\[ k \frac{d^2 T}{dx^2} + g = 0 . \quad (3.30) \]

Solving this differential equation under the boundary conditions of equation (3.22) yields the steady state bar temperatures of
\[ T(x) = \frac{g}{2k} (L^2 - X^2) + T_o . \quad (3.31) \]

The complete heat expression is the summation of the transient and steady state equations. Adding these two equations together, yields the final equation for temperature as a function of \( x \) and \( t \) as
\[ T(x, t) = \frac{g}{2k} (L^2 - X^2) + T_o - \frac{16L^2 g}{k \pi^3} \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m+1)^3} \exp \left( -\frac{\alpha(2m+1)^2 \pi^2}{4L^2} t \right) \cos \left( \frac{(2m+1)\pi x}{2L} \right) . \quad (3.32) \]
If the heat source is removed \((g = 0)\) at time \(t = t_{\text{off}}\), the bar begins to cool. The cooling heat flow equation now becomes
\[
T(x, t) = T_0 + \sum_{m=0}^{\infty} \exp \left\{ -\frac{\alpha (2m+1)^2 \pi^2}{4L^2} (t-t_{\text{off}}) \right\} C_m \cos \left( \frac{(2m+1)\pi x}{2L} \right). \tag{3.33}
\]
The magnitude of \(C_m\) is the temperature above ambient at the instant the heat source is removed \((t = t_{\text{off}})\) and is derived from the equation
\[
C_m = \frac{2}{L} \int_0^L \left[ T(x, t) - T_0 \right] \cos \left( \frac{(2m+1)\pi x}{2L} \right) \, dx. \tag{3.34}
\]
The above equations will be used later in this chapter to obtain analytical solutions for the temperature distribution across a 1-D bar. These results, which represent the exact solution for the actual thermal problem, will be compared with the predictions of the equivalent electrical model developed here. Through these comparisons, it will be shown that the electrical analogue yields identical results and hence, is a valid scheme for numerical calculations for general problems in heat conduction.

### 3.3.3 TWO-DIMENSIONAL ANALYSIS

Placing a vast quantity of parallel lines side-by-side (zero distance between them) intersecting an equal number of perpendicular lines of the same length and spacing, forms a solid 2-dimensional plane. This methodology is used to model a two-dimensional sample. Each line represents a one-dimensional sample analyzed previously. The points at which the lines intersect are where a common node is shared along both axes. This
newly created two-dimensional sample has lines of equal lengths. The length of each line represents the sub-section length and has a corresponding resistance value. One could minimize the error of the test by minimizing the sub-section lengths, but this would require far too many one-dimensional samples to simulate. Since capacitors in parallel summate to form an equal capacitance value, all capacitor values have doubled at the intersections. Also, due to the dispersion of heat over a larger area in the two-dimensional sample, the temperature increases are not expected to be as significant as predicted for a 1D situation.

Figure 3-2 presents the electrical equivalent circuit for a two-dimensional material. No heat flow (i.e. zero current) occurs between nodes 13 through 16 since they are all attached to a common heat sink and maintain the same constant temperature (voltage). Therefore, the circuit that would represent the fourth horizontal line may be removed from the model without causing any misrepresentation of the physical sample.

Figure 3-2: Electrical equivalent circuit for a two-dimensional sample.
3.3.4 THREE-DIMENSIONAL ANALYSIS

A three-dimensional sample may be constructed as several stacked two-dimensional planes. This principal is illustrated below as figure 3-3.

Each plane is assumed to possess some thickness $d$, which is the distance between stacked planes. Since no measurement device may be inserted into the solid structure of the device, only one sub-section of length $d$ connects the top plane to the bottom plane. Figure 3-4 displays the electrical attachment circuit that may be connected to the bottom of the two-dimensional circuit to create a three-dimensional representation. Isolation resistors exist along the z-axis at the voltage nodes of each plane, but have been removed for clarity.
Figure 3-4: Electrical schematic attachment for three-dimensional analysis.

The thickness, \( d \) of the sample is assumed to be 0.1m, causing the resistance and capacitance between planes to be equivalent in magnitude to the one-dimensional sample. Capacitors connected to the bottom of the sample have a magnitude increased by a factor of three times normal to account for the third dimension in heat transfer. Top capacitors are only twice as large as that for the one-dimensional analysis to represent surface (two-dimensional) heat flow.

3.4 **TEMPERATURE DEPENDANT FEATURES**

The thermal conductivity presented thus far has been assigned a constant temperature-independent value. This technique was used to introduce general heat transport behavior through a material. Real materials, however, possess a thermal
conductivity that varies as a function of temperature. This action occurs because of increased internal scattering due to phonons as the temperature increases [25-34]. This essentially leads to a reduced propagation of the thermal energy and lowers the material's ability to conduct heat. From a macroscopic standpoint, this manifests as a reduction in the thermal conductivity parameter. For example, the behavior of silicon's thermal conductivity $k(T)$ is inversely proportional to its temperature and may be expressed by the equation [35]

$$k(T) = \frac{32,000}{T-80}$$

(3.35)

By incorporating this temperature dependence to the one-dimensional sample, for example, it is found that the conductance of both the entire bar and each sub-section vary with temperature. Figure 3-5 plots the conductance values for both the entire bar and each sub-section for a 2-meter/20 sub-section bar with a cross-sectional area of $10^{-4}$ m².

Fig. 3-5(a): Bar conductance as a function of voltage.
Under these general conditions, the resistance is a function of position as the internal temperature varies with distance within the sample. The overall thermal resistance of the bar (or sample) $R_{\text{bar}}$ is then derived as the reciprocal of the total conductance $G_{\text{bar}}$. This, in turn, is simply a collective summation of the conductances for each discretized sub-section $G_{\text{subsection}[i]}$. An expression for $R_{\text{bar}}$ thus works out be

$$\frac{1}{R_{\text{bar}}} = G_{\text{bar}} = \sum_{i=1}^{i=n} G_{\text{subsection}[i]} = \sum_{i=1}^{i=n} \{ (A_i/dx_i) k [T_i] \} . \quad (3.36)$$

During a transient response, the resistance of each sub-section will change with time. The above formula can still be applied. However, the conductivity becomes a temperature and time-dependent entity $k [T_i (t)]$, which will evolve as the transient proceeds towards a final steady state.

Figure 3-5(b): Sub-section conductance as a function of voltage.
3.5 **SPICE-BASED IMPLEMENTATION OF NONUNIFORM CONDUCTIVITY**

The electrical circuits for the temperature independent models simulated by SPICE are obtained from figures 3-1 and 3-2 for the one- and two-dimensional models. A three-dimensional circuit is created by connecting the two-dimensional circuit of figure 3-2 to the electrical attachment circuit of figure 3-4.

The temperature dependant models require the sub-section resistances to be converted into voltage dependant variable resistors. To perform this operation, it is first necessary to convert the sub-section conductance equation into a form usable by SPICE. The conductance, in general, is temperature dependent. Hence, for the electrical analog being applied here, the electrical conductance must effectively become voltage dependent. SPICE allows voltage dependent conductors and resistors, provided they are expressed as a suitable polynomial. The primary task, therefore, is to convert the conductances into appropriate voltage dependent polynomials. This is accomplished by assigning the following third-degree polynomial:

$$P_3 T^3 + P_2 T^2 + P_1 T + P_0 = \frac{A}{A(x)} k [T], \quad (3.37)$$

As a specific example, letting the area $A = 10^{-4} \text{ m}^2$, $\Delta x = 0.1 \text{ m}$, and $k = 32,000/(T-80)$ as given for silicon, and solving equation (3.37) for three temperatures chosen to be 300K, 600K, and 900K, the following set of simultaneous equations result:

$$27,000,000 P_3 + 90,000 P_2 + 300 P_1 + P_0 = 0.14545 \quad (3.37a)$$
$$216,000,000 P_3 + 360,000 P_2 + 600 P_1 + P_0 = 0.06154 \quad (3.37b)$$
$$729,000,000 P_3 + 810,000 P_2 + 900 P_1 + P_0 = 0.03902 \quad (3.37c)$$

Solving, yields: $P_3 = 1.79 \times 10^{-9}$, $P_2 = -2.89 \times 10^{-6}$, $P_1 = 1.19 \times 10^{-3}$, and $P_0 = 43.64 \times 10^{-3}$. 
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Conductances, instead of resistance values, are calculated so that a voltage-controlled current source may be utilized to model a voltage-controlled resistance. The voltage drop that occurs between nodes is used to calculate a conductance, which in turn controls the magnitude of current output of a voltage-controlled current source. This variable current source is placed in parallel across each sub-section resistance to control the quantity of current flowing through it, thus simulating a non-linear resistance. This process is pictured schematically as figure 3-6.

The voltage-controlled conductance is implemented in SPICE through the use of a double-variable voltage-controlled current source by invoking the following built-in SPICE function. Thus, for example,

\[
GK3 3 4 POLY (2) (3,0) (4,0) 43.64M 1.19M -1.19M -2.89U 2.89U 1.79N -1.79N
\]

Here, GK3 is the name of the voltage-controlled current source. The next two digits (3 and 4) correspond to the connected circuit nodes. Next, the POLY (2) statement indicates that the voltage to control the current source is obtained from two reference locations. The two sets of numbers enclosed within parenthesis indicate the circuit nodes from
where the controlling voltages are to be obtained. Finally, the string of numbers that follow correspond to the magnitude at which to adjust the current source as determined by the conductance difference between the nodes. This voltage controlled current source is placed across each sub-section resistance to model a voltage-controlled resistor (temperature dependant thermal conductivity) along each axis of every model.

### 3.6 SIMPLE TEST CASE FOR A VALIDITY CHECK

Validation of the electrical model begins by comparing the results of a 2-meter, 10-node electrical model presented in figure 3-1 to the equivalent thermal model.

#### 3.6.1 INITIAL CONDITIONS

Initially, the bar is in an environment with a uniform temperature of 300K. In the equivalent electrical model, the capacitors are fully charged to that of the voltage source (i.e. a constant 300V representing the 300 K temperature). When the capacitors are fully charged, no current flows in the electrical circuit. The initial condition is displayed in the partial schematic of figure 3-7 between circuit nodes 9 through 11. Notice that the current sources are represented as open circuits indicating that they are turned off in the absence of any external excitation or thermal input.

Applying Kirchoff’s current law at each loop of the circuit yields the nodal voltages at this time. Figures 3-8 and 3-9 verify this steady-state condition with the SPICE simulator.
Figure 3-7: Calculating capacitor voltages for the initial condition.

Figure 3-8: Voltage nodes 1-5 for initial condition.
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3.6.2 HEATING TRANSIENT ANALYSIS

The electrical circuit simulates the procedure of heating the bar by activating the current sources. When the current sources are turned on, current flows through the electrical equivalent resistance of the bar and produces a voltage imbalance. This unbalanced voltage situation causes current to flow through the circuit to charge the capacitors to a new steady-state value. In thermal terms, this implies a flow of heat due to an internal temperature imbalance at the nodes.

When the current sources are turned on (heat is applied to the bar), 1.4 Amperes from the previous seven current sources adds to the 0.2-Ampere generated at node 9 to produce 1.6 Ampere of current flowing between nodes 9 and 10. This current generates a voltage of 69.565V across R9. Finally, the 1.6-ampere current combines with the 0.2-
ampere source at node 10 to produce 1.8 ampere flowing between nodes 10 and 11. This 1.8-ampere generates a voltage of 78.26V across R10. The resulting schematic representing this scenario is depicted in figure 3-10.

![Diagram](image)

Figure 3-10: Calculating final capacitor voltages for the charging cycle.

Repeating the nodal analysis at the remaining nodes yields the steady state (fully charged) capacitor voltages. Notice that the voltage of each capacitor rises as one draws away from the voltage source, representing an increasing temperature closer to the heat source. The change in voltage across the capacitors does not occur instantaneously, but is delayed due to the circuit component values as determined by each RC time constant. This delay is cumulative between sub-circuits, such that VC9 charges and reaches steady state the fastest and VC1 the slowest. These charging transients correspond with the heating transients of the analytical model. As the bar is heated, the greatest temperature change occurs at the end of the bar that is nearest the heat source (i.e., first sub-section.) However, the heat flux and thermal conduction at the last sub-section of the bar are the largest. The charging transients of the heating cycle are presented in figures 3-11 and 3-12.
Figure 3-11: Voltage nodes 1-5 for heating transient.

Figure 3-12: Voltage nodes 6-10 for heating transient.
3.6.3 STEADY-STATE CONDITIONS

Steady state is reached in the analytical model when the temperature at each point along the length of the bar remains constant with respect to time. The electrical model of the steady-state situation occurs once all capacitors are fully charged and retain a fixed voltage with respect to time. Once steady state has occurred, voltage and current values for the circuit may be derived through simple applications of Ohm's Law. Figures 3-13 and 3-14 present the steady-state temperatures at the voltage nodes.

Figure 3-13: Steady-state temperatures for nodes 1-5.
3.6.4 COOLING TRANSIENT ANALYSIS

The bar should begin to cool down to ambient temperature (300K) once the heat source has been removed (electrically equivalent to turning off the current sources). Once the current sources are turned off, the voltages across the resistors drop to zero. This situation presents another voltage imbalance (i.e., a temperature imbalance in the thermal model) that is presented schematically in figure 3-15. Similar voltage imbalances exist throughout the circuit, causing all of the capacitors to discharge to the same voltage as that of the capacitor to its right. This cascade of voltages will reduce the voltage of all capacitors to that of the voltage source (300V). The discharge (cooling) curves express an exponential decay with the same characteristics as the heating cycle. These discharge (cooling) curves are depicted in figures 3-16 and 3-17.
Figure 3-15: Calculating final capacitor voltages for discharge cycle.

Figure 3-16: Cooling transients for nodes 1-5.
3.6.5 FINAL STATE

The final condition of the bar occurs when it has completely cooled to ambient temperature. This situation can be once again modeled physically and electrically as the initial condition. No SPICE analysis has been presented for this state since it is apparent from the cooling curves that the voltage (temperature) remains at 300V (300K) after approximately 350,000 seconds.

3.7 THE 20-NODE BAR

Discussion thus far has analyzed a 2-meter, 10-node bar. This sample was chosen to illustrate basic concepts and for ease of presentation. Since SPICE only allows up to
five voltage nodes to be plotted at a time, two simulation runs were required to display all
of the nodal voltages. This basic model, however, does sacrifice accuracy. For the 10-
node sample, each sub-section size was 0.2 meters long. The 20-node model has each
sub-section of length 0.1 meters. Since the length of each sub-section is now reduced to
half, the accuracy of the model is improved. Table 3-2 verifies the improvement in
accuracy of the model with a reduction in sub-section length for the steady state
temperatures. This improvement in accuracy does, however, present a trade-off in
simulation run time.

Simulation results for both the heating and cooling transients for the 20-node case
were obtained from the SPICE-based electrical analog model. Figures 3-18 through 3-27
show the time-dependent heating for the bar from ambient to steady-state temperatures.
For simplicity and compactness, the “cool-down” plots have been shown in Figs. 3.28-
3.29 for only the first two and the last two grid points.

<table>
<thead>
<tr>
<th>X (m)</th>
<th>Analytical (K)</th>
<th>SPICE (K)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>732.0</td>
<td>691.3</td>
<td>5.6</td>
</tr>
<tr>
<td>0.2</td>
<td>727.7</td>
<td>691.3</td>
<td>5.0</td>
</tr>
<tr>
<td>0.4</td>
<td>714.7</td>
<td>682.6</td>
<td>4.5</td>
</tr>
<tr>
<td>0.6</td>
<td>693.1</td>
<td>665.2</td>
<td>4.0</td>
</tr>
<tr>
<td>0.8</td>
<td>662.9</td>
<td>639.1</td>
<td>3.6</td>
</tr>
<tr>
<td>1.0</td>
<td>624.0</td>
<td>604.4</td>
<td>3.1</td>
</tr>
<tr>
<td>1.2</td>
<td>576.5</td>
<td>560.8</td>
<td>2.7</td>
</tr>
<tr>
<td>1.4</td>
<td>520.3</td>
<td>508.7</td>
<td>2.2</td>
</tr>
<tr>
<td>1.6</td>
<td>455.5</td>
<td>447.8</td>
<td>1.7</td>
</tr>
<tr>
<td>1.8</td>
<td>382.1</td>
<td>378.2</td>
<td>1.0</td>
</tr>
<tr>
<td>2.0</td>
<td>300.0</td>
<td>300.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td>723.8</td>
<td>706.6</td>
<td>2.4</td>
</tr>
<tr>
<td>0.1</td>
<td>722.8</td>
<td>706.6</td>
<td>2.2</td>
</tr>
<tr>
<td>0.2</td>
<td>719.6</td>
<td>704.5</td>
<td>2.1</td>
</tr>
<tr>
<td>0.3</td>
<td>714.5</td>
<td>700.3</td>
<td>2.0</td>
</tr>
<tr>
<td>0.4</td>
<td>707.2</td>
<td>693.9</td>
<td>1.9</td>
</tr>
<tr>
<td>0.5</td>
<td>697.4</td>
<td>685.3</td>
<td>1.7</td>
</tr>
</tbody>
</table>
Table 3-2: Accuracy as a function of sub-section size at steady state.

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Accuracy 1 (volts)</th>
<th>Accuracy 2 (volts)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>685.8</td>
<td>674.7</td>
<td>1.6</td>
</tr>
<tr>
<td>0.7</td>
<td>679.1</td>
<td>667.4</td>
<td>1.6</td>
</tr>
<tr>
<td>0.8</td>
<td>662.9</td>
<td>652.2</td>
<td>1.6</td>
</tr>
<tr>
<td>0.9</td>
<td>644.5</td>
<td>634.8</td>
<td>1.5</td>
</tr>
<tr>
<td>1.0</td>
<td>618.2</td>
<td>610.6</td>
<td>1.2</td>
</tr>
<tr>
<td>1.1</td>
<td>595.9</td>
<td>589.2</td>
<td>1.1</td>
</tr>
<tr>
<td>1.2</td>
<td>571.7</td>
<td>565.7</td>
<td>1.1</td>
</tr>
<tr>
<td>1.3</td>
<td>549.5</td>
<td>543.5</td>
<td>1.1</td>
</tr>
<tr>
<td>1.4</td>
<td>520.3</td>
<td>515.2</td>
<td>1.0</td>
</tr>
<tr>
<td>1.5</td>
<td>489.0</td>
<td>484.8</td>
<td>0.9</td>
</tr>
<tr>
<td>1.6</td>
<td>455.5</td>
<td>452.2</td>
<td>0.7</td>
</tr>
<tr>
<td>1.7</td>
<td>419.9</td>
<td>417.4</td>
<td>0.6</td>
</tr>
<tr>
<td>1.8</td>
<td>382.1</td>
<td>380.4</td>
<td>0.4</td>
</tr>
<tr>
<td>1.9</td>
<td>342.1</td>
<td>341.3</td>
<td>0.2</td>
</tr>
<tr>
<td>2.0</td>
<td>300.0</td>
<td>300.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Figure 3-18: Voltage nodes 1 and 2 charging transients.
Figure 3-19: Voltage nodes 3 and 4 charging transients.

Figure 3-20: Voltage nodes 5 and 6 charging transients.
Figure 3-21: Voltage nodes 7 and 8 charging transients.

Figure 3-22: Voltage nodes 9 and 10 charging transients.
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Figure 3-23: Voltage nodes 11 & 12 charging transients.

Figure 3-24: Voltage nodes 13 & 14 charging transients.
Figure 3-25: Voltage nodes 15 and 16 charging transients.

Figure 3-26: Voltage nodes 17 and 18 charging transients.
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Figure 3-27: Voltage nodes 19 and 20 charging transients.
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Figure 3-28: Voltage nodes 1 and 2 discharge transients.
3.8 CONCLUSION ON SIMULATION ACCURACY

Based on the numerical simulation results presented in the previous section, the following conclusions can be drawn.

(i) The electrical equivalent analog developed in this thesis, provides a good physical representation of the actual thermal system. The nodal voltages (and hence, nodal temperatures) and currents all had the correct qualitative trend and behavior.

(ii) The SPICE-based implementation is accurate. Errors of less than 5% between the SPICE results and those of an exact thermal solution were obtained for a 10-segment analysis. This maximum error decreased to less than 2.4% by doubling the number of internal grid points.
(iii) The close agreement between the SPICE-based result and the exact analytical solution validates the present model. Since both heating-cooling-transients as well as steady state analysis was performed the comparisons made were careful and detailed.

(iv) The reliability (i.e., 100 % - error%) for the 20-node electrical model approached a beta distribution as depicted in figure 3-30 below.

![Figure 3-30: Distribution function for reliability of a 20-node model.](image)

Reliability of the electrical model ranges in magnitude between 96.9 to 100 percent. The mean reliability of the electrical model is 99 percent with a standard deviation of 0.664 percent. A 100 percent correlation exists between both models at steady-state ambient temperature and varies during transient and steady state heated conditions.
(v) The reliability for the 10-node bar also approaches a beta function with reliabilities in the range of 94.4 to 100 percent. This function has a mean reliability of 99.3 percent with a standard deviation of 1.27 percent. Although this function has a higher mean accuracy, the range of error and standard deviation are greater than that for the 20-node analysis verifying greater probability for error with an increase in sub-section size. The beta distribution function for the 10-node bar is illustrated as figure 3-31 below.

![Figure 3-31: Distribution function for reliability of a 10-node model.](image)

3.9 **TEMPERATURE DEPENDANT MODEL TRANSIENT ANALYSIS**

Circuit behavior for the heating and cooling of the 1D bar (corresponding to the charging and discharging of the capacitors in the electrical circuit analogue) were similarly carried out upon the temperature-dependent thermal conductivity model. In this case, voltage-controlled resistors were suitably used.
3.9.1 INITIAL STEADY-STATE CONDITION

Initially, all of the capacitors are fully charged and no current flows. All voltage nodes remain at a constant 300V. Figure 3-32 illustrates this state at equidistant locations along the length of the bar.

![Initial Conditions Graph](image)

Figure 3-32: Initial state voltages for the variable thermal conductivity model.

3.9.2 HEATING TRANSIENT ANALYSIS

With the inclusion of the voltage-controlled resistors between the nodes, the charging time constants and maximum voltages are altered with respect to the constant-conductivity situation. As the capacitors charge, the associated nodal voltages increase, thereby raising the sub-section resistances. As the resistances increase, the maximum steady-state node voltage rises to a higher magnitude and at a faster rate. The heating curves for the variable thermal conductivity model and the comparison to the constant k model are presented in figures 3-33 and 3-34, respectively.
Figure 3-33: Variable thermal conductivity heating transients.

Figure 3-34: Heating transient behavior comparison between models.
The nodal voltages $V(1)$ and $V(10)$ correspond to nodes 1 and 10 of the variable thermal conductivity model. The constant thermal conductivity model depicts nodal voltages 1 and 10 as $V(101)$ and $V(110)$, respectively, in Fig. 3-34. A comparison of the heating curves in Figure 3-34 indicates that the variable thermal conductivity model reaches a higher steady-state voltage than when it remained constant. This behavior corresponds to the ideal expected analytical behavior. As the temperature within the bar rises, its thermal conductivity decreases. With a decrease in thermal conductivity, heat travels slower to the heat sink and builds up at the site. This buildup of heat increases the temperature at the location creating a more rapid heat up rate and a higher steady-state temperature.

3.9.3 COOLING TRANSIENT ANALYSIS

Once the heat source is removed (current sources turned off) the capacitors begin to discharge. As the capacitors discharge, the nodal voltages decrease. This decrease in nodal voltage potential causes the sub-section resistors to also lower in value, causing the capacitors to discharge faster. Even though the initial voltages at the nodes are higher for the variable thermal conductivity model, it cools faster than the constant thermal conductivity model due to the decreasing resistor values. Cooling curves for the variable thermal conductivity model and the comparison to the constant $k$ model are plotted in figures 3-35 and 3-36, respectively.
Figure 3-35: Variable thermal conductivity cooling transients.

Figure 3-36: Cooling Transient behavior comparison between models.
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3.9.4 FINAL STATE

The final state for the variable thermal conductivity model is identical to the initial state and occurs after 125,000 seconds after removal of the heat source. This once again demonstrates the validity of the model, the correctness of its implementation, and the accuracy of the physical results.
CHAPTER IV

RESULTS FOR THE THERMAL DIAGNOSTIC PROBLEM

4.1 INTRODUCTION

This chapter begins by introducing the possibility of applying the SPICE-based method for non-intrusive thermal diagnostic analysis. Non-intrusive thermal diagnostic (NITD) is a useful and increasingly popular tool to sense and detect material failures, cracks, and structural imperfections. NITD is generally carried out by subjecting the samples under test to pulsed thermal stimuli. Based on the signatures of the transient heating response within the sample, predictions can be made regarding its uniformity and homogeneity. Deviations from expected behavior, in terms of delays in the heat signal or amplitude variations indicate damage or internal imperfections. In order to obtain quick evaluations, it becomes desirable to scan the samples quickly, and yet obtain good spatial resolution. This has become possible with the advent of pulsed lasers, which are being used to locally heat sections of the samples under test.

A case is made here for utilizing the current SPICE-based numerical technique to accurately predict and model such heating transients and spatially resolved signatures for NITD. The next section presents a brief discussion of NITD. It is shown that NIDT will require the analysis of transient heating and cooling curves at various sections of a sample when it is subjected to external laser pulses to induce heating. Next, SPICE-based results for the response of a focused single and multiple traveling heat pulses are presented for one-, two-, and three-dimensional cases. Initially, the transient behavior of the traveling focused heat source is discussed and verified for a pure sample in the absence of any defects. Next, material defects are introduced to gauge the differences in
the thermal transient signal. It is shown that the differences can be used to detect defects and aberrations in homogeneity in samples through differential thermal analysis simulations.

4.2 THERMAL DIAGNOSTICS – APPLICATIONS AND SCOPE

Nondestructive testing and diagnostics are beginning to play an increasingly important role in reliability analysis, component wear-out testing, life-cycle estimates, and safety inspections [36]. Critical areas of nondestructive and non-intrusive testing for safety include: crack detection in airplane structures (especially the wings), fatigue in heavy machinery, and load-bearing rotating components and equipment. In general, structural components subjected to cyclic and/or random loads can develop cracks [37]. Corrosion can accelerate this failure process. Once a crack initiates, it can grow during subsequent load cycles leading to catastrophic failure and hazardous consequences. Therefore, it is important to be able to detect such cracks, fractures, and stress-related inhomogeneities for preventive maintenance. In this regard, a variety of techniques have been proposed for such monitoring and nonintrusive diagnostics [38-41]. These techniques are required since it is not easy or practical to dismantle equipment during the testing process, and care must be taken to ensure that no damage results in the diagnostic procedure itself. The ever-increasing demand for early detection of fatigue damage is fueled by the fact that small cracks are found to grow at unexpectedly high rates well below the "large-crack thresholds" in aluminum and titanium materials [42].

The detection of surface-breaking defects is important because stresses arising from strain are often maximized at the structure surface so that any surface-breaking
defect is particularly prone to growth. Significant work has already been devoted to the
detection, location, and sizing of surface-breaking defects [43]. Ultrasound is an
important method due to its convenience, reliability and efficient propagation in metals
[44, 45]. In this area, there are two main kinds of detection methods: (a) those based on
Rayleigh wave interaction with surface-breaking cracks [46-48], and (b) those based on
the time-of-flight diffraction (TOFD) technique [49-51]. The latter is also used to detect
subsurface defects by conventional ultrasound. The TOFD method uses the arrival time
of ultrasound diffracted from the tip of the crack to determine the size of the defect in a
through-thickness direction. It has the advantage that amplitude information from the
received signal is not employed directly for defect sizing, but instead, the time of arrival
of the signal is used.

Positive identification of small fatigue cracks and material inhomogeneities,
presents a challenging problem since it is important to first distinguish them from the
primary geometric features and secondary irregularities (such as caused by uneven
machining, mechanical wear, and corrosion). Under laboratory conditions, a great
variety of nondestructive evaluation techniques have been developed for detection of
defects and material characterization. These include: acoustic emission [52-54], linear
and non-linear ultrasonics [40, 43, 45], eddy-current inspection [55-57], x-ray imaging
[58], and thermal sensing [59, 60]. Optical methods that include the use of microscopes
and dye penetrants have also been used. However, the optical techniques are often not
well-suited either because the affected areas are not accessible, or the defect dimensions
are below the resolution limits of the microscopes. Most recently, three new techniques,
namely, holographic interferometry, structural integrity monitoring, and laser ultrasound
inspection, which allow the simultaneous detection of multiple cracks, have been proposed [61]. Of these the laser method is being recognized as the most promising due to its remote and noncontacting nature, high speeds, and superior spatial resolution.

From the above discussion, it becomes clear that laser-based techniques are likely to be the superior choice for nondestructive evaluation (NDE). It also seems possible to combine the thermal aspects with laser excitation for a variety of potential benefits. The laser source would provide the energy for localized and directed thermal heating. Analysis of the thermal conduction and the temporal- and spatially-resolved signatures of the temperature characteristics would provide spatial resolution. In general, advantages of such a laser based thermal technique would include: (i) High speed by using the fast laser scanning and/or ultra-short laser pulses. (ii) Good spatial resolution arising from the narrow laser spot size. (iii) The ability to magnify cracks and defects by facilitating a reopening of pores and cracks as the result of a thermal expansion process. This feature is absent from all of the other techniques. (iv) Transients, repetitive frequency spans, and continuous mode operation would all be possible. (v) Analysis along both the lateral dimensions (i.e., surface analysis) and along the depth of the sample. Since thermal attenuation is relatively mild (as compared to electromagnetic or optical signals), study of thicker samples would be possible.

Given the possibility of laser-based thermal sensing of defects, cracks, and material inhomogeneities, it becomes germane to examine the role of the SPICE-based method for temperature analysis in samples containing defects. The overall analysis and resulting interpretation for the nondestructive evaluation of a complex sample is expected to be a difficult and complicated task. Such an endeavor is beyond the scope of this
thesis. However, the possibility of applying the SPICE-based equivalent electrical analog simulation technique will be probed here. Some simple test cases of samples containing defects are discussed in this chapter. The results are presented in later sections of this chapter, and potential applications for NDE brought out.

4.3 RESULTS FOR A SINGLE PULSED INPUT

4.3.1 ONE-DIMENSIONAL ANALYSIS

As demonstrated in the previous chapter, the SPICE-based method can be used to solve for the time and position dependent temperatures $T(x, t)$. It requires the construction of an appropriate equivalent electrical circuit. For heat uniformly applied and distributed along the sample, current sources of equal magnitude at each sub-section simulate this process. Every current source is turned on or off in accordance with the switching of the heating source.

We now intend to focus all of the external heat at a particular point along the length of the bar for a 1-D analysis. If the applied heat intensity remains constant, only one large current supply is activated at a specified node and the other current sources are either turned off or are non-existent. This process effectively simulates a focused heating condition, such as a laser beam focusing all of its energy at a specific point.

The switching of the heat source is accomplished through the use of a voltage-controlled current source. Every current source is controlled independently at each node by a voltage pulse and an associated load resistor as depicted in figure 4-1.
During the time that the external heating does not occur, the heat pulse is zero and the associated current supply is turned off. For a concrete example, the laser was assumed to be focused directly at a point 0.5 meters from the free end. Thus, the node 5 current supply was switched on at time 12,000 seconds. It is obvious that the peak temperature (voltage) at each point should be directly proportional to the duration of the heating pulse. At time 15,000 seconds, the laser was turned off (electrically equivalent to turning off the current source at node 5), and the temperature at each point along the bar cooled to the ambient temperature. The numerical results are shown in figure 4-2 for equidistant positions along the length of the bar. These results are intuitive and in keeping with the expected qualitative behavior. The SPICE-based analysis is thus appropriate and valid.
4.3.2 TWO-DIMENSIONAL (2-D) ANALYSIS

To test the transient results for a 2-D sample, the plane is first sectioned into nine individual pieces as shown in figure 4-3.

Figure 4-3: Separating the two-dimensional sample into individual sections.
The nodes corresponding to the corners of each plane are as given in table 4-1.

<table>
<thead>
<tr>
<th>Plane</th>
<th>Voltage nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1, 2, 5, 6</td>
</tr>
<tr>
<td>2</td>
<td>2, 3, 6, 7</td>
</tr>
<tr>
<td>3</td>
<td>3, 4, 7, 8</td>
</tr>
<tr>
<td>4</td>
<td>7, 8, 11, 12</td>
</tr>
<tr>
<td>5</td>
<td>6, 7, 10, 11</td>
</tr>
<tr>
<td>6</td>
<td>5, 6, 9, 10</td>
</tr>
<tr>
<td>7</td>
<td>9, 10, 13, 14</td>
</tr>
<tr>
<td>8</td>
<td>10, 11, 14, 15</td>
</tr>
<tr>
<td>9</td>
<td>11, 12, 15, 16</td>
</tr>
</tbody>
</table>

Table 4-1: Individual plane voltage nodes.

A simulation was carried out for the transient response with section 5 being heated. The validity of this test will form a basis for understanding the transient behavior when other sections are heated. It was assumed that the laser was first positioned over section 5, heating that area from time 0 to 20,000 seconds. During this time the current sources at nodes 6, 7, 10, and 11 were correspondingly turned on in the model, to simulate the heat input of the laser. One expects the entire surface to warm, as is seen in figures 4-4 through 4-7 showing an increase in voltage at every node. At approximately 10,000 seconds the surface temperature (referenced by the voltage nodes) reaches steady-state conditions.
Figure 4-4: Transient response of nodes 1, 5, and 9 with stationary laser on section 5.

Figure 4-5: Transient response of nodes 2, 6, and 10 with stationary laser on section 5.
Figure 4-6: Transient response of nodes 3, 7, and 11 with stationary laser on section 5.

Figure 4-7: Transient response of nodes 4, 8, and 12 with stationary laser on section 5.
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A close inspection of the voltages results reveals the following features: (i) The greatest temperature difference occurs between the heat sink (voltage nodes 13 through 16) and the sub-section junctions adjacent to it (voltage nodes 9 through 12). This situation occurs because the heat cumulates at each sub-section junction (voltage node) as it flows towards the heat sink. (ii) A symmetry about the x-axis is evident. Since both x-axis ends are insulated and are equal in distance (but opposite in direction) from the heating point, temperature dissipates evenly in both directions causing equidistant points to be at the same temperature. (iii) Finally, when adjacent sub-section junctions (voltage nodes) are heated, the temperatures at both junctions along the x-axis are the same. This situation occurs because there is an equal distance and thus equal heat dissipation along the x-axis to the insulated ends. With both temperatures at the same magnitude, no temperature difference occurs between the junctions causing the heat to remain stationary between those points.

These statements are summarized by the following set of equations:

\[ V_1 = V_4, \Delta V_2, 1 = \Delta V_3, 4 \]  
\[ V_5 = V_8, \Delta V_6, 5 = \Delta V_7, 8 \]  
\[ V_9 = V_{12}, \Delta V_{10}, 9 = \Delta V_{11}, 12 \]  
\[ V_2 = V_3, V_6 = V_7, V_{10} = V_{11} \]  
\[ \Delta V_9, 13 > \Delta V_5, 9 > \Delta V_1, 5 \]  
\[ \Delta V_{10}, 14 > \Delta V_6, 10 > \Delta V_2, 6 \]  
\[ \Delta V_{11}, 15 > \Delta V_7, 11 > \Delta V_3, 7 \]  
\[ \Delta V_{12}, 16 > \Delta V_8, 12 > \Delta V_4, 8 \]  

Equations (4-1) through (4-3) verify equal heat dissipation along the x-axis. No heat flow due to equal temperatures between adjacent junctions is verified by equation (4-4). Finally, equations (4-5) through (4-8) represent heat flowing down the y-axis to the heat sink. At time 20,000 seconds, the heat source was removed and the entire surface began to cool. The cooling continues following the conditions of equations (4-1)-(4-8) until the
sample reaches steady-state ambient temperature (300K) at approximately 30,000 seconds.

4.3.3 THREE-DIMENSIONAL ANALYSIS

Any single heat pulse focused on the top surface of a three-dimensional sample will respond with similar characteristics similar to those of the two-dimensional analysis. The only difference would be that on the bottom surface the temperatures would be lower in magnitude and slower in response due to heat dissipation and transit time through the material. Results demonstrating the above were obtained, but are not shown here for simplicity.

4.4 RESULTS FOR MULTIPLE PULSED INPUTS

4.4.1 ONE-DIMENSIONAL ANALYSIS

The transient behavior associated with multiple heat pulses is now examined and discussed. As shown previously, once a heat source is activated, the temperature rises along each point of the bar for the duration of the heat pulse. If the next heating pulse (at any point) occurs before a complete cool-down of the bar, the temperature at every point along the bar will transition from a cooling cycle to a heating cycle. This behavior is revealed in figure 4-8 with a heating pulse (delay = 12,000 seconds, pulse width = 3,000 seconds, and period = 50,000 seconds) directed at node 5. An analysis of the simulation results of figure 4-8 corroborate that the first heating pulse occurs 12,000 seconds from the start. The heating then occurs at periodic increments of 50,000 seconds, changing the situation from a cooling to a heating transient. This results in an increasing initial
Figure 4-8: Transient response of simulated cyclic heat pulse directed at node 5.

Figure 4-9: Transient voltage of node 1 for multiple current pulses at node 5.

temperature for each heating pulse and thus a higher peak temperature until steady state is eventually obtained. Figure 4-9 displays the transient heating behavior at the free end of
the bar (node 1) with a heating pulse (current pulse) 0.5 meters from the free end (node 5) having the following characteristics:

Delay = 12,000 seconds, Pulse width = 3,000 seconds, and Period = 5,000 seconds.

Figure 4-10: Transient voltage of node 1 for a constant current pulse at node 5.

On comparing the voltage transient results for the pulsating current source as shown in figure 4-9 with that of the constant pulse of figure 4-10, it is evident that the charging rate and steady-state voltages are identical. During the charging transient, the voltage oscillations exceed that for the constant heating model. This occurs due to the increase in initial temperature for each charging pulse. After the node reaches steady-state conditions, the peak voltage oscillations never exceed the magnitude of the constant heating model.

We now expand upon the previous test simulations to analyze the effects of a traveling heat source. This action can physically model a traveling laser that is capable of
localized heating within a given spot size, moving along the length of a 1-D bar from the location $x = 0$ to $x = L$. At each sub-section junction the laser remains stationary for 3,000 seconds applying heat to that specific point. It is then taken to travel to the next junction. This process is electrically equivalent to activating a current source at the corresponding node for 3,000 seconds and then turning it off while simultaneously activating the next succeeding current source, and so on.

This procedure incorporates characteristics of both focused single and multiple heating pulses. As witnessed earlier, activating a current source at any node causes the voltage to rise at every point along the bar. Once the current source is turned off at a particular node, the capacitor begins to discharge causing the nodal voltage to lower (simulating the cooling of the sub-section junction). But this cooling action is of extremely short duration because, once the adjacent current source is activated, the same node begins to charge again. As we continue this simulated heating process down the length of the bar, the effects of distant heating pulses contribute a smaller effect on the change in temperature at the prior heating points. Hence, eventually the nodes all begin to cool.

This process is now analyzed in detail for a 2-meter, 20 sub-section bar. The laser begins at $x = 0$ (node 1) at $t = 0$ and heats (i.e., turns on the node 1 current supply) the point for 3,000 seconds. Heating at this point then ceases (the node 1 current supply is turned off), and the laser moves to the next sub-section junction at $x = 0.1$m (node 2). This section begins its heating cycle at time 3,000 seconds and remains at this point for an additional 3,000 seconds heating the bar at $x = 0.1$m. This action is simulated electronically by activating the current source at node 2 from time 3,000 to 6,000 seconds.
before turning it off. This action is continued at every sub-section junction (node) until
the entire length of the bar is heated in succession. Results shown in figures 4-11 through
4-14 illustrate this complete procedure.

Figure 4-11: Transient behavior of nodes 1-5 for the traveling laser analysis.
Figure 4-12: Transient behavior of nodes 6-10 for the traveling laser analysis.

Figure 4-13: Transient behavior of nodes 11-15 for the traveling laser analysis.
Figure 4-14: Transient behavior of nodes 16-20 for the traveling laser analysis.

A comparison of figure 4-14 with figure 4-11 reveals that the initial heating pulses have the greatest effect on nodes 1 through 5 and the lowest at nodes 16-20. This is to be expected due to the large resistance (and corresponding length) between these points. Therefore, every heating pulse at any section along the bar produces a temperature rise throughout the bar, but the magnitude of its effect decreases with an increase in distance between the points.

4.4.2 TWO-DIMENSIONAL ANALYSIS

Scanning the two-dimensional sample is accomplished in a fashion similar to the 1-D traveling laser concept. Physically, this can be achieved by mounting the laser on a two-axis movable arm so that every section of the two-dimensional plane may be heated
sequentially. Thermocouples could be placed on the surface of the sample (at the voltage nodes) on the same side of the laser to measure the temperature transients.

The movement of the laser follows a continuous motion such that adjacent sections are heated in succession. Heating of the sample begins in the upper-left hand corner of the sample (section 1) and remains stationary at that point for 3,000 seconds heating that section. The laser then travels to the next section along the sample’s width (section 2) and repeats this procedure. When the laser has traveled to the last section along the x-axis (section 3), the laser then moves to the section below it (section 4) and heats that section. Heating of the material now continues toward the left end of the sample (from location 4 to location 6). Sections 7 through 9 are not heated because of their close proximity to the heat sink. Heating those areas would send too much heat to the sink leaving very little to heat the sample.

Once any section is heated, the temperature is dispersed across the entire surface area, having a decreased effect at a point more distant from the heating source. The voltage (temperature) at a particular node (sub-section junction) is equal to the summation of the instantaneous voltage at each node. The transient waveforms for this procedure are depicted in figures 4-15 through 4-19 for a few select nodes. Of these results, the node 1 curve will be analyzed in detail. Initially, node 1 (and every other voltage node) is at ambient temperature (300K). From time 0 to 3,000 seconds the laser is on section 1, heating the entire surface from that location. Figure 4-15 illustrates this behavior for node 1 as a rising voltage transient during this time. At time 3,000 seconds, the laser travels to section 2 and heats that area. During this time interval, the cooling rate of voltage node 5 is greater than the heat generation by the laser located on section 2.
Hence, the temperature decreases from time 3,000 to 6,000 seconds at node 1. The laser then travels to and heats section 3 from time 6,000 to 9,000 seconds. With the increased distance from node 1, the heating of section 3 has a diminished effect on section 1, and so node 1 continues to cool. The cooling transients of nodes 2 and 5 govern the behavior of node 1 during this cycle. Another cooling cycle at node 1 occurs as the laser heats section 4 from time 9,000 to 12,000 seconds. A cooling cycle occurs during this duration because the neighboring (nodes 2 and 5) cooling transients exceed the low heating effect of the more distant section 4. During time 12,000 to 15,000 seconds, node 1 remains steady in response to the heating of section 5. Finally, node 1 once again heats up during the heating cycle of section 6 from time 15,000 to 18,000 seconds. The magnitude of this transient is mainly attributed to the combined heating of nodes 5 and 6.

Figure 4-15: Voltage node 1 for two-dimensional simulations.
Figure 4-16: Voltage node 2 for two-dimensional simulation testing.

Figure 4-17: Voltage node 4 for two-dimensional simulations.
Figure 4-18: Voltage node 11 for two-dimensional simulations.

Figure 4-19: Voltage node 12 for two-dimensional simulation testing.
4.4.3 THREE-DIMENSIONAL (3-D) ANALYSIS

Simulation testing for a traveling heat source was similarly carried out for a 3-D sample. The heating and cooling transients were calculated for locations on opposite faces. Thus, one was the incident surface of the incoming laser, while the other was taken to be the back-surface furthest from the incident face. As is expected, the temperatures (i.e., voltages) should be less on the opposite side, since dissipation occurs through the material during the heat flow process. Also, since heat requires a finite amount of time to travel through the material, a delay is expected for transient the back-surface temperature response characteristic.

Figure 4-20: Temperature profile of node 1 for a three-dimensional sample.

Figure 4-20 displays both the top (node 1) and bottom surface (node 101) response for the same scanning scenario as used in the previous 2-D case. The result is in
keeping with the expected behaviors. The response of the remaining locations (nodes) was similar, and so is not shown here.

4.4.4 SIMULATING SURFACE CRACKS

A crack upon the surface of a body is simulated as a high sub-section resistance at the location of the defect. The greater resistance offers an increased opposition to current flow in the electrical circuit simulating a corresponding hindrance to heat flow in the thermal model. This behavior shall be examined using the schematic of figure 4-21 representing the electrical equivalent model of a 0.7m square sample of silicon.

Figure 4-21: Electrical equivalent model of a 0.7m square sample of silicon.
The crack exists as a 0.5m x 0.1m void lying in the middle of the sample and occupies the locations of R69, 70, 71, and 72 (illustrated as open resistance values) in the electrical model. As witnessed previously, once any heating pulse strikes a pure two-dimensional plane, heat travels at the same magnitude to every point across its surface. This situation changes, however, for a plane with a cracked surface. A cracked surface presents a discontinuity to heat flow causing the heat to travel around the defect creating a delay in response on the side opposite from the heat source. Also, since the heat takes a non-direct path to the other side (across the crack), greater heat is dissipated during its travel causing the resulting temperatures to also be of lower magnitudes than what would occur if the sample had no defect.

This scenario has been simulated based upon the electrical model by activating the current sources at nodes 12, 13, 20, and 21 (representing a focused laser beam upon the associated plane). The resulting voltage (temperature) response at this location is depicted in figure 4-22.

![Figure 4-22: Simulated heat pulse upon a cracked two-dimensional sample.](image)
The resulting voltage (temperature) profiles on the side opposite of the crack shall be analyzed for the plane defined by nodes 44, 45, 52, and 53. Since this plane lines in the center of the x-axis, heat is distributed evenly as it travels outwards towards the insulated ends causing the voltages at nodes 44 and 45 to be equivalent. This same situation occurs as well at nodes 52 and 53; hence, only nodes 44 and 52 will be discussed.

Figures 4-23 and 4-24 compare the results for a pure test sample (nodes 244 and 252) with that of the simulated cracked surface (nodes 44 and 52) at nodes 44 and 52 respectively for figure 4-21.

![Graph](image)

Figure 4-23: Node 44 voltage comparisons for a pure and a cracked surface.
Comparisons between the voltage (temperature) transients verify that the voltages for the simulated crack defect are delayed and possess lower magnitudes than would occur for a pure sample. These behavior relationships between the electrical and thermal models verify that inhomogenities can be simulated and detected electrically. Furthermore, differences between the pure and cracked samples are highest at nodes situated near the physical location of the cracks. Hence, observing differences in temperature patterns would reveal the presence of defects. Also, for a given impure sample, time delays and temperature differences between nodes lying near the edges of cracks also occur. For example, the voltage (i.e., temperature) transients between nodes 34 and 36 of the cracked sample are different. Consequently, the laser-excited transient heating technique would work for crack detection, even when there were no “pure” samples available for relative comparison. This technique will be discussed for the crack example by performing an analysis upon nodes 34 and 36 as depicted in figure 4-25.
Figure 4-25: Voltage (temperature) response at nodes 34 and 36 for the simulated crack.

By analyzing the transient voltage (temperature) upon a time domain analysis, the location and type of defect may be detected. For the simulated heating scenario of the first row, (time periods of 0 to 21,000 seconds) the temperatures at nodes 34 and 36 remain approximately constant at 300K, indicating a discontinuity (crack) upon the surface at a great distance from the first row (since the induced heating dissipates to zero at these points). During the time periods of 21,000 to 42,000 and 42,000 to 63,000 seconds, the second and third row sections respectively, are simulated as being heated by the laser. For these time periods, node 34 attains greater temperatures and responds at a faster rate (leads) node 36 as the scan advances in row position, indicating a reduction in distance to the defect. Since the voltages (temperatures) occurring for this time period always have the node 34 voltage greater than that at node 36, it is apparent that the discretized resistance of the section at node 34 is less than that occurring at node 36; thus,
it may be concluded that node 34 represents the edge and node 36 the center of the crack defect. As the scan procedure travels to the fourth row, node 36 advances to the leading position due to the close proximity of this node to the simulated laser position. This condition exists for the next 3,000 seconds (time period between 63,000 to 66,000 seconds). For the next 12,000 seconds (time periods between 66,000 to 78,000 seconds) it is assumed that the simulated laser beam is focused within the void of the crack defect and contributes no thermal energy to the surface; thus, both nodes begin to cool. This task is accomplished by not activating the current sources at nodes 26-30 & 35-38 for the required scan cycle. Node 34 once again assumes the leading position due to the activation of the node 34 current source to simulate the heated corner of the next four scanned sections (time periods of 78,000 to 90,000 seconds). For the time period between 90,000 to 120,000 seconds, node 36 assumes the lead of node 34 due to the proximity (and associated lower resistance) of the heated section to the referenced node. Finally during the simulated heating of the last two sections (time periods of 120,000 to 126,000 seconds), node 34 returns to the leading position as the articulated laser more closely approaches the associated node. The voltage (temperature) transients are now in correct response for a second scan. This same procedure may be repeated at node 39 to identify the other edge of the crack defect.

4.4.5 THE DIFFERENTIAL THERMAL ANALYZER (DTA) SIMULATOR

A material may be tested for surface defects by comparing the thermal transient results against those for a known, pure sample. From the standpoint of a simulation, this can be carried out by obtaining numerical results from two 2D electrical equivalent
circuits simultaneously. In the model, the reference sample would have no defects, and the test sample would need to have the same dimensions and bulk material characteristics as the reference standard. In the simulation (or an actual test, if implemented), the position and movement of the external laser would move on the reference standard in unison with that of the test sample. Each point (as a function of time) of the test sample would then be compared with the corresponding point (and time) of the reference standard to determine if the test sample possessed surface defects. Thus, in a sense, a SPICE modeled difference amplifier would result.

For concreteness, such a difference amplifier simulation with a pure and an impure sample was carried out. The fifty six-node circuit of figure 4-21 was used. The output voltage of interest was set equal to the voltage difference between the corresponding nodes of the two samples. For example, the difference output voltage for node 1 may be expressed as:

$$V_{\text{node 1 difference}} = V_{\text{node 1 of sample}} - V_{\text{node 1 of reference standard}}.$$  \hspace{1cm} (4.9)

The difference outputs for nodes 1 through 56 were obtained from nodes 401 through 456, respectively. Under ideal conditions, a perfect test sample compared with a reference standard should have voltages (temperatures) of equal magnitude per instant of time. Thus, in our simulations, the differential voltage between the two samples was zero. A mismatch between difference voltages at any instant is indicative of a defect in the sample. The error signal at node 44 for the previously discussed surface crack example is presented in figure 4-26.
An analysis of this error signal reveals that no difference exists between the test sample and the reference standard prior to activation of the current sources (at time 30,000 seconds). Upon activation of the current sources, the error signal at this node goes sharply negative indicating a cooler test sample than that of the reference standard. The error signal then performs a slight positive excursion at 44,000 seconds as the reference standard cools at a faster rate than that of the test sample. Finally, both samples return to ambient temperature at approximately 80,000 seconds and the error signal returns to zero.

4.4.6 ERROR DETECTION USING THE DTA

Now that the principles of error signals and the traveling laser technique for a two-dimensional scan have been demonstrated and analyzed, both techniques were combined to design a two-dimensional thermal differential analyzer simulator for locating and detecting surface defects. The scanning sequence was taken to follow the
same procedure as before. It originated in the upper left hand corner and simulated heating (by activating the corresponding nodal current sources) each section for 3,000 seconds before advancing on to the next section to the right. Once the right-most section was heated for the row, the laser was taken to hit the right-most section of the row below, before continuing towards the left-most section of the new row. This zigzag pattern continued across the surface of the plane until the final section (that defined by nodes 41, 42, 49, and 50) was activated during the time periods of 123,000 to 126,000 seconds. For periodicity, the entire process was repeated at the starting section.

In discussing of this simulation, it would be too cumbersome to display every error signal at each node for analysis. Hence, only 20 nodes were analyzed for simplicity. It will be shown that this number of nodes is sufficient to accurately locate and identify the test surface defect. The results obtained for the traveling scan technique for the differential thermal analyzer simulator are presented as figure 4-27.

Figure 4-27: Error signal of difference thermal analyzer simulator for an impure sample.
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Upon comparing the results of figure 4-26, it becomes evident that the error of greatest magnitude occurs between 60,000 to 105,000 seconds. This time period corresponds to the simulated heating of the sections defined by nodes 22-39 which reveal the location of the defect. Further, the analysis shows that this error is positive in magnitude for nodes less than 430, and negative in value for nodes greater than 435. This response matches the behavior observed earlier for a surface crack. Measurement points (nodes) existing on the same side of the heating source heat faster and thus obtain a positive error voltage. Temperatures (voltages) on the surface opposite of the crack and heating source experience a delay in transit time (and thus a negative error) around the crack defect, as well as temperature dissipation during its travel. The temperature dissipation may be observed by noticing that the magnitude of error in figures 4-26 (A)-(C) is greater than that occurring in figure 4-26 (D)-(E). In a practical situation, these results can be used as crude indicators of potential defect sites. The rough locations indicated can subsequently serve as the guide to examine the area more closely by focusing the laser more narrowly on the physical sample.

4.5 COMMENTS AND DISCUSSION OF RESULTS

A detailed analysis of the single and multiple focused heat pulses provided the framework for ensuring the validity of the traveling laser heat source. Simulations of this traveling focused heat source technique was applied to ideal one-, two-, and three-dimensional samples and verified from a thermal viewpoint to ensure an appropriate and valid behavior existed between the models.
Surface cracks existing upon a two-dimensional sample present a large opposition to heat flows in the thermal model. Placing a large value resistor at the location of the crack easily simulated this scenario. The resistor offered such a large opposition to electrical current flow (representing conduction heat transfer) that the current had to travel around the defect creating a delay in the response function and a reduction in the peak temperature. These changes experienced the greatest delay on the locations directly opposite the simulated cracked region. These behavior patterns were shown to qualitatively correspond very well with the expected behavioral trends for both pure and cracked surface samples. By analyzing the transient voltages (temperatures) upon a time domain analysis, the location and type of defect were accurately detected without reference to a pure test sample.

The differential thermal analyzer (DTA) simulator operated two identical two-dimensional electrical circuits simultaneously to model heating of a test structure and a reference sample, concurrently. An analysis between the magnitude of the error voltages and the time that they occurred verified proper electro-thermal relationships for the differential thermal analyzer simulator and generated the error voltages indicative of a physical crack. These results, in themselves, would be sufficient to isolate the location of defects in materials.
CHAPTER V
CONCLUSIONS

5.1 OVERVIEW

The heat transport mechanisms and thermal conduction models were all effectively simulated on the basis of electrical equivalents. Specifically, only DC sources, resistors, and capacitors were shown to be sufficient to model the thermal system completely. Voltage magnitudes in the electrical model corresponded exactly with the temperatures of the thermal system representing a valid relationship and equivalence between the two transport models.

The one-dimensional model compared the transient and steady state response of both systems to ensure an accurate representation. Here, verification was proven by comparing the behavior of the electrical model to that of the thermal model as a function of time. Validation of the model was implemented by comparing the voltage and temperature magnitudes at various times. It has been shown that the accuracy (and hence, the validity) of the electrical model increased with a reduction in sub-section size.

Two- and three-dimensional models were constructed through simple geometric combinations of one-dimensional circuits. The transient and steady state behavior of these models were analyzed from both an electrical and thermal viewpoint to verify a correct representation.

Material defects were introduced as large sub-section resistances at the location of the discrepancy to simulate surface cracks upon the physical sample. The results for the simulated scanning heat source upon the electrical model corresponded identically with
the expected behavior of both a pure and a cracked physical sample, verifying sound simulation procedures for the model.

A differential thermal analyzer simulator was also developed for possible application to non-intrusive diagnostics. It was applied to a test sample containing a defect and a reference standard simultaneously. The aim was to evaluate the magnitude and time delays (if any) for a difference voltage generated at each node as a function of time. By observing the temperature differences between the sample and the reference standard, it was shown that material defects could be correctly located.

5.2 SUMMARY

This thesis research focused on heat and thermal conduction and their role in the electrical engineering field. The self-heating of electronic devices and thermal management issues are of prime importance in integrated circuit technology. Temperature increases produced by the internal heat generation affect several parameters of electronic devices that collectively alter their overall response characteristics. These internal temperature increases need to be taken into account for all device optimization and design procedures.

Computer simulations provide a method to study the response and behavior of real world systems through numerical evaluations based on software that is designed to mimic the system's operational behavior or characteristics. The simulations employed in this thesis analyzed thermal transport and heat flow, both under transient and steady state conditions for a physical sample.
A model allows the analyst to experiment with a representation of the system and produce safe and cost effective results. An electrical analogue model was constructed and analyzed with the SPICE circuit simulator to represent the thermal system. This equivalent model offered the benefits of improved efficiency and computational speed for analyzing the thermal system with parameter alterations.

The five general techniques for analyzing thermal modeling self-heating problems include the following: Computer Aided Finite Difference Techniques, Computer Based Finite Element Techniques, The Transmission Line Matrix Method, Thermal Analysis Using The SPICE Circuit Simulator, and Analytical Techniques and Fourier Series Solutions.

The Computer Aided Finite Difference Technique assumes that heat flow may be adequately represented by a non-linear diffusion equation in accordance with Fick's law. Although this technique is simple in concept, it is neither a very fast nor accurate method. As compared to the finite-element method, a larger number of nodes are required for comparable accuracy. This increase in the matrix size for accuracy then increases the computational burden. Also, since the final solution is not explicitly expressed in terms of an equation, the technique does not provide physical insight and is not very intuitive. There is a more serious problem with this technique for simulations of power pulses of high magnitude and short durations. Using a smaller time step in the equation may minimize this problem, but it also significantly increases the computation time.

Computer Based Finite Element Techniques are based upon variational approximations of the heat equation. This technique may be applied if rigorous solutions to complicated geometric structures are desired. The primary difficulty with the FE
method is that it requires a great deal of expertise and experience to decompose the geometry into finite elements and set up trial solutions.

The Transmission Line Matrix (TLM) method analyzes a discretized segment of a semiconductor material as a differential element of a transmission-line circuit. In this procedure, the heat flow problem is transformed into an equivalent problem of evaluating the time dependent propagation of voltage waveforms across the nodes of a distributed transmission line network.

The advantage of the TLM method is that it provides an exact time-domain solution for the network by considering the propagation of delta pulses from the various source nodes. The disadvantage of this method is that it is not very well suited for steady state thermal analysis.

The equivalence between the thermal system of equations and the variables of circuit theory, immediately suggests the use of circuit simulators for the solution of the thermal problem. This technique compares a differential element of volume within a semiconductor material denoting a unit cell for the thermal problem to an equivalent electrical building block. This equivalent electrical network could be solved for a given set of current (representing thermal) excitations, using the commercially available SPICE simulator yielding all node voltages (representing temperatures) as a function of time.

This approach can easily be generalized to include the temperature dependence of the thermal conductivity and specific heat by employing voltage controlled resistor and capacitor elements. The added advantage is that in addition to time-domain analysis, this technique would easily furnish the frequency response characteristics based on the built-in capability of the SPICE simulation tool.
Analytical Techniques and Fourier Series Solutions are the least intensive computationally and provide closed form expressions for the internal device temperature. Quantities of interest such as the thermal resistance and peak surface temperatures can easily be obtained. However, most of these methods are intended for analysis under steady state operating conditions.

Electro-thermal modeling began with simulating the heat transfer mechanisms of conduction, convection, and radiation. Conduction heat transfer occurs when heat travels from warmer to cooler objects. The physical model for this transport mechanism analyzed a bar with constant cross sectional area divided into discretized sections. A constant heat source existed at the left end of the bar and the right end was held constant at ambient temperature.

The electrical model for heat conduction represented each section of the bar as an electrical resistance and the temperatures as proportional voltage sources. Resistance values were computed according to the length and material properties of the corresponding section. The magnitudes of these resistances assured the proper distribution of the potential difference between $V_{\text{heat}}$ and $V_{\text{ambient}}$ at the voltage nodes (representing the section junctions) validating the model for steady state thermal conduction.

Convection heat transfer occurs between a solid boundary and fluid in motion along its surface. The heat in the thermal model traveled from the gas to the left side of the cylinder wall (convection heat transfer), through the cylinder wall (conduction heat transfer), and from the right side of the cylinder wall to the coolant (convection heat transfer).
In order to model this heat transfer mechanism electrically, a series resistance circuit was created. The temperatures of the gas and coolant were modeled as proportional DC voltage sources. Series connected resistors modeled the thermal resistance for the gas layer, cylinder wall, and coolant.

Thermal radiation is energy emitted by matter as a result of changes in the electron configuration of the atoms or molecules. The mathematical model computes emitted radiation as a result of surface temperature and magnitudes for absorption, reflection, and transmission by their respective coefficients.

A series-parallel electrical network simulated this mechanism. The potential difference across each resistor related directly to the amount of radiation transferred by that means.

A one-dimensional model was constructed to simulate unidirectional heat flow along a single axis. This model was constructed using voltage and current sources, resistors, and capacitors. These component values were derived from physical properties of the thermal model. The voltage source was used to represent the ambient temperature reference. Current sources were used to simulate the heat generated from a laser beam. Specific heat of the thermal system was modeled electrically as capacitance. Finally, resistors were used to represent the thermal conductivity of the physical model.

The initial state, heating transient, steady-state, cooling transient, and final state of the thermal model was compared behaviorally and quantitatively with the response of the electrical model to prove verification and validation between the models. This procedure was conducted for two models to derive a relationship between sub-section size and
accuracy. A comparison of the results revealed that an increase in accuracy occurred with a reduction in sub-section size.

One-dimensional analysis then continued with temperature dependant features. An in-depth investigation of how the electrical and thermal models responded with a temperature dependant thermal conductivity was presented in this section. This feature was modeled electrically as voltage controlled resistors and increased both the rate of heating and cooling of the sample and also the maximum temperature attained.

Finally, one-dimensional analysis concluded with analyzing the results obtained from a focused heat source (which heats the sample at a particular point on the sample), a cyclic heat source, and a traveling focused heat source.

A two-dimensional sample was constructed of several intersecting one-dimensional models lying parallel to the x- and y- axis, forming a geometric plane. This plane was divided into nine equivalent square sections. The corners of each section existed at a voltage node. When a particular section was simulated as being heated physically with a laser, the corresponding current sources at the corners were activated to simulate the introduction of heat. The transient behavior of a traveling laser, heating each section in succession was analyzed and compared to the electrical model to verify the relationship between the models.

The three-dimensional model was constructed as a combination of two two-dimensional models with several intersecting one-dimensional circuits. In this representation, it was found that the voltage upon the bottom surface of the sample responded slower and reached a lower magnitude from that of the top surface. This
action relates to the physical model in that the heat dissipates and is delayed at the bottom due to transit time incurred through the material.

Non-intrusive thermal diagnostic (NTID) testing is generally conducted by subjecting the samples under test to pulsed thermal stimuli. This has become possible with the advent of pulsed lasers, which are being used to locally heat sections of the samples under test. It has been shown that NIDT requires the analysis of transient heating and cooling curves at various sections of a sample when it is subjected to external laser pulses to induce heating. Initially, the transient behavior of the traveling focused heat source is discussed and verified for a pure sample in the absence of any defects. Next, material defects are introduced to gauge the differences in the thermal transient signal.

The laser source provided the energy for localized and directed thermal heating. In general, advantages of the laser based thermal technique included: (i) High speed by using the fast laser scanning and/or ultra-short laser pulses. (ii) The ability to magnify cracks and defects by facilitating a reopening of pores and cracks as the result of a thermal expansion process.

A crack upon the surface of a body is simulated as a high sub-section resistance at the location of the defect. The greater resistance offers an increased opposition to current flow in the electrical circuit simulating a corresponding hindrance to conduction heat flow in the thermal model. This surface discontinuity causes heat to travel around the defect creating a delay in response on the side opposite from the heat source. Also, since the heat takes a non-direct path to the other side (across the crack), greater heat is dissipated during its travel causing the resulting temperatures to be of lower magnitudes.
than what would occur if the sample had no defect. It has been proven through simulations that the voltages existing at the nodes upon the surface of a two-dimensional electrical circuit corresponds behaviorally and quantitatively with the temperatures of the thermal system (at the same reference points) for the simulated crack defect.

By analyzing the results of the two-dimensional scanning simulation, the location and type of defect may be detected by analyzing the transient voltage (temperature) at selected locations upon a time domain analysis. This process may be simplified with the aid of a differential thermal analyzer (DTA) simulator.

The differential thermal analyzer simulator was used to probe a sample for surface defects by comparing the thermal transient results against those from a known, pure sample. Each point (as a function of time) of the test sample was compared with the corresponding point (and time) of the reference standard to determine if the test sample possessed surface defects. The output voltage of interest was set equal to the voltage difference (termed the error voltage) between the corresponding nodes of the two samples. Using this technique, the location and type of defect was discovered by observing the location and time at which the greatest error voltage signal occurred.

5.3 **SCOPE FOR FUTURE WORK**

This thesis served as an introduction to electro-thermal modeling and differential thermal analysis simulation. The basic concept of using an electrical equivalent model to represent a physical material was presented. The work, however, is far from complete. Much more study of the material is required to advance and perfect this technique. Thermal analysis may be conducted in the laboratory to validate the conclusions made in
this research. It would be interesting to also work in reverse, by constructing the SPICE model using a thermal plot of the material. Other ideas to explore include heating and cooling durations for the heat source, variations in dielectric properties, and discontinuities in thermoelectric potentials. The results of corrosion resistance, changes in specific heat, and decomposition effects may also be investigated and simulated.

Further analysis may explore the results of multiple defects on or within (using the 3D circuit) the sample as well as quantifying the defect from error voltage and time delay magnitudes.

Improvements in the electrical model may include more available nodes (so that sub-section size may be minimized) to improve the accuracy of the model as well as varactors (voltage-controlled capacitors) to model temperature (voltage) dependant specific heat.

It is my hope that this research is continued such that more advanced models are constructed with ever widening practical applications.
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