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CHAPTER IV 

PERFORMABILITY ANALYSIS OF A JLS DRIVEN BY 

A LUMPED PROCESS 

IV. 1 INTRODUCTION 

In Chapter I, the term output performance metrics was introduced to refer to 

the steady-state mean output power, JWJ and the mean output energy, Jo- Likewise, 

the term network performance metrics was introduced to refer to the mean time 

to failure, MTTF, and the mean time to repair, MTTR. A unified framework for 

the output and network performance metrics is what is called here performability 

analysis. In order to attain this goal, Problem 5 is entirely solved in this chapter. 

It is shown in Section IV.3 that the output performance metrics of the closed-loop 

control system driven by the lumped process p(k) = 0(z(fc)) are explicit functions 

of the network performance metrics of the network architecture characterized by the 

system availability process p(k). This connection implies that it is not possible to 

require a certain level of performance for the closed-loop control system without 

explicitly taking into account the performance of the network architecture. In effect, 

the sensitivity formulas given in Section IV.3 show how a small change in the network 

performance affects the output performances. This unified framework represents, to 

the best of our knowledge, a new contribution in the theory that integrates two 

fields of study, (discrete-time) dynamic system theory and (discrete-time) reliability 

theory, that so far have been addressed separately. 
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The chapter is organized as follows. In Section IV.2, new sufficient conditions for 

the existence of the MTTF and the MTTR are given when the system availability-

process p(k) is a 2-state lumped NHMC. Sufficient conditions for the existence of 

these network metrics have been given in [36] for an NHMC £(/c), which is not 

the result of a lumping transformation. The conditions given in Section IV.2 are 

simpler and easier to test compared with those given in [36]. Indeed, the results 

obtained here take into account that p(k) is a lumped process. This facilitates the 

analysis because the derivations can be done in terms of the underlying process of the 

lumping transformation 0 and the joint process z(k). Some examples are given to 

show how these new conditions work. In Section IV.3, the derivation of a functional 

relationship between the output performance metrics of the JLS (III.2.1) and the 

network performance metrics is done. Finally, a summary of the results obtained in 

this chapter is given in Section IV.4. 

IV.2 NETWORK PERFORMANCE METRICS 

In this section, a brief review of the network performance metrics, MTTF and 

MTTR, is presented. Let p{k) be a 2-state HMC, not necessarily a lumped process. 

The time to failure (TTF) and the time to repair (TTR) are defined next. 

Definition IV.2.1. Let k0 € Z+ and assume that at this time instant the network 

is working correctly, that is, p(fco) = 0. The random variable 

Tko = mf{k > k0 : p(k) = 1} 

is called the time to failure (of the network architecture). The expectation of the 

TTF, E(rko), is called the MTTF. 
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Definition IV.2.2. Let k± G Z+ and assume that at this time instant the network 

is not working correctly, that is, p{k\) = 1. The random variable 

7
fcl = inf{fc > kx : p{k) = 0} 

is called the time to repair (of the network architecture). The expectation of the 

TTR, E(-yk°), is called the MTTR. 

Remarks 

As usual, the infimum of the empty set is taken to be oo. The TTF and the TTR, as 

defined above, are special cases of a more general concept called hitting times [36]. 

Let the transition probability matrix of p{k) be: 

Poo 1 - Poo 

1 - Pn Pn 

where p00 < 1 and pn < 1. Then it is known (see, e.g., [2,43]) that the MTTF, 

E(Tko), and the MTTR, E(~ykl), are given by 

E(rko) = — - — (IV.2.1) 

1 -Poo 

and 

^(7 fc l) = r
J — , (iv.2.2) 

1 - P n 

respectively. 

Remarks 

1. Since the network performance metrics given in (IV.2.1) and (IV.2.2) do not really 

depend on the specific time where they are calculated, the upper indexes ko and kx 

can be removed. 

n, 
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2. To simplify the notation, the MTTF and the MTTR will be denoted by a and /3 

respectively: 

a = MTTF = — - — (IV.2.3a) 
1 -Poo 

p = MTTR = — - — . (IV.2.3b) 

1 - P n 

The NHMC Case 

The formulas given above are widely known in the literature. However, the case 

when the process p{k) is an NHMC (not necessarily a lumped process) is less known. 

This case has been addressed, for example, by Platis et al. in [36], where sufficient 

conditions are given for the existence of the MTTF and the MTTR, and explicit 

values of these metrics are given for specific examples. When the process p(k) is a 

2-state lumped NHMC, simpler sufficient conditions can be derived in terms of the 

transition probabilities of the joint process, z(k). Moreover, a general formula to 

approximate the value of the MTTF and the MTTR can also be derived. 

For all the following results in this section concerning the lumped process p(k) = 

</>(z(fc)), it is assumed that p(k) is an NHMC for nz(0) € $ with transition probability 

matrix 
Poo(fc) poi(fc) 

n„(fc) = 

Pw(k) Pn(fc) 

In Lemma IV.2.1, the distribution probabilities of the random variables r and 7 are 
given. 

Lemma IV.2.1. Let Zi(k), i € J?L, be a set of independent HMCs with state space 

X2, and let z(k) be the joint HMC with state space Zf. Assume (j> is a lumping 

transformation and p(k) = (f)(z(k)); the system availability process with state space 
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X2- Assume that p(k) is an NHMC with transition probability matrix Hp(k). Let 

k0,ki G Z+ such that p(k0) = <f>(z(k0)) = 0 and p(fci) = 0(z(fci)) = 1. Then 

Pr(Tfc° = l)=p0i(fco), and 

t-2 

Pr(rfco = t)= p01(k0 + t-l) Y[poo(k0 + k), t > 2, t G Z + . (IV.2.4) 

fc=0 

Likewise, Pr(7fcl = 1) = pw(ki) and 

t-2 

Pr(7
fci =t)=p10(k1 + t-l)Y[pu(k1 + k), t>2,teZ+. (IV.2.5) 

fc=0 

Proof: For t = 1 it follows that 

Pr(rfe° = 1) = Pr(p(A;o + 1) = l\p(k0) = 0) = p0i(^o). 

Similarly, 

Pr(7
fci = 1) = Pr(p(fcx + 1) = 0|p(fci) = 1) = p10(fci). 

Equations (IV.2.4) and (IV.2.5) follow by induction and the Markov property of p(k). 

m 

Therefore, whenever the series (IV.2.6) and (IV.2.7) below converge, the MTTF 

and the MTTR are: 

oo t - 2 

E(rk0) = poi(k0) + J2tpoi(k0 + t-l) l[poo(ko + k) (IV.2.6) 
t=2 fc=0 

and 
oo t - 2 

E(lkl) = pio(fci) + ^2tp10(k1 +t-l) Hpnih + k), (IV.2.7) 
t=2 k=0 

respectively. 

Theorem IV.2.1 gives sufficient conditions for the convergence of these series and, 

thereby, for the existence of the MTTF and MTTR. 
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Theorem IV.2.1. Let Zi(k), i G J't, be a set of independent ergodic HMCs with 

state space 12, and let z(k) be the joint HMC. Assume 4> is a lumping transformation 

and p(k) = <j)(z(k)), the system availability process with state space X2. Assume 

that p(k) is an NHMC with transition probability matrix Up(k). Then the limits 

p0Q = lim poo(^) and Pn = lim Pn(k) exist and ifp00 < 1 then the series (IV.2.6) 
k—>oo k—>oo 

converges. Likewise, ifpn < 1 then the series (IV.2.7) converges. 

Proof: The existence of the limits p00 and pn is guaranteed by Corollary II.2.1. The 

sufficiency part of the theorem is only proved for the first case since the other one is 

similar. Observe that 

oo t—2 oo t—2 

5 3 W * o + t-l) ]Jpoo(ko + k)< ^ tY[p00(k0 + k). 
t=2 k= 

t-2 

Let R(t) = t JJpoo(^o + k). Then 

t=2 fc=0 t=2 fc=0 

t - 2 

fc=0 

t - 1 

JJpoo(fco + k) 

Y[poo(k0 + k) 
fc=0 

Taking limits on both sides of this equality gives lim ——--— = p00 < 1. Therefore, 
t—»oo R\t) 

by the ratio test for convergence, the claim follows. • 

By observing that 

P°° = ^ W 5 3 PZmn^zem < —TT- 5 3 *£"»> ( IV .2 .9 ) 
m,n£co m,n€to 

a variation of Theorem IV.2.1 can be given. 

Theorem IV.2.2. Let Zi(k), i 6 J?L, be a set of independent ergodic HMCs with 

state space X2, and let z(k) be the joint HMC with state space X2 and transition 
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probability matrix Tlz = [p^n], m,n € £• Assume (f) is a lumping transformation 

and p(k) = <f>(z(k)), the system availability process with state space X2. Assume that 

p{k) is an NHMC. If 

^ E I t < 1 dV.2.10) 
m,ni 

t/ien f/ie series in (TV.2.S) converges. If 

z u m,ne£o 

^k £ p-K * (IV-2 u) 

then the series in (TV.2.7) converges. 

Proof: The proof follows directly from (IV.2.9) and Theorem IV.2.1 • 

Remarks 

1. Notice that if (IV.2.10) and (IV.2.11) are satisfied with the inequality taken in the 

other direction, then the series do not converge, hence, the MTTF and the MTTR 

are not defined. 

2. To obtain the results given in Theorem IV.2.2, what is actually needed is that 

the inequalities TTZM0 > 0 and nzMi > 0 hold. These inequalities might be satisfied 

without some of the HMCs Zi(k), i € J2^, being ergodic. 

The following example shows how conditions (IV.2.10) and (IV.2.11) work. 

Example IV.2.1. Consider the transformation of L = 3 HMCs with transition 

probability matrices 

pl 1 — pl 

1-q* qi 

where p1 = 0, q1 = 0.3, p2 = 0, q2 = 0.5 and p3 = 0, q3 = 1. Observe that the HMC 

z3 is not ergodic since its transition probability matrix, n23, is not quasi-positive 

n,= , i = l ,2,3, 



67 

ABLE] 
zi(k) 

0 
0 
0 
0 
1 
1 
1 
1 

I: Transformation table for Examp 
z2(fcL 

0 
0 
1 
1 
0 
0 
1 
1 

zs(k) 
0 
1 
0 
1 
0 
1 
0 
1 

z(k) 

(0,0,0) 
(0,0,1) 
(0,1,0) 
(0,1,1) 
(1,0,0) 
(1,0,1) 
(1,1,0) 

(1,1,1) 

£(*(*)) 
1 
2 
3 
4 
5 
6 
7 
8 

le IV.2 
p(k) 

0 
0 
0 
1 
0 
1 
1 
1 

>.l 

(see Theorem A. 1.2). Since the transformation in Table II is a 2-out-of-3 system, 

S0 = {1,2,3,5} and Zx = {4,6,7,8}. By taking 7rZi(0) = [1 0], i = 1,2,3, one 

can show that the criterion of Theorem 22 in [19] is satisfied. Therefore, the system 

availability process p(k) = <p(z(k)) is an NHMC (for the specific assumed initial 

state probability vectors 71^(0)). 

Now observe that 

nz = 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 1 

0 0 0 0 0 0.5 0 0.5 

0 0 0 0 0 0.5 0 0.5 

0 0 0 0.7 0 0 0 0.3 

0 0 0 0.7 0 0 0 0.3 

0 0.35 0 0.35 0 0.15 0 0.15 

, M0 = 

1 

1 

0 

1 

0 

0 

0 

, M1 = 

0 

0 

0 

1 

0 

1 

1 

0 0.35 0 0.35 0 0.15 0 0.15 

and the stationary probability is vr2 = [0 0.1373 0 0.2745 0 0.1961 0 0.3921]. 

Therefore, the condition (IV.2.10), XlmnefoPmn/^z-^o = 0 < 1, is satisfied, which 

ensures the existence of the MTTF. However, the MTTR does not exist since the 
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condition (IV.2.11), Ylm,ne£i Pmn/^z^i = 3-83 < 1, is not satisfied. g 

Theorem IV.2.3 below gives general formulas that approximate the values of the 

MTTF and the MTTR when p(k) is an NHMC. First, to simplify the notation write 

Yl ^ (o)n*em 

l-Hk)=Mk)^^ , (IV.2,2) 

£ ^Pje, 
l - ^ ) = P i i ( f c ) = -m,Be£l 

7Tz(0)n*M! 

Then by substituting /i(&;) into (IV.2.6) and g(k) into (IV.2.7), it follows that 

t-2 

E(rko) = fc(fco) + ^ *(/i(feo + * - ! ) ) I l ^ 1 ~ h(k° + fc))' (IV.2.13) 
t=2 fc=0 

and 

oo t - 2 

£(7fcl) = <7(*i) + E *(̂ (fci + * - !)) I I ( 1 - 9(ki + k)), 
t=2 fe=0 

respectively. In addition, associate with the stochastic matrix II, introduced in Chap

ter II (see Corollary II.2.1), the HMC p with state space X2-

Let r and 7 be the TTF and TTR corresponding to the HMC p, and let E(T) 

and £(7) be the MTTF and the MTTR, respectively. 

Theorem IV.2.3. Let Zi(k), i £ ^ L , be a set of independent ergodic HMCs with 

state space I2, and let z{k) be the joint HMC with state space X^ and transition 

probability matrix Hz = [ p ^ ] , ^ , n £ £• Assume (f> is a lumping transformation and 

p(k) = (j>(z(k)), the system availability process with state space X2- Assume that p(k) 

is an NHMC. Then there exist t0 £ Z+ large enough such that E(rko) and E{^k°) 

can be approximated, respectively, by E(r) and £(7) as follows: 

E(rk°) - h(k0) + Sk° - H(p00) + E(T), (IV.2.14) 
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£(7fc0) = 9(h) + S* - G(p00) + Eft), 

where 

to i - 2 

t=2 

Sh° = Y t(<h^ + * - !)) n^1 - h^ + fc))' *° > 2' 
t = 2 k=0 

t0 t-2 

S'^^tigih + t-l^Hil-gih + k)), t0>2, 
fc=0 

to 

^(Poo) = (l-Poo)X^^oo1> 
t = l 

G(p11) = ( l - P i i ) E ^ i l 1 -

(IV.2.15) 

(IV.2.16) 

t = i 

Proof: Since each HMC Zi(k), i G J^L, is ergodic, the joint process z(k) is also 

ergodic according to Lemma II.2.1. Let nz be the stationary probability vector of 

z(k). Thus, for any e > 0 it is possible to find a value to(e) G Z+ large enough such 

that 

| | n t
2

0 -T7T z | |<£<l . 

By (IV.2.15) and the inequality above it follows that 

oo t - 2 

E(rko) = h(k0) + Sko + Y th(ko + t - 1) ]J(l - h(k0 + k)) 
t = t o + l fc=0 

/ Y PZmn^z^)l^zem\ 

m,n€£o h(k0) + Sk° + Y t 
t = t o + l 

7rz(0)l7r2M0 

V 
/ Y PZrnnKzem\ 

J 

t-2 X P™nKz(0)lirzei 

n 
fe=0 

rn,n€£o 

TTZ(0)1ITZM0 

= h(k0)+sk
h° + Y * 

t = t 0 + l 

m,n€fo 

7T Z M 0 

_2 X) ̂ ^ 

/ 

t - 2 

n 
fc=0 

m,n€£o 

KZM0 

t-2 

=h(k0)+sk
h°+ Y *(i-Pbo) n Poo 

t = t 0 + l 
oo 

fc=0 

Mfco) + 5{°+ Y t^-PooM 
4 - 1 
00 

t = t o + l 
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= h(ko) + Sk
h° + (1 - p00) ( ( 1 _ ^ ) a - E ^oo1) 

to 

= h(ko) + Sko + E(T) - (1 - p00) J2 ^oo1 

t=l 

= h(ko) + Sk
h°-H(p00) + E(r). 

Similar arguments prove the approximate formula for E(jk°). m 

IV. 3 PERFORM ABILITY ANALYSIS 

In this section, it is shown that the output performance metrics of the closed-loop 

control system driven by the lumped process p(k) = <f>(z(h)) are explicit functions 

of the network performance metrics of the network architecture characterized by the 

system availability process p(k). This performability analysis is first done for the 

i.i.d. case, that is, when p(k) is an i.i.d. process. Next, it is generalized for the HMC 

case, that is, when the lumped process p(k) is in an HMC. 

The i.i.d. Case 

Let Zi(k), % G J'L, be a set of independent i.i.d. processes with state space X5, and 

let p{k) be the system availability process with state space X2. By Theorem II.3.1, it 

is known that p{k) = <j>(z(k)) is also an i.i.d. process for any lumping transformation. 

In Section III.3, the probabilities Pr(p(fc) = i), i € X2, have been denoted hy p%- Thus 

if 0 < pi < 1, the MTTF, a, and the MTTR, /?, can be expressed in terms of the 

probabilities po and pi (see (IV.2.3)) as follows 

a = —!—, (IV.3.1a) 
1 -Po 

P=——. (IV.3.1b) 
I-Pi 
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From these equations it follows that 

po = 1 - - , (IV.3.2a) 

a 
Pi = 1 - i . (IV.3.2b) 

Equations (IV.3.2a) and (IV.3.2b) are used in Theorem IV.3.1 below to express the 

output performance metrics Jw and J0 as explicit functions of the network perfor

mance metrics (see Problem 5 in Chapter I). 

Theorem IV.3.1. Let Zi(k), i € J?L, be a set of independent i.i.d. processes with 

state space Is, and let z{k) be the joint i.i.d. process. Assume <$> is a lumping trans

formation and p(k) = cj){z{k)), the system availability process with state space Z2, 

that drives the JLS fill.2.1). Then the output performance metrics Jw and Jo are 

functions of the network performance metrics a and (5 given, respectively, by 

Jw(a,0) = tvfc0Q(a,p)cA (l - ^ + tv(c1Q(a,0)d[\ (l - i \ (IV.3.3) 

J0(a,p) = ti(c0M(a,P)C%\ (l - ^ + tr(c1M(a,/3)C^\ (l - ± Y (IV.3.4) 

where 

Q(a,P) = w-1((ln2-A(a,P))-1wec{B(a,P))\ 

A(a, (3) = A0® A0 (l - ^\ +A1 <g> AYl - ^ Y (IV.3.5) 

B(a, (5) = BQBl (l - ±) +BxBl (l - ^\, (IV.3.6) 

M(a,(3) = vec"^(7„2 - A(a,(3)y \ec(X°)Y 

Proof: It follows directly from Theorems III.3.1 and III.3.2 by taking into account 

(IV.3.2a) and (IV.3.2b). • 

The sensitivity of Jw and JQ with respect to a and (3 are defined next. 
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Definition IV.3.1. Let 5* = (a*,p*) be such that the i.i.d. JLS (III.2.1) is MSS. 

The sensitivity of Jw and J0 with respect to a and /3 are denoted by Sw(a), Sw(/3) 

and So(a), SQ(/3), respectively, and are given by 

Sw(a) = 

S0(a) = 

a dJw(a,P) 

Jw(a,P) da 

a dJ0(a,P) 
J0(a,P) da 

q / m _ P dJw(a,/3) 

g=5,' *wW-Jw(a,P) dp 

cra\- P 9J0(a,p) 
5=6* Mot,p) dp 

8=8* 

8=8* 

The partial derivatives of Jw and Jo with respect to a and P are given next. The 

result can be derived directly from Theorem IV.3.1 

Theorem IV.3.2. Let 6* = (a*,/?*) be such that the i.i.d. JLS (111.2.1) is MSS and 

let Q* = Q{8*), M* = M(6*), A* = A(5*) and B* = B(8*) be the values ofQ, M, A 

and B at this point, respectively. Then 

dJw(a,P) 

da 

dJw(a,P) 

= tr Co 
6=6" 

dQ(a,P) 

dp 

dJ0(a,P) 

8=8* 

da 

dJ0(a,p) 

8=8* 

dp 

trlCi 

= t r ( d 

tr(c0 

= tr(c0 

trfcx 

= trfd 

da 

dQ(a,p) 
da 

dQ(a,P) 
dp 

dQ(a,P) 
dp 

dM(a, p) 

8=8* 

8=8* 

8=5* 

5=8* 

c\ 

cl 

da 

dM{a, P) 

8=5* 

da 

dM(a, p) 

triC, 

dP 

dM(a, p) 

dp 

8=8* 

8=8* 

8=8* 

8=5* 

cl 

c 

T 

1 
l - - = - ) + tr(C0Q*C( 0 

a* + 

1 >y 

P* + 

a* 

1 

1 p* 

a . / + t r^„M.Q n - | + 

1 

l - l ) + tr(ClM-Cf)(i)2
+ 

1 - i 
a* 

where 
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da 
WW) =vec-inIn2-A*)-^(Ao®Ao)(J-)\In2-A*)-\ec(B*)+ 

5=5* V \ a ' 

vec 

dp 
dQ^ ® I = vec"1 ((/„, - A*)-\{Ai ® Ax) (j^ (Jn2 - ^ ) - 1 v e c ( ^ ) + 

v e c ^ B O ^ ) 2 ) ) , 

9M(a, 0) | = ^ ^ ( ^ _ ^ - i ( ^ g, ̂  ^J_y (/n2 _ ^ " V e c ( X o ^ } 

1 ((/„, - ^ ) _ 1 ( ^ i ® AO f-^) (/„» - A*y\ec(X0)). 

da 
dM(a,p) 

dp vec 

Proof: These identities follow directly from taking partial derivatives in (IV.3.3), 

(IV.3.4), (IV.3.5) and (IV.3.6). • 

Therefore, a change in the value of Jw at the specific point 8* = (a*,/3*) caused 

by a small change in S, d5 = (da, d/3), is given by 

dJw(a,(3)\5=5, = 
dJw(a,P) dJw(a,(3) 

da dp (5=5* 

da 

dp 
(IV.3.7) 

Similarly for J0, 

dJ0(a,p)\5=s, = 
dJ0{a,p) 8J0(a,p) 

da dp 6=6* 

da 

dp 
(IV.3.8) 

Since po +Pi = 1, from (IV.3.2) it follows 

13 a 

Hence, a and P can not change arbitrarily. If we consider a a s a function of P then 

dot = — (/3i1)2 dp. Likewise, if one considers /? as a function of a then dp = — ,_^2rfo;. 
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In this case, (IV.3.7) and (IV.3.8) take the scalar form 

dJw{P)\p=p* — 

dJw(a)\a=a* = 

dJw(a,P) 1 dJw{a,P) 

da ( /?*- l ) 2 dp 

dJw(a,p) dJw(a,p) 1 

dP, 
5=5* 

da dp (a* - l )2 da, 

(IV.3.9a) 

(IV.3.9b) 
5=5* 

and 

dJ0(P)\p=/3* = 

dJo(a)\a=a* = 

dJ0(a,P) 1 dJ0(a,p) 
da (P* -1)2 dp 

dJ0(a,p) dJQ(a,P) 1 

dp, 
5=5* 

da dp {a* - l )2 da, 
5=5* 

respectively. 

The following example computes the sensitivity of the steady-state mean output 

power, Jw, with respect to the MTTF and the MTTR. 

Example IV.3.1. Let ziy i G J*L, be a set of independent i.i.d. processes with 

state space T2 = {0,1}. Let z(k) be the joint i.i.d. process and p = <j>{z{k)), the 

system availability driving the i.i.d. JLS (III.2.1). Let p*0 = Pr(p(fc) = 0) = 0.8 

and pi = Pv(p(k) = 1) = 0.2 be the probability distribution of p(k). Consider the 

following matrices 

Ac 
0.5 

0 

- 1 

- 1 
, Ax = 

0.3 0 

- 2 0.8 
Bn = 

0.2 0.5 

1 0 

0.8 

0 

1 

- 1 
j Co — 

2 0.3 

0.4 0.8 
, Ci = 

- 2 0.5 

1 0 
Bx = 

Since the spectral radius of A is 0.128, then by Lemma III.3.1 the JLS (III.2.1) is 

MSS. 
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From (IV.3.1a) and (IV.3.1b), the specific value of 5 is 5* = (a*,p*) = (5,1.25). 

Following Theorem IV.3.1, from the matrices above the specific values of A, B and 

Q are determined to be 

A* = A(6*) = 

0.218 -0.4 -0.4 0.8 

-0.12 -0.352 0 0.8 

-0.12 0 -0.352 0.8 

0.8 -0.32 -0.32 0.928 

B* = B{5*) = 
0.56 -0.04 

-0.4 1 

From Theorem IV.3.2, it follows that 

dQ(a,(3) 

, Q* = Q(5*) = 
14.6809 16.5195 

16.5195 30.1701 

da 

dQ(a,(3) 

S=5* 

8(3 5=6* 

0.7044 0.8844 

0.8844 1.2468 

1.8952 -3.7401 

-3.7401 16.7489 

Then, Equation (IV.3.7) becomes 

dJw(a,p)\5=5, 9.3271 45.4732 
da 

dp 

When Jw is only taken as a function of a, (IV.3.9b) yields 

dJw(a)\a=a* = 6.485 da. (IV.3.11) 

Likewise, when Jw is only taken as a function of /?, (IV.3.9a) yields 

dJw(J3)\f,=f,. = -103.7604 dp. (IV.3.12) 
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From (IV.3.11) and (IV.3.12), one can conclude that the steady-state mean output 

power is more sensitive with respect to the MTTR than with respect to the MTTF. 

However, it is observed that a positive change in the MTTF increases the value of 

Jw and, on the other hand, a positive change in the MTTR significantly decreases 

the value of Jw. 

The HMC Case 

The performability analysis when the lumped process p(k) = <j>{z{k)) is i.i.d. can 

also be done when p(k) results in an HMC for all initial state probability vectors of 

z(k), that is, when nz(0) e Ez. From (IV.2.3) it follows 

Poo = 1 - - , (IV.3.13a) 
a 

Pn = 1 - ^ (IV.3.13b) 

Thus, 

1 - \/a \la 

[ 1/(3 1 - 1//3 _ 

The sensitivity of Jw and J0 with respect to a and (3 are defined similarly as for 

the i.i.d. case. By taking into account (III.2.3), (III.2.4) and (III.2.5), the following 

theorem relates the output performance metrics with the MTTF and the MTTR. 

Theorem IV.3.3. Let Zj(fc), i G J'L, be a set of independent HMCs processes with 

state space Xg, and let z(k) be the joint HMC process. Assume <j> is a lumping 

transformation and p(k) = <j>(z(k)), the system availability process that drives the 

JLS (111.2.1). Further assume that p{k) is an HMC for all nz(0) 6 Ez and has state 

space 12. Let 5* = (a*,f3*) be such that the JLS (III.2.1) is MSS. Then the output 
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performances metrics, Jw and JQ are functions of the network performance metrics 

a and ft as given below: 

Jw(a,P) = tr 

Jo(a,/3) = t r 

Bw[Q0(a,/3)n0
p + Q1(a,/3)nl 

X° Q0(a, (3) Pr(p(0) = 0) + Q^a, p) Pr(p(0) = l) 

(IV.3.14) 

, (IV.3.15) 

where Q = (Qo, Qi)- The partial derivatives are given by 

dJw(a,P) 

da 

dJw(a,P) 

dp 

dJ0(a,P) 
da 

dJ0(a,P) 
dp 

where 

6=6* 

6=5' 

6=6* 

6=S* 

tr B 

= tr F 

5=6* 

6=6* 

tr [X 

= t r U 

dQ0(a,P) 0 dQx{a,P) l 

da *' + —da—^. 

dQ0(a,P) 0 dQx{a,p) 1 
TV + TV 

dp ' d/3 ' 

?9pH pr(p(0) _ 0) + °9p® Pr(p(0) - 1)' 
da da 

^ i a P r ( p ( 0 ) = 0) + ^ i a P r ( p ( 0 ) = l ) 

5=6* 

6=6* 

dQ(a,P) 
da 

dQ(a, 

dp 

dA(a, 
da 

dA(a, 

P) 

P) 

P) 

dA(a,p) 

6=6 

6=6 

da 

dA(a, P) 

dp 

6=5* 

5=6* 

= tp-l({in2-A*y1( 

= <P-i((in,-A*y1( 

= diag(AQ®A0,A1®A1)(
dU^(3) 

6=5* 

5=5* 

{In2-A*)v{C)\, 

{in2-A*ylip{c)\ 

h2 \, 

= diag(A0®A0,A1®A1)(
dUp^P) 

6=5* 

6=5* 

Proof: Equations (IV.3.14) and (IV.3.15) follow from (III.2.4) and (III.2.5), respec

tively. The partial derivatives follow directly from (IV.3.14) and (IV.3.15) and by 

taking into account (III.2.3). • 

Since in this case a and /? are not related, these parameters can change arbitrarily. 

Therefore, a change in the value of Jw at the specific point S* = (a*,P*) caused by 
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dJw(a, P)\s=s. = 
dJw(a,p) dJw(a,p) 

da dp 6=5* 

da 

d(3 

Similarly for J0: 

dJ0(a, P)\5=5. = 
dJ0(a,p) dJ0(a,p) 

da dp 5=5* 

da 

dp 

IV.4 SUMMARY 

In this chapter, new sufficient conditions have been given to guarantee the exis

tence of the MTTF and the MTTR when a network architecture is characterized by a 

2-state lumped NHMC system availability process p(k) — 4>(z(k)). Since these con

ditions were given in terms of the transition probabilities of the underlying process, 

z(k), the criterion is easy to check. In addition, general formulas to approximate the 

values of the MTTF and the MTTR were given in terms of the steady-state proba

bilities p00 and pn introduced in Corollary II.2.1. A new unified framework between 

closed-loop control system theory and fault-tolerant network architecture has been 

given in Section IV.3 when the lumped process p{k) is an i.i.d. process or an HMC. 

The output performance metrics Jw and Jo have been expressed as a function of 

the MTTF and the MTTR, and sensitivity formulas were given to see how a small 

change in these network performance metrics affect the output performance metrics. 
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CHAPTER V 

CONCLUSIONS AND FUTURE RESEARCH 

In this chapter, the main conclusions of the dissertation are given. The objectives 

established in Problem 1 through Problem 5 in Chapter I have been successfully 

reached as explained below. 

Problem 1 

a) The probability distribution of p(k), Pj(k) = Pr(p(k) = j), j G Xg, was given 

in Lemma II.2.2. This result only assumes that p{k) is a well-defined stochastic 

process, which is the case since the lumping transformation, 0, is a measurable 

function. Therefore, the probability distribution of p(k), given in II.2.3, is valid in 

particular when the system availability process results in either an NHMC or an 

NMC. These probabilities are easy to calculate as they are given in terms of the 

initial state probability vectors 7rZi(0), i G J?L, and the transition probability matrix 

of the joint process z(k), Hz, that are assumed to be known. 

b) The availability of the system at steady-state, lim Pr(p(A;) = 0), was derived 
fc—>oo 

directly from Lemma 11.2.2, and the result is presented in Theorem II.2.1. 

c) The one-step transition probabilities of p(k), Pij(k) = Pr(p(k + 1) = j\p(k) = 

i), i,j G Xe, were derived in Theorem II.2.2. It was shown that they are well-

defined probabilities if the probabilities of the system to stay in each mode satisfies 

Pr(p(fc) = i) > 0, i G Xg. The one-step transition probabilities given in (II.2.7) result 

in the well defined time-varying stochastic matrix Tlp(k) for the particular case when 

the system availability process, p(k), has only two states. 
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d) The steady-state value of the one-step transition probabilities Pij(k), lim Pij(k), 
k—>oo 

were derived in Theorem II.2.3 assuming that the HMCs Zi(k), i 6 J'L are ergodic. 

With this result, the matrix np(A;) becomes the stochastic matrix II at steady-state. 

This matrix was used in Theorem III.5.1 to get a new result regarding the MSES of 

a JLS driven by an NHMC. 

Problem 2 

a) Under the hypothesis that the i.i.d. processes z^k), i £ J^ , are mutually inde

pendent, it was established that the lumped process p(k) is also an i.i.d. process. 

The result is given in Theorem II.3.1. 

b) The output performance metrics Jw and Jo for the i.i.d. JLS (III.2.1) were pre

sented in Theorems III.3.1 and III.3.2, respectively. 

c) The benefit of using these new formulas for Jw and Jo, instead of the known 

ones for the HMC case, was explained in the same section where the formulas were 

derived. Essentially, this benefit is based on computational issues related to the lower 

dimension of the matrix A in comparison to the matrix Ai. 

Problem 3 

To analyze the MSS and the output performance metrics of the JLS (III.2.1) 

driven by p(k), when it is an NHMC or an NMC, a new result, Theorem III.5.2, 

is presented. Specifically, it was proved that the joint process 6{k) = (z(k),p(k)) 

becomes an HMC with the same transition probability matrix as the joint HMC 

z(k). Therefore, by introducing a new JLS, driven by the process 0(h), and taking 

into account the notion of model equivalence, it is possible to analyze the MSS and 

the output performance metrics of the JLS (III.2.1) driven by p(k). 
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Problem 4 

Sensitivity formulas to analyze the effect of a small change in the probability of 

upset on Jw and J0 have been given in Theorem III.3.3. These results directly follow 

from the ones given for Jw and J0 in Theorems III.3.1 and III.3.2, respectively. 

Problem 5 

When the lumped process p{k) is either an i.i.d. process or an HMC, it was shown 

that the performance metrics Jw and J0 of the JLS (III.2.1) are explicit functions 

of the MTTF and MTTR for the network architecture represented by p(k). These 

results, which are given in Theorems IV.3.1 and IV.3.3, are one of the main con

tributions of this dissertation. They represent a new theoretical approach to better 

integrating system theory with the reliability theory. 

Future Research 

The following problems need further work. 

1. In Theorem II.2.3 it has been shown that the one-step transition probability 

matrix U(k) of the lumped process p{k) converges at steady-state to the constant 

stochastic matrix II. It is not clear if there exist a stochastic process, related with 

the matrix II, such that p(k) converges in some sense to this process. 

2. Even though Theorem III.5.2 provides analytical tools for analyzing the MSS of 

the JLS III.2.1 driven by the lumped process p{k) when it is not an MC, there is 

still a need to solve the computational problem regarding the dimensionality of the 

matrix Ai when one wants to check MSS. 
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APPENDIX A 

MARKOV CHAINS 

A. l BASIC CONCEPTS 

Let (O, J7, Pr) be a probability space over which all the stochastic processes con

sidered in this work will be defined. Let Xs — {0,..., S — 1}, S > 2, be a finite set. 

In this appendix, a brief review is given about MCs that take values in Xs- The set 

Xs is called the state space of the MC. 

Definition A.1.1. Let A = [ctij], i,j G Xs, be a square matrix with components 

from M. It is said that A is a stochastic matrix (by rows) if 

1. For all i, j G 2$: a^ > 0. 
5-1 

2. For all i G X5: VJ ai:;- = 1. 
j=o 

All the stochastic matrices considered in this dissertation are taken to be stochas

tic by rows. 

Definition A.1.2. Let {z(k) : k G Z + } be a stochastic process with state space X5, 

and let 

Pij(k)^Pi(z(k + l)=j\z{k)=i) 

be the one-step transition probability from the state i at time k to the state j at 

time fc + 1 such that II(fc) = [Py(^)] hj G X5 is a stochastic matrix. Let 7r(0) = 

(po7 •••iPs-i) 'with pj = Pr(z(0) = i), i G X5, be a vector called the initial state 

probability vector of z(k). It is said that the process z{k) is an MC with transition 
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probability matrix H(k) and initial state probability 7r(0) if the following Markov 

property is satisfied: 

Pr(z(fc + 1) = C(fc + 1) | z(k) = C(fc), • • •, (A.l.l) 

z(0) = C(0)) = Pr(z(A; + 1) = C(fc + 1) | z(fc) = C(*0), 

where Pr(z(fc) = C(̂ )> • • • i z(0) = C(0)) > 0) a n d C(^) is a state of z(k) in Xs at time 

fc. 

Remarks 

1. When the one-step probabilities Pij(k), i,j € Xs, do not depend on time k, the 

MC is said to be an HMC. Otherwise, it is called an NHMC. 

2. Let z(k) be an HMC. The expression pj- is used to denote the A;-step transition 

probability from the state i to the state j , that is, pj. = Pr(z(fc) = j \ z(0) — i). 

Correspondingly, the stochastic matrix U^ = [pj- ] is called the fc-step transition 

probability matrix of the HMC z{k). It is known that n(fc) = Uk = II x • • • x II. 
k times 

Let z(k) be an HMC with state space Xs- The vector n(k) = [(Prz(fc) = 

0 ) , . . . , (Prz(fc) = 5 — 1)] is called the state probability vector of z(k) at time k. 

The following theorem will be used throughout this work. 

Theorem A . l . l . Let z(k) be an HMC with transition probability matrix U. and 

initial state probability vector 7r(0). Then 

Tr(Jfc) = 7r(0)nfc, fc£Z+, 

where n° is identified with the identity matrix IsxS-
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Definition A.1.3. Let z(k) be an HMC with state space Xs, one-step transition 

probability matrix II — [pi:?-] and A;-step transition probability Il(fc) = [p>- ]. It is said 

that z{k) is ergodic if the limits 

*! = I™ pg} 

fc—>oo 

1. exist for all j G Xs, 

2. are independent of i EXs, and 

3. for all j G Xs, Wj > 0 such that 2_jnj = 1-
5 - 1 

J=0 
Remarks 

1. The vector n = [7Ti,..., 7rs_i] is called the stationary probability vector of z(k) 

and can be found by solving the left eigenvector equation: 

7T = 7rII. 

2. Since the limits -Kj — lim pj- are independent of i, then lim 7r(fc) = it. 
k—»oo fe—»oo 

Definition A.1.4. Let z(fc) be an HMC with state space Xs and transition prob

ability matrix II = \pij\. If all entries of IIfc are positive for some k G {2,3,...}, 

it is said that IT is quasi-positive. If for each pair of indexes i,j £ Xs there ex

ists an n G Z + such that p\™' > 0, it is said that the MC is irreducible. If 

1 =gcd{n > 1 : py*' > 0 V i G X5}, where ugcd" denotes the greatest common 

divisor, it is said that the MC is aperiodic. 

Theorem A.1.2. Let z(k) be an HMC with state space Xs and transition probability 

matrix II. Then the following statements are equivalent. 

1. The HMC z(k) is ergodic. 
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2. The transition probability matrix II is quasi-positive. 

3. The HMC z(k) is aperiodic and irreducible. 

When z(k) is an ergodic HMC with transition probability matrix II, the sequence 

of matrices {IIfc : k G Z+} converges to a stochastic matrix, II, whose rows are 

precisely equal to the stationary probability vector n. 

A.2 A NOTE ABOUT LUMPABILITY 

Let z(k) be an HMC with state space Is, and let E be the set of all initial state 

probability vectors, 7r(0). Let £ be any function that lumps or aggregates the states 

of z(k). The function £ is called a lumping transformation, and lumpability is the 

theory that determines conditions under which the lumped process, £(z(fc)), results 

in a MC. When the lumped process is an HMC for all n(0) G S, it is said that the 

lumpability is strong. On the other hand, when this lumping transformation results 

in an HMC for 7r(0) € $, where $ is a proper subset of E the lumpability is said to 

be weak ( [23, p. 134]). Conditions under which a lumping transformation results in 

an NHMC have been established (see, e.g., [19]). These conditions also depend on 

the initial state probability vector 7r(0) of the HMC z(k). Therefore, MCs that result 

from a lumping transformation can be called lumped MCs to distinguish them from 

the MCs described in Definition A. 1.2, as they depend on the initial distribution 

of the underlying HMC z(k). Not all lumping transformations result in an MC. In 

this case, the resulting process is simply called a lumped process. This dissertation 

considers the effect of a lumping transformation on the MSS and performance of a 

closed-loop control system when it is driven by a lumped process. 
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