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ABSTRACT

WHO WROTE THE SCIENTIFIC NEWS? IMPROVING THE DISCERNIBILITY OF LLMS
TO HUMAN-WRITTEN SCIENTIFIC NEWS

Dominik Soós
Old Dominion University, 2024

Director: Dr. Jian Wu

Large Language Models (LLMs) have rapidly advanced the field of Natural Language Process-

ing and become powerful tools for generating and evaluating scientific text. Although LLMs have

demonstrated promising as evaluators for certain text generation tasks, there is still a gap until they

are used as reliable text evaluators for general purposes. In this thesis project, I attempted to fill this

gap by examining the discernibility of LLMs from human-written and LLM-generated scientific

news. This research demonstrated that although it was relatively straightforward for humans to

discern scientific news written by humans from scientific news generated by GPT-3.5 using basic

prompts, it is challenging for most state-of-the-art LLMs without instruction-tuning. To unlock

the potential evaluation capability of LLMs on this task, we propose guided-few-shot (GFS), an

instruction-tuning method that significantly improves the discernibility of LLMs to human-written

and LLM-generated scientific news. To evaluate our method, we built a new dataset, SANews, con-

taining about 362 triplets of scientific news text, LLM-generated news text, and the corresponding

scientific paper abstract on which the news articles were based. This work is the first step for fur-

ther understanding the feasibility of using LLMs as an automated scientific news quality evaluator.
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CHAPTER 1

INTRODUCTION

1.1 BACKGROUND

In recent years, the field of Generative Artificial Intelligence (GenAI), a branch of Natural

Language Processing (NLP), has experienced rapid advancements, opening new opportunities for

generating comprehensive textual content [24]. Among the various breakthroughs, large language

models (LLMs) such as GPT3/4 [1], [8], [19], Claude 3 family [2], LLaMA 3 [39], and Mistral

[18] have emerged as powerful tools for various NLP tasks, more specifically for producing infor-

mative text across domains [22], [36] and the automatic evaluation of such content [10]. LLMs

have shown promising results regarding the scalability and evaluation of large amounts of news

text. However, these models have also introduced potential biases toward LLM-generated content

and this bias can potentially manifest itself by favoring certain styles and types of content that

resemble the data they were trained on [6], [12]. Such bias is especially harmful in scientific com-

munication, where accurate representation and evaluation are crucial. Scientific research papers

often contain complex ideas and specialized terminology for a specific domain that can be intricate

for nonexperts to comprehend. However, scientific news text plays an essential role in our society

bridging the gap between scientific advancements and the general public. This thesis explores the

potential of using LLMs as automated evaluators of news text and paving the way for mitigating

their bias toward other LLM-generated content to ensure fair evaluations of news text.
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1.2 PROBLEM DESCRIPTION

Fair evaluation of AI-generated content is of great importance for the advancement of GenAI

research, and guarding the quality of such content disseminated on the web. The fact that neu-

ral retrievers are biased toward other LLM-generated content can be traced back to source bias

[12]. Their study shows that neural retrieval models often rank texts generated by LLMs higher

than similar human-written texts. This bias exists because LLMs generate content that is more

semantically focused meaning that they have a higher semantic density therefore are easier for

retrieval models to process [13]. On the other hand, LLMs are often trained on large datasets that

may include LLM-generated content. These models then prefer other LLM-generated content.

This phenomenon aligns with the principles of machine learning where a model’s performance

is optimized for data distributions similar to its training set. Models trained on data that closely

resembles their test data perform better because they have learned the underlying patterns and fea-

tures present in that specific distribution [17]. In the context of automated text evaluation, bias

can result in preferential treatment toward LLM-generated content, which may not always reflect

the most accurate or relevant information we want to give to the general public. In Figure 1 we

can see the potential bias of the Evaluator LLM toward the news article written by Journalist GPT.

We verify the claims of [12] that giving a direct single score may only produce suboptimal results.

LLMs may use a set of underlying rubrics different from the rubrics built-in human common sense.

It is not easy to know what these rubrics are and it may not be correct to interpret the rubrics in

the response of an LLM as the true rubrics it uses. Many deep learning models make it difficult to

pinpoint and address the exact source of bias [31]. Tracking down the source of bias in LLMs is out

of the scope of this thesis. Instead, we are focused on mitigating the already existing bias toward
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Figure 1. Process Flow of Evaluating between Human-Written news from LLM-generated ones

LLM-generated content by guiding these models using prompt engineering techniques. Mitigating

the bias of LLMs is a larger topic and may need far more work than this thesis can cover. The

proposed methods work well for discerning human-written and LLM-generated scientific news.

Additionally, our task is to discern human-written and LLM-generated news, not to evaluate the

quality. Future work may include the improvement of generating text as well as the quality evalu-

ation.

1.2.1 Challenges in Mitigating Bias

Challenges of text evaluations, such as the limitations of the standard text summarization met-

rics and the known limitations of LLMs. Our task cannot be based on traditional token-based

metrics. The direct scoring method was shown to be suboptimal for news summarization tasks

[12]. We want to test it for ourselves using our data because scientific news text has not been

explored extensively.
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1.3 RESEARCH QUESTIONS

The main questions this thesis would like to address are the following;

• Can humans distinguish human-written text from LLM-generated scientific news?

• Can LLMs distinguish human-written text from LLM-generated scientific news?

• Do commercial and open-source LLMs have different capabilities for this task?

• How can we design prompts so LLMs can effectively discern human-written and LLM-

generated scientific news?

• Can we use guided few-shot prompt engineering techniques to mitigate the bias of direct

evaluation

In the future, we will explore LLMs to unlock their potential to be used as evaluators of text

quality. Although the data we compared are scientific news, theoretically, the methods can be

generalized to other news articles.

1.4 MAJOR CONTRIBUTIONS

The main goal of this work is to discover whether humans or LLMs are capable of distinguish-

ing between human-written and LLM-generated content. In order to reach such goals, we propose

methods to mitigate the bias toward other LLM-generated content. To develop these methods,

first, we need to develop strategies to enhance the ability of LLMs to distinguish between human-

written and AI-generated content. To ensure reliable evaluation methods, we propose methods

through carefully crafted prompts to guide the model’s output.

The contributions of this work are threefold:
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• We developed a new dataset called SANews for examining the feasibility of LLMs as au-

tomated evaluators. It contains the metadata of scientific news articles with the triplet of

annotated news articles, linked to research papers, and LLM-generated news articles written

based on those papers.

• We propose guided few-shot, a novel approach of utilizing pairwise comparison with prompt

engineering techniques and examples to improve the accuracy of LLMs.

• We verified the weaknesses of using direct scoring in the context of scientific news evalua-

tions

This work provides a new baseline for pairwise comparison by providing multiple examples of

the LLM to further prove that LLMs are few-shot learners [7].
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CHAPTER 2

RELATED WORK

In recent years, the need for automated text evaluation has gained attention because of the

thriving of the NLG. To evaluate machine-generated text, we usually take human evaluations as

the gold standard. Usually, we want to measure the quality of the text using quantitative measures

such as a score. In some cases, experts are needed for evaluating text containing domain knowledge

while in other cases, the general human subjects are sufficient. The latter allows us to launch larger-

scale evaluations using crowdsourcing. However, crowd-sourced human evaluation is constrained

by funding availability and time scale and thus is not always feasible for many NLG tasks that

need frequent evaluations on a large corpus of test samples, which calls for automatic evaluation

metrics. Traditional evaluation metrics, such as ROGUE, can only be used for measuring lexical

similarity, but not semantic similarity between the ground truth and the test samples. It also cannot

be used for scoring the quality of a piece of text or directly comparing two pieces of text LLMs

like GPT-4 offer a more powerful solution to provide fast and semantic text evaluation without any

ground truth. It can also be used for pairwise comparison between two or multiple pieces of text.

2.1 NEWS ARTICLE GENERATION DATASETS

Previous work has not been done extensively in the scientific news domain. They mainly focus

on methodologies for the generation and summarization task of general news articles [34], [40]. A

recently published work introduced the SciNews dataset, which provides a comprehensive collec-

tion of scientific news and their corresponding research papers [29]. This dataset was designed to
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help in the development of NLG models that can translate scientific content into accessible news

reports by the general public. They proposed a new task namely Automated Scientific News Gen-

eration Task (SNG) tailored for this dataset. The dataset is mostly compiled from the ScienceX

platform1, ensuring high-quality content through rigorous editorial standards. Their data cleaning

and quality control process includes automated BERT similarity checks and human evaluations to

maintain consistency and quality [29]. Another study introduced by the Massachusetts Institute

of Technology collected news articles written by freelance writers for the news article summa-

rization task. [43]. They evaluated LLMs using the CNN/DailyMail and XSUM which are still

one of the most frequently used datasets in the realm of news summarization domain [25], [26].

CNN/DailyMail dataset offers a large corpus of news articles paired with human-generated sum-

maries. It is known for its extensive use for the news summarization task. XSUM, on the other

hand, focuses on creating extremely concise summaries, providing a challenging benchmark for

summarization models. SumPubMed is another dataset that is focused on summarizing scientific

articles from the PubMed archive [16]. This dataset posed a unique challenge at the time, due to

the complex domain-specific found in medical literature, making it a valuable resource for improv-

ing summarization models [16]. However, this dataset is not about scientific news articles. The

N24News dataset stands out for its multimodal approach, featuring both text and images sourced

from New York Times news articles [41]. This dataset includes a diverse range of categories and

leverages images to enhance text classification tasks. The use of visual data allows for more so-

phisticated classification problems and provides a richer context for understanding the content,

thereby improving the accuracy of classification models [41].

These datasets collectively contribute to advancing the field of automated news article summa-

1https://sciencex.com/
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rization/generation. Each one offers a unique challenge and resources to improve models’ robust-

ness and accuracy in summarizing and generating scientific news content.

2.2 NEWS GENERATION EVALUATION METRICS

The potential of automatically evaluating the quality of human and AI-generated language has

been explored extensively [10], [15]. Traditionally, they rely on the use of automated metrics such

as ROGUE, BLEU, or BERTScore and human judgments. The motivation for using LLMs to

evaluate news text stems from the limitations of existing evaluation methods.

2.2.1 Standard Evaluation Metrics

Several approaches have been proposed to use language models for NLG evaluation. For in-

stance, BERTScore uses BERT embeddings to compare the generated text with reference text,

showing a better correlation with human judgments than traditional metrics [42]. Similarly, BLEURT

fine-tunes a BERT-based model on human evaluation scores to provide more nuanced assessments

[32]. However, these models still face challenges in fully capturing the human alignment aspect

due to their training limitations and the scope of data they were exposed to.

To evaluate the quality of the generated news articles, we assume that news articles written by

news editors have the highest quality, and use them as the ground truth. The evaluation metrics

include standard text summarization metrics.

• The ROUGE scores are recall-oriented scores that [20] measure the quality of a summary by

counting the number of overlapping n-grams (ROUGE-1 and ROUGE-2) or the longest word

sequences (ROUGE-L) between the GPT-generated news to be evaluated and the ground

truth news created by news editors.
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• The BLEU scores [27], originally proposed as a machine translation evaluation metric, cal-

culate the precision of n-grams in the GPT-generated news by comparing them to the ground

truth news created by news editors. The precision is then modified by a brevity penalty to

account for generated news that is shorter than the ground truth news.

• METEOR [5] calculates precision and recall similarly to BLEU scores but, it produces a

more comprehensive alignment with human judgment by also considering the meaning of

words.

• BERTScore [42] computes the contextual similarity using the embeddings of each token in

the GPT-generated news with each token in the ground truth.

• BLEURT [32] is using contextual embeddings from BERT to evaluate the quality of NLG

by comparing it to human references.

While metrics like BLEU, ROUGE, and BERTScore provide quantifiable measures of simi-

larity between generated text and reference text, they often fail to capture the nuanced aspects of

language quality such as coherence, fluency, and contextual appropriateness [5], [20], [27]. Auto-

mated metrics, while efficient, do not align well with human judgment and can lead to misleading

conclusions about the quality of generated text .Human evaluations, on the other hand, seem to be

more accurate, they are time-consuming, subjective, and suffer from scalability issues.

2.2.2 LLMs as Evaluators

Traditional evaluation metrics, such as BLEU and ROUGE, have been criticized for their in-

ability to fully capture the quality of the generated text. These metrics are largely based on n-gram

overlap with reference texts and do not account for logical consistency, creativity, or contextual
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appropriateness [30]. Scoring methods and pairwise comparison, on the other hand, align more

closely with human judgment and can provide more reliable assessments of text quality. Baseline

methods include prompting LLMs to give a direct score as a representation of the quality of the text

given a reference text it was generated upon. Another approach involves using LLMs themselves

to perform pairwise comparisons between the quality of two given texts. We explore both of these

methods extensively.

Scoring Method

The capabilities of LLMs such as GPT-4 have been explored in G-Eval in evaluating natural

language generation aligned with human judgment [21]. Its ability to generate and evaluate text

with a high degree of fluency and coherence makes it a suitable candidate for this task. This method

leverages GPT-4 to perform evaluations that have shown to be more closely aligned with human

judgment than other LLMs or traditional metrics. This method allows GPT-4 to better resemble

human-like reasoning in assessing text quality, resulting in more accurate and reliable evaluations.

Purely comparing the quality of two texts may not be the most accurate evaluation technique [9].

They discovered that the use of Explicit Scoring outperforms others. Previous research has shown

that incorporating model-based evaluations can improve alignment with human judgments, but

these models were often limited in their capacity to understand and generate complex language

structures [44]. The scoring method has shown to have its limitations and may only result in

suboptimal evaluation performance [10].



11

Pairwise Comparison

Several studies have explored the use of pairwise comparisons for evaluating NLG systems.

Pairwise comparison is a method commonly used in the evaluation of text generated by LLMs.

This approach involves comparing two pieces of text side-by-side to determine which one is better

according to some criteria, such as fluency, coherence, or relevance. Pairwise comparison helps

to mitigate some of the limitations of traditional automated metrics by providing more nuanced

and human-like evaluations [14]. One notable approach is the use of preference-based reinforce-

ment learning, where human preferences between pairs of text are used to train models to generate

higher-quality content that is more aligned with human content [11]. The pairwise comparison

method has shown significant improvements in generating more human-aligned text and their eval-

uations.

Pairwise comparison aligns more closely with human judgment and can provide more reliable

assessments of text quality. One approach involves using LLMs themselves to perform pairwise

comparisons. For example, OpenAI’s GPT models have been used to evaluate pairs of generated

texts by scoring them based on various qualitative criteria [45]. This method leverages the lan-

guage model’s capability of understanding context and coherence to provide more sophisticated

evaluations. Another work by OpenAI was used for learning to summarize with human feedback

[37].

2.3 LIMITATIONS AND CHALLENGES

Despite its advantages, direct score methods and pairwise comparison face several challenges.

One major issue is the scalability of obtaining human experiments, which can be costly and time-
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consuming. Additionally, ensuring the consistency and reliability of human judgments can be

difficult, as different evaluators may have varying opinions on what constitutes "better" text [38].

Another challenge is the potential for biases in the preference data used to train the models. If the

training data is already biased toward AI-generated content, the model’s evaluations may reflect

those biases, leading to unfair evaluations. Addressing these challenges requires carefully crafted

experiments and robust methodologies to ensure fair and accurate evaluations.

Previous research has shown that incorporating model-based evaluations can improve align-

ment with human judgments, but these models were often limited in their capacity to understand

and generate complex language structures [44]. In their paper, [10] demonstrated that prompting

the LLM to provide a single score value is suboptimal due to the lack of explanatory depth, which

significantly improves the correlation between the model’s ratings and human ratings. They eval-

uated the use of GPT-3.5 as the LLM, but they did not explore GPT-4 due to limited access. Open

source LLMs such as LLaMA and Mistral underperformed GPT-4 on text evaluation and thus are

not suitable for such tasks.
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CHAPTER 3

DATA

One of the main contributions of this work is the dataset that was crawled, processed, and

annotated over a long period.This dataset incorporates 23K scientific news articles’ metadata. Due

to the cost of using state-of-the-art LLMs and data selection criteria, only about 3% of the total

crawled data were used in the experiments. Our process begins with the collection of the data, then

pre-processing, and ends with the annotation of a training dataset comprising 506 news articles

from ScienceAlert, each associated with one or more published scientific research papers.

3.1 WEB-CRAWLING

Our goal was to collect a corpus of news articles summarizing or reporting original scientific

research studies, containing references to original scientific articles. To this end, we developed

a custom web crawler to automatically download 23,674 HTML that contains the scientific news

articles from ScienceAlert1, which is an online publication platform focusing on scientific research

and discoveries, with content created by human editors. The extracted data include key details such

as the processed news article text, title, category, authors, publication dates, HTML content, and

all URLs. The date of the articles range from 2014-2022.

3.2 PRE-PROCESSING

After collecting the metadata, the URLs in the HTML were processed to identify articles di-

1ScienceAlert: https://www.sciencealert.com/
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rectly linked to scientific research papers from recognized academic domains. This step ensured

our focus on articles summarizing or interpreting original research studies, rather than general sci-

entific news. There may be more than one research paper linking to a ScienceAlert article.

Figure 2. Sankey Diagram of the Breakdown of the Numbers

A large fraction of ScienceAlert articles do not contain a URL linking to a scientific publisher

domain i.e. a research abstract. We found more than 3K URLs that link to research papers. The

Sankey diagram in Figure 2 visually illustrates how the numbers changed after each filtering step.

We tried to automatically retrieve the content of such links, but they are mostly protected by fire-

walls. Out of the entire set of scraped ScienceAlert articles that link to research papers (3,018),

a distinct set was randomly selected based on the category distribution. Before processing, the

ScienceAlert articles were split into equal numbers of articles per category. Since there may be
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a ScienceAlert article that links to more than one Table 1 shows the distribution of the complete

number of ScienceAlert articles that are linked to scientific research papers. A fraction of the news

articles were labeled as "uncategorized" articles because they were among the articles published in

2014.

Table 1. URL and ScienceAlert Category Table.

Category URL ScienceAlert

Nature 59 49

Uncategorized 76 70

Tech 44 42

Physics 19 19

Health 65 59

Space 34 34

Humans 61 51

Environment 41 37

Society 1 1

Total 400 362

3.3 GROUND TRUTH ANNOTATION

From the processed URLs, we selected and annotated 600 news articles directly linked to scien-
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tific research articles. There may be more than one research paper linking to a ScienceAlert article.

These annotations encompassed essential information about the article, including its source, the

research paper reference, and the domain of the research article. Through this effort, we have

compiled a dataset that enables exploration of how scientific research is translated into news gen-

eration. This dataset, the first of its kind, will serve as a valuable resource for future research on

article generation and related applications.

The annotation was done independently by two graduate students in the Computer Science

Department. After the annotation, the final dataset was selected by calculating the similarity scores

of two annotations using the longest common subsequence. Then a threshold of 85% was applied

to the similarity scores. Figure 2 illustrates the change in numbers visually.

Figure 3. Word Count Distribution for ScienceAlert articles
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3.4 SYNTHETIC ARTICLE GENERATION

The baseline method of the article generation is by prompting the LLM to act as if it were

a journalist who can read and understand scientific research language. Then, we asked GPT to

directly generate a news article given a research paper abstract.

Since the LLM-generated article is directly generated based on a single research paper abstract

there might be more than one paper linked to one ScienceAlert article. We explored three different

methods to generate news articles.

1. Random

In the random method, we prompt Journalist GPT to generate N number of stories given a

scientific abstract. Then, prompt another Journalist GPT to write a news article based on

those stories.

2. Iterative

In this method, given a scientific abstract, we prompt a Journalist GPT to generate a news

article. Then N − 1 times ask GPT to read the previous articles and draft another one in a

different writing style. We prompt another Journalist GPT to write a news article based on

N news articles. In this way, we are trying to cover most of the semantic space.

3. Boost

This method tries to improve at every iteration. We first ask Journalist GPT to read the

scientific abstract and write a news article about it. Then N − 1 times we ask Journalist

GPT to write a better story than the last one. We just take the last news article as machine-

generated text.
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3.5 TERM FREQUENCY AND DOCUMENT FREQUENCY

This section provides an analysis of the distributions of the Term Frequency (TF) and the Doc-

ument Frequency (DF) in three fields: annotation, abstract, and generated_article. The analysis is

visualized through two plots that show the similarities between the TF and DF distributions of the

top 20 terms in these fields. The patterns that we observed in these distributions are discussed in

the context of Zipf’s law.

3.5.1 Term Frequency

Figure 4 shows the top 20 terms by frequency for each field. TF is a measure of how often

a term appears in the entire corpus. Common terms such as “the”, “of”, “and”, “in”, and “to”

dominate the distribution, which is typical of any natural language corpus. This is consistent with

Zipf’s law, which states that the frequency of any word is inversely proportional to its rank in the

frequency table [35].
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Figure 4. Term Frequency Distribution for annotation, abstract, and generated article.

The terms follow a similar pattern throughout the abstract, annotation and generated article,

with the highest frequencies found in the annotation as it also has the highest word count shown

in Figure 3. It is followed by generated article, and then abstract. Based on the distribution,

the annotation contains more descriptive features/words, which is natural for human-written text.

From Figure 6, we also know that the length of the ScienceAlert annotation is greater than the

lengths of the abstract and the generated articles by at least 100 words on average.

3.5.2 Document Frequency Distribution

Figure 5 displays the top 20 terms by document frequencies for each field. The document fre-

quency DF indicates how many documents contain a particular term. Similar to the term frequency
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distribution, the common terms dominate the DF distribution.

Figure 5. Document Frequency Distribution for annotation, abstract, and generated article.

The DF distribution shown in Figure 5 follows a similar pattern as the TF distribution, with

annotation having the highest DF for most terms followed by generated_article and abstract. This

indicates that these common terms are not only frequent within documents but are also spread

across a majority of documents in the corpus.
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CHAPTER 4

METHODOLOGY

4.1 STANDARD EVALUATION METRICS

To comprehensively measure the efficiency of the news article generation, we employed the fol-

lowing evaluation metrics: ROUGE-1, ROUGE-2, ROUGE-L, BlEU, BERTScore, and METEOR.

These metrics were chosen because they collectively capture the efficiency of each method.

Recall-Oriented Understudy for Gisting Evaluation or ROUGE is a system that employs the

automatic evaluation of the quality of a summary by contrasting it with human-generated ideal

summaries. The ideal summary in our study is the annotated ScienceAlert news articles that are

relevant to the research paper abstract. ROUGE-1, ROUGE-2, and ROUGE-L primarily measure

the generated article and human-edited article quality, capturing unigram, bigram, and longest

common subsequences, respectively [20]. The ROGUE n-gram is calculated using the following

equation:

ROUGE_N =
∑S∈ReferenceSummaries ∑gramn∈S Countmatch(gramn)

∑S∈ReferenceSummaries ∑gramn∈S Count(gramn)
(1)

where S represents the reference summaries and Countmatch refers to the highest count of n-

grams that appear in both the candidate and the set of reference summaries [20].

To evaluate the quality of the human-edited news article or generated news articles, we assume

that news articles written by news editors have the highest quality, and use them as the ground

truth.
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The BLEU (Bilingual Evaluation Understudy) score is a metric used to evaluate the quality

of machine-generated translations [27]. It compares the n-grams in the translated text to those in

the reference text to quantify the closeness. The precision is then modified by giving it a brevity

penalty to account for a text shorter than the reference text. BLEU cores range from 0 to 1, with

1 being a perfect match. METEOR overcomes the lack of recall and it uses unigram matching to

outperform BLEU in many languages [4]. However, these metrics do not consider the semantics

of text.

METEOR =

(
10 ·P ·R
9P+R

)
·Penalty (2)

where P = Numberofmappedunigrams
Totalnumberofunigramsincandidate , R = Numberofmappedunigrams

Totalnumberofunigramsinreference and

Penalty =

(
1−0.5 ·

(
#chunks

#matchedunigrams

)3
)

METEOR penalizes the score for continuous sequences of matched tokens relative to the total

number of unigrams present in the reference text [3]. BERTScore calculates a sentence-level simi-

larity score between the machine translation and the referenced text [42]. This evaluation metric is

widely used in evaluating text generation tasks where the pre-trained BERT considers contextual

and semantic word embeddings of each token in the GPT-generated news with each token in the

ground truth. These metrics focus on token-level evaluation of texts, rather than sentences and

paragraphs, which is what news text consists of. More robust evaluations like LLMs are required

that are more aligned with human evaluations.

4.2 LARGE LANGUAGE MODELS

Large language models (LLMs) are advanced artificial intelligence systems designed to under-



23

stand, generate, summarize, and predict content. These models have been trained on large-scale

datasets of diverse types. They are considered to be large since these models can be hundreds of

gigabytes in size [7] as the number of parameters ranging from billions to hundreds of billions.

Due to their ability to process and analyze large volumes of text, LLMs have significant potential

in evaluating scientific news articles. The capabilities would potentially help users or laypersons

read and understand the often complex landscape of scientific papers. We experimented with both

commercial and open-weight LLMs using multiple levels. We explore the current state-of-the-art

models and test their effectiveness on our data.

4.2.1 Commercial Models

Most state-of-the-art LLMs are commercial and are often closed-source because they offer

economic value and competitive advantages to businesses. Training LLMs requires extensive in-

vestment in computational resources, which may cost over millions of dollars as the model’s size

exceeds a billion [33].

State-of-the-art Models

GPT, or Generative Pre-trained Transformers is a family of large language models trained by

OpenAI. They have gained popularity because of their increasing ability to generate and evalu-

ate text. Their most recent model is GPT-4o released on May 13, 2024. Claude-3.5 Sonnet by

Antrhopic rolled out on June 20, 2024, outperforming all previous LLMs. Claude-3 Opus was

shown to beat GPT-4 in ten capability benchmarks [2]. We explored three different models by

OpenAI: GPT-4o, GPT-4, and GPT-3.5.
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4.2.2 Open-Weight LLMs

Open-weight LLMs have gained popularity in the research community for their free cost and

their increasing capabilities for many NLP tasks. They are viewed as a good alternative and cost-

efficient way of testing the capabilities of different LLMs. The open-weight LLMs mean that they

are open for everyone to download the weights of the neural network and use. The downside is that

the users need to be more familiar with theoretical concepts such as neural networks and model

inference. In this study, we used state-of-the-art models from Meta and MistralAI. We explore

the feasibility of using open-weight LLMs. With some knowledge of their structure, anyone can

potentially use them for NLP tasks.

As of the time of this writing, the most advanced open-weight models are LLaMA-3 with 8

billion and 70 billion parameter models. They also offer an instruction model that can be tuned to

the user’s preferences. Their sensitivity to prompt engineering shows their potential in using them

over commercial models for a variety of tasks. We also experimented with MistralAI’s newest

model [18]. Mistral was chosen for their relatively small number of parameters and their efficiency

in many NLP tasks [18].

4.3 PROMPT ENGINEERING

Prompt engineering is a technique used to guide the responses produced by LLMs. This is

done by carefully crafting the input queries. By formulating prompts in a specific way, developers

can influence the model’s output to reduce or eliminate inherent biases present in them. This is

of great importance especially when evaluating scientific news, as biases in the LLM toward other

LLM-generated content can distort the interpretation and evaluation of the scientific news text.
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Through the use of prompt engineering, it is feasible to ensure a balanced evaluation of news text.

LLMs can provide a more reliable and unbiased evaluation of scientific news text, enhancing the

quality of information accessible to the general public. To demonstrate the significance of prompt

engineering, we performed an experiment in which we generated two different batches of news

articles given a scientific paper abstract. Figure 6 illustrates the effectiveness of simply instructing

the model to control the number of words. We can also see that the means of the two distributions

are much closer to each other.
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Figure 6. Word Count Distributions of the annotated ScienceAlert news article and the

AI-generated article before (top) and after (bottom) instructing LLM to control the number of

generated words.
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To demonstrate this, we performed two experiments, where we generated multiple news articles

using two different prompts. One prompt included a directive for the model to limit the length of

the articles. Note that GPT did not always generate the exact number requested in the prompt.

However, the average of the word count distribution changed significantly. In Figure 6, the top

plot shows the distribution of the article lengths generated without any word limit, resulting in a

wider range of article lengths with a mean of 366.24. In contrast, the bottom plot illustrates the

distribution when a specific word limit is instructed, leading to a more consistent output with the

human-edited news text. We can see that even a small change, can result in a big difference in terms

of the distribution of the generated articles. These plots show the impact of prompt engineering

in controlling the output of language models, making it a powerful tool for various applications

in content generation and evaluation, where adhering to specific guidelines is essential. In the

following section, we introduce the main methodologies developed throughout this work.

4.4 MAIN SETTINGS

By leveraging the capabilities of LLM, we can create methods that can improve the model’s

ability to assess the readability, comprehensiveness, and accuracy of scientific information given

in an abstract of a scientific paper. With some guidance, they may also be able to identify if a

candidate text was written by another LLM or a human. There are two main settings used in our

experiments:

(a) direct scoring

(b) pairwise comparison
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4.4.1 Setting (a): Direct Scoring

In this setting, the texts are evaluated by a score system based on different criteria. Previous

work focused on directly using GPT as an evaluator of the summarization task they break the

overall score into several dimensions, but they did not investigate the rubrics. The methodologies

we have used in the study are the following:

a.1 Single Score

In this setting, we prompt GPT-4 to evaluate both human-written news articles and LLM-

generated articles on a scale of 0-10

a.2 Component Scores

Here, we model this comprehensive score as a combination of three component scores: com-

prehensiveness, accuracy, and readability.

• Comprehensiveness measures the coverage of the information that is presented in the

ground truth news.

• Accuracy measures the correctness of information in generated news compared to the

ground truth news.

• Readility measures how easy to read the generated news is compared to the ground

truth news.

a.3 Rubric-based Component Scores

Using this setting, we further improve the component score method by providing rubrics for

each component. That is the definition of each component and certain points to deduct for

linguistic features
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Figure 7. Example prompts comparing G-Eval and Component Score method

The baseline approach (a.1) is to directly get a single score for each article, while the com-

ponent scores method (a.2) breaks down the evaluation into multiple criteria such as comprehen-

siveness, readability, and accuracy. G-Eval is a similar example of direct scoring where they use

four dimensions, namely coherence, consistency, fluency, and relevance. However, they base their

scoring on a smaller scale (0-5), while we use a more fine granular scale (0-10) for each component

score. Figure 7 demonstrates the comparison between G-Evals sample prompts to the prompt we

use in (a.2).

Our three dimensions, Readability, Comprehensiveness, and Accuracy, make our scoring space

more compact while also guiding the model to the fine granular scale. In addition, the prompt is
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enriched with the rubrics in (a.3) for each component score to provide a clear explanation for each

criterion. In addition to the rubrics, a penalty is also given to a component score for linguistic

features that decrease the quality of the article such as repetition of words, or hallucinations of

information that is not present in the given abstract.

4.4.2 Setting (B): Pair-Wise Comparison

The pair-wise comparison is a method where we compare a human-written news article with

LLM-generated news articles based on a research paper abstract. This section presents the main

contribution of this work, which is the prompting techniques used throughout all experiments.

Existing methodology in terms of pairwise comparison has been done. The baseline method is the

PairEval for pairwise comparison for dialogue-based data for chat models [28]. They used one

LLaMA 7 billion model for this task. No further model exploration was done or different types

of data such as news text. LLM Comparative Assessment [23] is another method with a zero-

shot pairwise approach. We have one-shot, two-shot, and three-shot prompts with guidance to the

LLM of the characteristics of text to be evaluated. Ours is a more general approach using multiple

examples.

We propose more general approaches where we try to reprogram the built-in rubrics of an LLM

by giving it sophisticated prompts such as guiding the model using the characteristics of text and/or

providing the LLM one or several examples of both human-edited and LLM-generated texts. We

propose four novel pairwise comparison approaches to mitigate the bias of LLMs toward LLM-

generated content.
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b.1 Direct Comparison

The vanilla approach directly compares the human-written human-annotated articles with

the LLM-generated content.

b.2 Guided Zero-shot Comparison

We improve this technique by guiding the model by giving it the characteristics of both

LLM-written news and human-written news.

b.3 Few-shot Comparison

We explore the potential of giving models examples since LLMs are few-shot learners [7].

b.4 Guided Few-shot Comparison

We combine the characteristics and examples within the prompt to create the method we call

guided few-shot pairwise comparison, which provides examples to the model first and then

guides about the characteristics of the text. We noticed that order makes a difference.

The first method (b.1) provides a baseline method that has been explored. Upon requesting

the LLMs the internal rubrics, we noticed that it is looking for the wrong characteristics, which is

leading the model to incorrectly identify the characteristics of human-written news. This finding

led us to include guides in the prompt to help the model correctly identify the style of text a human

would write. Then, we improve this method in (b.4) by giving the model examples. By giving the

model one, two, or three examples of both types of text, they can look for patterns and correctly

identify which article was written by humans. However, the more examples we give, the longer the

prompt will be, which may result in a loss of attention to the initial description of the task. In the

following section, we extensively test the performance of both settings (a) and (b) using various

experiments and LLMs.



32

CHAPTER 5

EXPERIMENTS

We test three hypotheses to investigate the feasibility of using GPT-4, as an evaluator for Sci-

entific News Generation. We explored various methods within each setting to determine their

effectiveness in identifying the source of the articles. We test the following hypotheses to investi-

gate whether assess whether direct scoring or pairwise are suitable evaluators to discern the source

of news articles.

Hypothesis 1 (H1) The scores given by GPT-4 are strongly correlated with scores calculated us-

ing standard text summarization evaluation metrics.

Hypothesis 2 (H2) Direct scoring is a reliable method to evaluate to discern human-written and

GPT-generated news articles.

Hypothesis 3 (H3) Pairwise comparisons provide a more consistent and reliable way of evaluat-

ing the quality of news text.

5.1 EXPERIMENT 1: TESTING HYPOTHESIS 1

The standard automatic evaluation metrics are based on token-level overlaps between the gen-

erated text and the ground truth. However, a comprehensive evaluation by considering multiple

factors beyond token-level representations is beyond the capability of these metrics. Ideally, hu-

mans should be involved as evaluators of these metrics. However, human evaluations are time-

consuming and financially expensive. In addition, evaluating the quality of scientific news articles
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usually requires domain experts, which is challenging to do reliably on common crowdsourcing

platforms, such as Amazon Mechanical Turk. Therefore, here, we investigate whether it is possible

to use direct scoring to automatically evaluate the text quality.

To test Hypothesis 1, GPT-4 was prompted to generate the overall scores for a given GPT-

3.5-generated news article. We then calculated the traditional evaluation metrics and the Kendall

correlation coefficients between traditional scores and GPT-4 generated scores. The heat maps in

Figure 8 do not exhibit strong correlations between GPT4-generated scores and traditional met-

rics, which ruled out the null hypothesis and further justified using GPT-4 scores independent of

traditional text summarization metrics.
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Figure 8. Kendall correlation coefficients heatmap between GPT-4 generated scores and

traditional text summarization metrics.

5.2 EXPERIMENT 2: TESTING HYPOTHESIS 2

This experiment tries to show that direct scoring is not consistent and new methods are required

to improve the quality of Automated Evaluators. The main goal is to refute Hypothesis 2. We have

two main baseline methods, one is G-Eval for direct scoring and the other is direct pairwise com-

parison. The direct pairwise simply leverages the built-in knowledge and reasoning capabilities of

an LLM. We want to justify that the scoring method does not work because GPT-4 gives inconsis-

tent results, limited discrete scores, and makes arithmetic mistakes when calculating scores. The
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built-in rubrics that LLMs use may differ from the rubrics set by humans. Humans must explicitly

instruct LLMs on the desired rubrics to make them work better. As we know before, LLMs are

exceptional few-shot learners so providing examples of characteristics will enhance their perfor-

mance on this task [7].

In this experiment, we randomly selected 11 samples to test direct scoring for evaluating news

articles. We tried three different methods to generate the news articles and control the temperature

of the model. Then, we evaluated the quality of these news articles using GPT-4 with the compo-

nent score method only.

5.2.1 Results of Direct Scoring

While this method is straightforward, it has some inherent limitations. For instance, scoring

often fails to account for the relative importance of criteria or the interdependencies between items.

The reason they fail is that the scores generated by GPT-4 are not diverse. From Table 2, we can

observe that the scores are in a narrow range of 8.5,9,9.5 with 70 instances of 8.5 score out of

121. One way is to let GPT figure out what each of these metrics means. Another would be to give

definitions and rubrics to deduct points.

We explored several methods to generate different types of news articles to try to move the

evaluation in a certain direction, but GPT-4 generated very repetitive scores. These methods were

developed using empirical testing. The random method generates N stories given a scientific paper

abstract and then prompts GPT to summarize it as if it were a journalist. We tried generating

using a variety of temperatures in an attempt to cover the entire probability distribution. The

iterative method knows all previously generated articles, and we ask GPT to generate another

one that is unique from the rest. The boost method is built on the iterative method by trying to
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improve the quality of articles at each iteration. The news articles are generated using GPT-3.5 and

then evaluated using GPT-4. The current state-of-the-art LLMs cannot evaluate news articles by

generating scores.

Table 2. Direct Scores generated by GPT-4 demonstrating low variability.

Setting temp stories 37 404 435 515 530 936 1403 1442 1590 1606 1653 avg median

random 0.7 3 8.5 8.5 9.5 8.5 9.5 8.5 9 9 8.5 9 8.5 8.818 8.5

iterative 0.7 3 8.5 8.5 9.5 8.5 9.5 8.5 9 9.5 8.5 9.5 8.5 8.909 8.5

iterative 0.7 9 8.5 8.5 9 9 9 8.5 8.5 8.5 8.5 9.5 8.5 8.727 8.5

boost 0.7 3 8.5 8.5 9 9.5 8.5 8.5 8.5 9 8.5 9.5 8.5 8.773 8.5

boost 0.7 9 8.5 8.5 9.5 8.5 9 8.5 9 9.5 8.5 9 8.5 8.818 8.5

iterative 0.3 3 8.5 8.5 9.5 9 8.5 8.5 9.5 8.5 9 8.5 8.5 8.773 8.5

iterative 0.3 9 9 8.5 8.5 9 8.5 8.5 9 9 8.5 9.5 8.5 8.773 8.75

boost 0.3 3 8.5 8.5 9.5 8.5 9.5 8.5 9 9 8.5 9 8.5 8.818 8.5

boost 0.3 9 8.5 8.5 9.5 8.5 9.5 8.5 9 9.5 8.5 9.5 8.5 8.909 8.5

random 0.3 3 8.5 8.5 9 9 8.5 8.5 9 8.5 8.5 9 8.5 8.682 8.5

random 0.3 9 8.5 8.5 9 8.5 9 9 9 8.5 8.5 9 8.5 8.727 8.5

GroundTruth 9.0 9.0 8.83 7.3 9.0 8.0 9.0 9..0 6.3 9.0 7.8 8.385 8.4

We investigated different settings for generating articles. The scores are highlighted in Table 2

demonstrates the low variability in the scores generated by GPT-4. The scoring results have re-

vealed some fundamental issues that may show the direct scoring methods do not provide optimal

results. These are obtained not from human study. By doing the automated evaluation on 11 sam-
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ples. Table 2 also shows why scoring methods are not reliable in evaluating the quality of news

text. The yellow volume highlighted represents 70 instances when GPT-4 rated the generated arti-

cle 8.5 which yields 57% of the total ratings. Our observation is consistent with previous works.

In the rubric-based method, we ask for the rubrics back in the prompt to ensure that GPT-4

followed the given instructions. Then, we also query the term frequency distribution to ensure GPT

can count the number of terms as it is directly related to the Readability component score. Figure 9

shows that GPT-4 is unable to deduct points from a 10-point scale. For example, "Therefore, 2.5

points are deducted, resulting in a score of 9.5" is not correct. GPT fails to give us the correct term

frequency because it might not be able to In some cases, GPT cannot correctly count the number

of words. For example, the hallucination of "Dr. John Smith" appears twice, but GPT-4 thought it

appeared 5 times which resulted in a penalization of 4 points, "giving a score of 7.0". The word

"research", highlighted in light blue in Figure 9, appears 9 times.

We can observe from Figure 9, Figure 10 and Table 2 that direct scoring has the following

disadvantages:

1. GPT-4 rated scores are not very diverse. Most scores are concentrated on N discrete values.

2. GPT-4 rated scores favor GPT-generated news articles.

3. GPT-4 does not seem to generate arithmetically correct scores under the given scales.

4. GPT-4 does not appear to have the capability to correctly count the n-gram frequency and

use it as a condition to rate scores.

For these reasons, we reject Hypothesis 2 because direct scoring is not a reliable method to evaluate

news quality and is thus used for discerning human-written and LLM-generated news articles. In
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Figure 9. Machine-generated text and its Evaluation using GPT-4 demonstrating arithmetic

mistakes and term frequency distribution



39

Figure 10. Sorted Correct Term Frequency based on text in Figure 9 compared with sorted

LLM-generated Term Frequency

the following sections, we investigate the feasibility of using pairwise comparison as an alternate

method of evaluating news articles.

5.2.2 Pair-Wise Comparison

In the previous section, we show the existing problems with direct scoring and the limitations

of direct pairwise comparison. In this section, we seek to assess which method of evaluation brings

more value and mitigates more bias in the evaluation of scientific news text. For this experiment,

we have randomly selected 11 examples. Pair-wise comparison is a method where items are com-

pared against each other in pairs. This method considers the relative performance of items, making

it more robust against the limitations of simple scoring. We tested the baseline method (b.1), guided
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pairwise (b.2), one-shot pairwise (b.3), and guided one-shot (b.4) methods where the accuracy was

calculated by:

Accuracy =
# correctly discerned samples

# samples

5.2.3 Comparison Between Scoring and Pair-Wise Comparison

Using scores is rigid and can be meaningless, but pairwise comparison methods do not look

at exact scores. LLMs’ preference for LLM-generated content can be encountered using a new

prompting style to correctly discern which one is human-written or LLM-generated. It is a qual-

itative comparison, therefore there are no rubrics, only guides to the model. LLaMA-3 has a low

accuracy score in the direct pairwise comparison, but we can fix that. Providing guides to the

model increased performance. One-shot pairwise performed similarly to guided pairwise, getting

two more correct than its predecessor. Providing guidance and one example improved the model’s

performance to a perfect score of 100%.

Table 3. LLaMA-3 Pair-Wise Comparison Results

LLaMA-3 8b Correct Wrong Accuracy

direct pairwise 3 8 27%

guided pairwise 5 6 45%

one-shot pairwise 7 4 63%

guided one-shot pairwise 11 0 100%
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5.3 EXPERIMENT 3: HUMAN STUDY

The main goal was to test whether discerning human-written and LLM-generated news is a

hard task for humans. In this experiment, we asked three graduate students completing their PhD

in Computer Science to evaluate the human-written news and LLM-generated news text. We asked

them to determine which one was written by humans and the reason/rubric they used to make those

decisions. Figure 11 illustrates a sample questionnaire used throughout the human study.

Figure 11. Sample Questionnaire Provided to Participants in Experiment 3

We compared different labelers to see if they used consistent reasoning for their decisions.

Evaluation criteria reported by the labelers included the presence or absence of additional content
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provided by human-written articles, as human writers may include additional information that is

not in the abstract in the news. Instead, LLMs generate news articles only based on the abstracts.

Although LLMs may generate additional information beyond the abstract, we observed that the

information was simply hallucinations that are inconsistent with the abstracts.

The experiment results indicate that it is relatively straightforward for humans to discern human-

written and LLM-generated news while the task exhibits various levels of difficulty for the LLMs

we tested.

When comparing the three labelers, we found that their evaluations shared common criteria

for readability and context. We then use GPT-4 to conduct the same experiments. We let GPT do

the same to see if it can reach human performance It is a limitation of the current state-of-the-art

LLMs. To prove that a human’s ability to evaluate is superior to LLMs. We compare different

labelers if they use similar rubrics to evaluate the quality of news text. Some of their conclusion

is based on the same reason where the human-written article provided additional context. When

they decide if an article is readable or not, they find that human-written articles are better written.

When we look at a particular article, the evaluators have the same criteria.

5.3.1 Compare Pairwise Comparison with Human Study

For this experiment, 11 testing samples were used and shuffled when giving them to the model.

Each prompt sample contained a triplet, the scientific paper abstract, the human-edited news article,

and GPT-3.5 generated news text. For the entirety of this study, the examples were shuffled and

only the labelers were not exposed to the ground truth. Our experiment aimed to determine whether

humans or LLMs can better discern human-written to LLM-generated news. The results indicate

that while humans outperformed the current open-weight state-of-the-art model, their performance
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can be improved to the human level by using guidance and an example. Larger-scale experiments

are needed to provide further proof of concept for our method work.

Table 4. Comparison of Human, GPT-4, and LLaMA-3 across different settings.

Settings Human GPT-4 LLaMA-3 8b

direct pairwise 97% (macro avg) 36% 27%

guided pairwise NA 54% 45%

one-shot pairwise NA 100% 54%

guided one-shot pairwise NA 100% 100%

Using the trivial prompt, direct comparison (b.1) achieved only 36% accuracy for GPT-4, indi-

cating its ineffectiveness. Providing guides (b.2) improved accuracy to 54%, showing the value of

structured assistance. Providing an example to the model (b.3) and combining guides with exam-

ples (b.4) resulted in 100% accuracy, highlighting the critical role of comprehensive guidance and

illustrative examples in enhancing the performance of the evaluator LLM. Although the sample is

relatively small, the articles used cover different topics and have various lengths, so it is a reason-

able representative of the sample. We demonstrated that pairwise comparison is superior to direct

scoring and that pairwise comparison can be used as a prompting technique to improve the quality

of the evaluation.

5.3.2 Discussion
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Identifying human-written news from GPT-generated news is a relatively easy task for humans

with higher education backgrounds. The same task is challenging for state-of-the-art LLMs by di-

rect pairwise comparison, but the performance could be improved at the human level by providing

guidance and one-shot learning. However, we improved the capabilities of GPT-4 and LLaMA-3

in distinguishing between AI-generated content and human-written articles. Scoring methods pro-

vide quantitative data useful for detailed analysis but can be subjective, especially without clear

definitions. In contrast, pairwise comparison is more intuitive. The simplicity of pair-wise com-

parison makes it a preferred method for evaluations. The human study demonstrated that they can

better distinguish between human-written articles and LLM-generated articles. LLMs have shown

varying success rates using different pairwise methods. The results from the human study clearly

show that humans are better at direct pairwise asking (b.1).

5.4 EXPERIMENT 4: SAMPLE SELECTION STUDY

Sample Selection study focuses on the impact of examples selection inside the prompt. This

experiment focuses on the impact of example selection on the fine-tuning process. It also aims

to further test GPT-4’s ability to differentiate between human and LLM-generated content. We

investigated what examples to use to fine-tune an LLM for two different settings using 11 testing

samples. Each sample contains a triplet of research paper abstract, human-edited news text, and

GPT-generated news text. The first setting is the one-shot prompting method, then an improved

version of it where we combine providing the characteristics of human-written articles and AI-

generated content.

5.4.1 Discussion
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Table 5. Comparison of GPT-4 and LLaMA-3 across different news domains and settings.

Settings News domain GPT-4 LLaMA-3

One-shot pairwise Uncategorized 100% 54%

Uncategorized 100% 54%

Nature 100% 63%

Humans 100% 54%

Space 100% 54%

Guided one-shot pairwise Uncategorized 100% 81%

Uncategorized 100% 100%

Nature 100% 81%

Humans 100% 81%

Space 100% 63%

Table 5 demonstrates the potential of combining the few-shot method with the characteristics.

We may need to do further experiments to reveal more patterns of the performance difference

of such settings. The performance of LLMs to recognize human-written scientific news is very

little dependency on the domains of the examples in the one-shot pairwise prompting. Adding the

guidance improves the one-shot learning performance by 25% on average. We need to do further

experimenting with a larger sample size to discover patterns in the performance of these prompt

engineering methods. Let us first discover which domains we would like to use for the one-shot,

two-shot, and three-shot settings.
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5.5 EXPERIMENT 5: DOMAIN DEPENDENCY STUDY

We split 360 samples into 60 training and 300 testing samples to investigate the domain depen-

dency of testing performance. We selected 3 domains, each containing at least 3 samples in the

training data. Then for each domain, we conducted n-shot experiments in two settings:

• Setting #1: training using 3 in-domain samples.

• Setting #2: training using 3 out-domain samples.

Then, we selected 3 domains, denoted as D1, D2, and D3, each containing at least 3 samples in

the training set. We tested using different settings in terms of the number of examples given to the

model for each domain using the test set and also out of domain that is not D1, D2, and D3. For this

experiment, LLaMA-3-8b and LLaMA-3-70b were used to determine which domain is the best. It

may also reveal further performance improvements across methods.

5.5.1 Unguided Few-Shot Results

We wanted to see what type of examples to use and how many shots would result in the best

performance. From Table 6 shows the performance of using different examples

In Table 6 for two-shot evaluation the out of domain won that round. Both examples’ domains

came out of the uncategorized categories. Such examples relate to ones from 2014 before they

started labeling their news article’s categories. The results in Table 6 show that providing more

examples to the LLM improves their accuracy. The use of unguided few-shot showed its potential
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Table 6. Unguided Few-shot pairwise comparison using LLaMA-3

LLaMA-3 8b LLaMA-3-70b

Domain One-shot Two-shot Three-shot One-shot Two-shot Three-shot

D1 = nature 37.54% 29.24% 34.22% 57.81% 77.74% 85.38%

D2 = tech 40.20% 28.57% 25.91% 71.43% 77.08% 85.71%

D3 = health 29.57% 36.88% 23.26% 72.09% 79.07% 75.75%

Out 39.87% 33.89% 32.56% 66.55% 80.40% 81.40%

5.5.2 Guided Few-Shot Results

For the one-shot setting in Table 7, the out-of-domain was uncategorized. Two-shot had two

random examples from the environment domains as out-of-domain outperforming the rest of the

domains in this category. For the three-shot setting in row out, there were two uncategorized, and

one environment example triplet was given to the model. This study revealed performance com-

parison between the use of both shots and guides produces better results than either one alone. It

seems for the smaller LLaMA-3 model, increasing the number of shots would reduce the accuracy

due to the model diverging from the original instructions. The more shots it is given, the less it

remembers the initial instructions. It makes sense, as the context window increases, it may forget

previous instructions given at the beginning of the prompt. Larger models can remember more.
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Table 7. Guided Few-shot pairwise comparison using LLaMA-3

LLaMA-3 8b LLaMA-3-70b

Domain One-shot Two-shot Three-shot One-shot Two-shot Three-shot

D1 = nature 44.52% 33.89% 55.48% 97.01% 88.70% 89.70%

D2 = tech 54.15% 56.81% 57.48% 97.67% 86.36% 90.70%

D3 = health 46.84% 54.82% 60.13% 95.35% 84.39% 89.70%

Out 47.18% 67.11% 51.83% 98.34% 96.01% 90.70%
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5.5.3 Discussion

The unguided few-shot pairwise comparison results show that providing more examples gener-

ally increases accuracy. The guided few-shot results show that adding guidance improves perfor-

mance significantly across all domains. This experiment highlighted the use of domain-dependence-

specific training and further proved the effectiveness of combining characteristics with examples.

These findings provide a proof of concept that guided methods and careful selection of examples

can significantly improve open-weight LLMs accuracy. The pattern in the experimental results

further shows that LLMs are few-shot learners. By also providing guides to the model, we can

maximize the capabilities of current LLMs surpassing human performances in the guided one-shot

setting.
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Figure 12. Accuracy in Different Domains across Pairwise Comparison Methods

Figure 12 shows the accuracies across domains and our pairwise comparison methods. The ac-

curacy may vary greatly across methods. For example, the "environment" category and "humans"

have high variability in terms of accuracy. Further experimenting is necessary using a collection

of LLMs to explore the potential of domains and our methods.

5.6 EXPERIMENT 6: LLM EVALUATION ON SANEWS

We performed an automated pair-wise evaluation on the SANews dataset using the most ad-

vanced LLMs such as GPT-4o and Claude-3.5 Sonnet. The methods tested include direct pairwise,

guided pairwise, few-shot pairwise, and guided few-shot pairwise comparison. This experiment

presents the results for the main contributions of this work, which are the prompting techniques
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used in this experiment. We explore different levels of LLMs, using both commercial and open-

weight LLMs. Table 8 shows the varying performances of our proposed pairwise comparison using

different prompt engineering techniques.

Table 8. Aggregated comparison of different settings across models with tier differentiation

Model Direct Guided One-shot Guided one-shot

GPT-4o 28.48% 92.72% 76.92% 92.31%

Claude-3.5 Sonnet 21.19% 67.63% 99.32% 100%

GPT-4 23.32% 52.32% 69.87% 93.05%

Claude-3 Opus 14.57% 82.00% (100) 62.00% (100) 100% (100)

LLaMA-3 70b 40.38% 79.80% 72.09% 98.34%

GPT-3.5 20b 7.95% 31.46% 27.48% 28.48%

LLaMA-3 8b 21.24% 77.78% 47.15% 60.72%

Mistral 7b 50.41% 48.24% 48.90% 49.17%

Most of the LLMs in the direct comparison perform poorly in this setting as they fail to cor-

rectly identify the human-written news articles. The results in Table 8 demonstrate the challenges

direct comparison proposes without providing guidance and examples to the model. In the guided

pairwise comparison setting, GPT-4o achieves the highest accuracy with 92.72%. Due to the costs,

we only use 100 examples for Claude-3 Opus, yet it performs well. In future work, we will need

to evaluate the entire testing set. Other models show moderate response to the guides. We have
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shown that examples help the model’s performance significantly. Table 8 also shows that com-

mercial LLMs can reach 100% accuracy when guides and examples are given to them. The most

promise was shown by LLaMA-3-70b within the open-weight realm.
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CHAPTER 6

DISCUSSION

The reasoning capabilities of LLMs have been a widely discussed topic recently. Previous re-

search has shown that incorporating model-based evaluations can improve alignment with human

judgments, but these models often have limitations in understanding and generating complex lan-

guage structures. Prompting the LLM to provide a single score value is suboptimal due to restric-

tions in the generated content. Evaluating the use of GPT-3.5 as LLM, they did not explore GPT-4

due to limited access. Open-source LLMs may be suitable for this task since their ability to follow

instructions has improved a lot and beat commercial models such as GPT-4 across all settings.

From the experimental results, we have discovered that it is much easier for humans to distinguish

between human-written articles and LLM-generated content than it is for LLMs. However, we

can improve their accuracy by tuning the instructions given to the model. More importantly, we

have shown that by providing both examples and guides to the model even open-source models can

reach near-perfect accuracy and give reason for the response reciting the guidance that was given

to it.
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CHAPTER 7

CONCLUSIONS

Since the inception of GPT-3.5, many editorial offices have employed GPT to write news ar-

ticles. Our work is the first step in discerning the origin of the article. The result implies that

we were able to tune LLMs to successfully identify between human-written news text and LLM-

generated text. Although scoring can be useful for quick evaluations, it is not always reliable for

comprehensive assessments. Pairwise comparison, by considering the experimental performance

of different settings, offers a more accurate and reliable method to evaluate news articles.

7.1 LIMITATIONS

The main limitations are due to the lack of resources to carry out a more comprehensive human

study and more extensive annotations. For this reason, we only used 506 annotated samples. We

think that the sample size is a sufficient number to demonstrate meaningful observations. Another

limitation was the annotation tool that we used, but I have overcome those challenges. Despite

their advantages, direct score methods and pairwise comparisons still face challenges. However,

we were able to improve their performance.

7.2 FUTURE WORK

We showed that pairwise comparison can reach near-perfect accuracy. In the future, we also

want to involve the exploration of novel approaches to generate news articles using LLMs that

better bridge the gap between the general public and the scientific community. In this study, we
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have looked at document-level assessments. We may want to dig into the sentence level to estimate

the fraction of news articles written by AI.

In the future, we would like to address the challenges above in addition to conducting more

extensive human studies. We are trying to find some statistical evidence demonstrating that more

people are reading scientific news than scientific papers. Then, we might be able to reduce the

amount of time people spend to achieve the same level of understanding by reading scientific news

than by reading scientific papers.
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