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ABSTRACT 

RADICAL IMPACT OF CHANGE IN ACTIONS AND CONFIDENCE INDEX ON 
REVERSE DECISION MAKING (RDM): AN APPLICAION BASED STUDY 

Swatee Trimbak Paithankar 
Old Dominion University, 2007 
Director: Dr. Andres Sousa-Poza 

While making decisions under uncertainty, people are often unaware of the 

logical approach to form the decision process. It is assumed that collecting details, 

analyzing and evaluating data is enough to make 'proper' decisions. However, past 

research in the decision making arena has significantly validated that there exists a class 

of decision problems which is complex, ill-structured and not defined to the level where 

decision makers can draw logical conclusions based on existing traditional decision 

approaches. RDM (reverse decision making), one of the novel approaches of decision 

making under conditions of uncertainty, has shown potential towards addressing some of 

these ill-structured, chaotic problems. 

Research group from the Department of Engineering Management and Systems 

Engineering (Old Dominion University) has validated the RDM approach at the 

exploratory level where some of the RDM constructs are verified. For instance, these 

RDM constructs include the following: under dynamic and consistently changing 

decision environments initial decisions are based on desired outcomes and their perceived 

feasibility; secondly, the sequence of events happening during the decision process 

significantly impact or alter the decision makers' confidence level of attaining the 

outcome at a given point in time. The postulation is that when confidence drops below an 

acceptable threshold or the desire to attain an outcome dissipates, the decision makers 



shift to a new decision alternative. Nevertheless, there is a vital RDM component which 

is yet to be captured in RDM, and that is the effect of the decision maker's action on the 

confidence index in the selected decision alternative and the impact of those variations on 

the confidence index in the RDM process. Our research proposes that under the RDM 

process the outcome from the actions taken by decision makers to achieve a desired 

objective leads to change in their confidence index in the selected decision alternative. 

Further variations in these confidence indices also results in a positive or negative impact 

to the decision path selection. 

The experimental study has been conducted to verify the proposed RDM 

constructs. The experimental results validated the correlation between the decision 

makers' action and their confidence index in the chosen decision alternative. 
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1. INTRODUCTION 

1.1 Problem Statement 

Reverse Decision Making involves a process in which decision makers make an 

initial decision based on their desired goal (value premise) which is very much inspired 

by their desire (motivation) and confidence to achieve that particular outcome (Sabne 

2006). The desired state or decision may be considered as the end point towards which 

the decision maker directs the decision-making (McFarland 1979) and what they would 

like to see as a final outcome. The proof of concept for RDM at an exploratory level has 

made appreciable efforts to post challenges to some of the great work done by decision 

theorists like Simon (1960), Hammond (1980), Redford (1977), etc. who support various 

rational procedures for making decisions following rational laws of behavior. 

Hammond's (1980) judgmental analysis proposes the role and usefulness of judgment 

while making decisions in situations of stress. Redford's decision model also 

demonstrates decision approach under complexity. Nutt's (2002) conventional model 

sees clear sequential decision steps such as identifying the problem, generating 

alternative solutions, evaluating and choosing, and implementing the solution. However, 

the problems with these classical and behavioral models are that they assume a stable and 

consequently linear environment (McKenna and Smith 2005). These methods fail to 

represent decision approaches under complex, unstable and chaotic environments. RDM 

presents a framework that facilitates decision making for certain types of complex, 

chaotic situations. Reverse Decision Making at the exploratory level intends to represent 

how decisions are effectively made and desirable states are attained in complex situations 

The journal model for the references herein is Engineering Management Journal, the journal of the 
American Society for Engineering Management 
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that incorporate high levels of aleatory uncertainty and incomplete knowledge is 

incomplete (Sabne 2006). RDM is intended to provide guidance for the decision making 

process as it applies to immediate or a long term course of actions (Sabne 2006). 

Today, the existing status of RDM clearly demonstrates the following: firstly, the 

effect of the decision maker's desired goal and perceived feasibility role in selection of 

decision alternatives under dynamic and consistently changing decision environments, 

and secondly, the positive or negative impact of a sequence of events on the decision 

maker's confidence level and decision path in regards to attaining the particular outcome 

at a given point in time. However, according to Beech and Connolly (1980), typical 

methods begin with an analysis of the decision problem; then a suitable selection of 

actions in regards to the desired goal, and finally the implementation of actions selected. 

In uncertain situations, the actions may not lead to feasible outcomes as there are 

anomalous events occurring (Beech & Connolly 1980). This adds a new dimension to the 

RDM process where, to counter or respond, based on the type of feedback from the 

decision environment, decision makers consistently take actions to keep up their decision 

path. Decision makers either take these actions based on their previous experience, or 

they attempt to fine tune their decisions based on their previous ones they made to 

achieve the desired goal (Sabne 2006). Beech and Connolly's findings clearly indicate 

the need for understanding the radical impact of the decision maker's actions in the RDM 

process. They would provide new RDM construct in terms of action and also new 

insights to understand how decision makers' action outcome results in variations in the 

RDM process. The expected outcome of analyzing action construct would be to capture 

one of the prime factors that cause variations in the RDM decision patterns and also to 
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improve our understanding of how the decision outcome impacts people's choice while 

making decisions under chaotic, uncertain environments. Based on these conditions it is 

not feasible to predict the decision maker's actions during the sequence of events or 

provide a more "optimal" solution during the goal attainment process. Nevertheless, 

impact can be observed to the extent that we can predict real approach by decision 

makers' in the RDM approach. 

1.2 Purpose 

The purpose of this research project is to empirically demonstrate the impact of 

vital RDM components, such as action and confidence index on select RDM constructs 

during the decision process. This is to be measured by using a lab based quasi -

experiment and a dynamic model. The objectives are to see the following: 1) how 

decision makers use actions ( or change in actions) to oppose the effect of negative 

feedback from the environment 2) how variations in confidence result in a positive or 

negative impact on the decision path selected. 

The intended outcome of this research is to obtain categories of generic levels of 

the action based on RDM patterns by analyzing the impact of the decision maker's action 

and confidence index on existing RDM patterns. This will also improve our 

understanding of the decision making process under uncertain and dynamic situations. 

Ultimately, the goal of this research project is to contribute knowledge to the decision 

making arena and expand our horizon of our understanding of the Reverse Decision 

Making process. 



4 

1.3 Significance 

At present, although there exist numerous studies and validated decision models to 

explain decision making under complex situations, there are no sound methods or studies 

that have a holistic and robust view of how people make decisions in those complex 

situations. Even though the RDM approach has shown considerable progress at 

rudimentary level to explore real world approaches by decision makers under such 

situations, research remains to test critical factors. Reverse Decision Making is still 

considered to be in its infancy, and this research is undertaken as an extended exploratory 

research to capture select variables in the RDM process. The research would be 

significant in various ways: 

1) Analysis and comparison of existing RDM patterns and newly obtained action 

based patterns will give useful insights on causes of misperceptions in decision 

making and how people take different approaches in various chaotic situations. 

2) The RDM model has the potential to support decision making in almost all existing 

fields where decisions are made under chaotic and uncertain situations; such as 

military decision planning, DRP ( disaster recovery planning), organizational decision 

making, finance sectors, medical and health science, project management, etc. 

3) The RDM model is also capable of posing challenges to the established decision 

approaches and finding out flaws in those processes of our understanding of decision 

making under uncertain conditions. 
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1.4 Framework 

This thesis will provide an extension to the existing RDM proof of concept at the 

master level. The research project would specifically focus on studying the radical impact 

of the decision maker's actions on change in confidence index and decision path during 

Reverse Decision Making process. The research topic was chosen based on conclusions 

from the RDM proof of concept that expresses the need for understanding the role of 

actions as an RDM construct while making decisions under uncertainty and also due to 

current research undertaken in the Department of Engineering Management and Systems 

Engineering (Old Dominion University). Additionally, literature collections of Beech and 

Connolly (1980) support the same need of looking at the decision making processes from 

an actions perspective. 
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2. LITERATURE REVIEW 

The literature review starts with defining the decision process and a briefing on 

the existing decision models. Further, it illustrates the uncertainty in the decision making 

process and how the RDM captures those uncertainties. The later half of the literature 

focuses on the role of action as a critical component of this research project and how the 

decision maker's actions have an impact on the decision making process. The literature 

review concludes with an explanation of variations in confidence index due to decision 

makers' action outcome in the RDM and validating the importance of identifying the 

impact of action and confidence index parameters on RDM. 

2.1 Decision Making: A Roller Coaster Ride 

Everyone makes numerous decisions every day, from where to go, what to eat, 

and how to spend money and time. Many of these decisions require little effort or 

thought, but at times, we face circumstances that require a major consideration of the 

decisions we make. In such cases, it is important to understand what makes a decision a 

'good decision.' 

Hastie postulated that under idealized conditions, actions must be identified that 

minimize undesirable and maximize desirable outcomes when it involves making good 

decisions (Hastie 2001). An individual can solve problems more comprehensively and 

more realistically when a decision-making process is used. This process, when 

understood and applied, can assist in making present and future decisions. 

Gregory (1988) defines a decision as a selection process leading to a particular 

action being taken. Decision making is essentially a process of choosing among 
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alternative courses of actions in order to attain goals and objectives and follows a step by 

step approach to reach a particular outcome (Forman & Selly 2001). For instance, 

Herbert Simon (1960) was the first one who introduced the most widely accepted 

categorization of the decision making process. This categorization consists of three 

phases 

• Intelligence 

• Design 

• Choice 

. 
~ ~ 

Intelligence Phase Design Phase Choice Phase 

Figure A: - Simons Decision Making Model (1960) 

In Simon's model, intelligence involves identifying problems or opportunities and 

the need for a decision. Once the decision need has been identified, the problem domain 

and alternatives are formed in the design phase. Simon's final phase is choice, which 

describes the activity of selecting the most feasible or appropriate course of action from 

the available alternatives taken into account (Dillon 1998 originally by Simon 1960). 

Similarly, many authors have proposed the classical decision making process in 

numerous ways. 

According to McGuire (2002) the decision process involves: 

1) Defining the issue 

2) Gathering information 
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3) Generating choices 

4) Identifying and evaluating alternatives 

5) Choosing the best alternative 

Geoffrey Gregory's decision model (1988) also consists of the following process: 

1) List all the possible alternatives 

2) List all the possible outcomes 

3) A combination of feasible actions and outcomes 

4) An assessment of likelihoods of various outcomes 

5) Selection of a decision 

Nevertheless, decision making has never been an easy thing to understand and 

looks extremely mysterious when numbers of alternatives are faded, and the likelihood of 

achieving the desired outcome is unknown; in other words, decision making is difficult 

for those decisions that involve uncertainty. 

2.2 Study of Existing Models 

2.2.1 Decision Making Under Certainty 

Decisions can be made with certainty when we have a feeling of complete belief 

or complete confidence in a single alternative that we have for the situation. Decisions 

can be considered to fall under certainty when for each decision alternative there is only 

one event, and therefore, we have only one outcome for each action. For instance, 

decisions, such as buying clothes and going to a movie can be undertaken with certainty. 
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If we were to consider it mathematically, there are two predictable actions from 

one possible event; for example: the two actions are "No move" where you end up losing 

and "Win" where you end up gaining. 

Actions 

No move 

Win 

State of nature (probability 1.0) 

Lose $10000 

Gain $10000 

Note that there is only one state of nature in the matrix because there is only one 

possible outcome for each action (with certainty). The decision is obviously to choose the 

action that will result in the most desirable outcome (least cost), that is to "win." 

2.2.2 Decision Making Under Risk 

"Risk is a concept that denotes a potential negative impact to an asset or some 

characteristic of value that may arise from some present process or future event 

(http://www.wikipedia.com). In everyday usage, "risk" is often used synonymously with 

the probability of a known loss. Risk based decision making often relies on the 

assumption that the decision maker is aware of specific outcomes with certain 

probability. Here, probability is defined as the proportion of times that some outcome will 

occur over the long run if the action is repeated many times under uniform conditions 

(Mansfield, 1987). Mansfield designed the process for decision making under risk which 

is given below: 

1) The problem is defined and all feasible alternatives are considered. The possible 

outcomes for each alternative are evaluated. 
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2) Outcomes are discussed based on their monetary payoffs or net gain in reference to 

assets or time. 

3) Various uncertainties are quantified in terms of probabilities. 

4) The quality of the optimal strategy depends upon the quality of the judgments. The 

decision-maker should identify and examine the sensitivity of the optimal strategy 

with respect to the crucial factors. 

2.2.3 Decision Making Under Uncertainty 

The simplest and complete definition of uncertainty would be that "it is a general 

concept that reflects our lack of sureness about something or someone, ranging from just 

short of complete sureness to an almost complete lack of conviction about an outcome" 

(NRC, 2000). While making decisions under uncertainty, people are sometimes unaware 

of the logical approach to the decision itself. They believe it is sufficient to collect data, 

analyze the data and simply "think hard" in order to make 'good decisions' (Forman & 

Selly 2001). However, there exists a class of decision problems which are complex, ill­

structured and not well-defined which are encountered by decision makers in many 

situations. The decision in these situations cannot be improved by classical approaches 

and procedures since it is not easy to identify where the cause of the difficulty lies 

(Redford 1977). According to Redford (1977), "courses of action selected in response to 

complex decision problems are often tentative and experimental rather than final 

solutions." However, many statistical approaches have been successfully used to 

determine decision making under uncertainty. Below are some of the most commonly 

used techniques for making optimal decisions under uncertainty. 
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Utility theory 

Expected Utility Theory (EUT) states that the decision maker chooses between 

risky or uncertain prospects by comparing their expected utility values, i.e., the weighted 

sums obtained by adding the utility values of outcomes, which are multiplied by their 

respective probabilities (Mongin 1987). 

In utility theory, the utility measures of the consequences are assumed to reflect 

the decision maker's preferences in the following way: (i) the numerical order of utilities 

for consequences preserves the decision maker's preference order among the 

consequences; (ii) the numerical order of expected utilities of alternatives (referred to, in 

utility theory, as gambles or lotteries) preserves the decision maker's preference order 

among these alternatives (lotteries). For example, if alternative X can have three mutually 

exclusive consequences a, b and c, then also, the decision maker prefers c to b and a to c; 

the utilities U1, U2, U3 assigned to a, b, c must be such that U3 c..; U2 C U1. If the 

probabilities of the consequences a, b, c, are P1, P2,l-P1,-P2, respectively, the expected 

utility of alternative X is calculated as 

Decision tree 

Uncertain decisions can also be resolved by using the decision tree approach 

where most of the outcomes are known, and some extent of probability can be associated 

for those outcomes. See the example below. 
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Outlook? 

Rain 

Humidity? 

High Normal False 

In 

Figure B: Decision Tree example (Delisle 2006) 

When there are several actions to choose from, decision trees provide an excellent 

tool to help choose. Decision makers can lay out options and investigate the possible 

outcomes of selecting an option which is a structure provided by the decision tree. A 

balanced picture is formed of the risks and rewards associated with each possible course 

of action with the help of decision trees. 

Simulation approach 

Uncertainties are represented by probability distributions when it comes to the 

simulation approach. These probability distributions are then combined to provide a 

probability distribution of the response variable, which incorporates the uncertainties. 

Figure C: Probability Distribution to Measure Uncertainty in Decisions 
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Sensitivity testing 

The robustness of a decision is tested using sensitivity testing. Without attaching 

probabilities, a number of scenarios can be examined. It enables the preliminary 

exploration of the potential consequences of uncertainty in future performance. 

It can be used to identify how many key variables can change before a different, 

preferred option is selected. There will then follow some judgment of the likelihood of 

that change actually taking place. Sensitivity tests should be conducted before embarking 

on more thorough probabilistic methods. 



2.3 Comparison between Chaos, Complexity and Uncertainty 

2.3.1 Chaos Theory 

14 

According to Vicente Valle (2000), "Chaos theory is the qualitative study of 

unstable periodic behavior in deterministic nonlinear dynamical systems." Valle drew 

several conclusions out of this: first, that the system is dynamical, meaning it changes 

over time; second, the behavior of the system is unstable, which means that it does not 

repeat itself; third, although chaotic behavior is complex, it can have simple causes; 

fourth, because the system is nonlinear, it is, as we have already seen, sensitive to initial 

conditions. (Nonlinearity means that the output of the system is not proportional to the 

input). 

2.3.2 Complexity 

Complexity is closely related to chaos theory. However, a complex system is one 

in which countless independent elements continuously interact and spontaneously 

organize and reorganize themselves into illustrative structures over time (Williams 1997). 

Williams characterized complexity by: 

1) Independent elements which are greater in numbers; 

2) Consistent responses by these elements to other agents; 

3) Adaptiveness so that the system adjusts to new situations to ensure survival; 

4) Self organizations with chaos, the behavior of self-organizing, complex systems 

cannot be judged, and they do not observe the principle of additivity, i.e., their 

components cannot be divided and studied in isolation (Williams 1997). Complex 

systems can naturally evolve to a state of self-organized criticality in which behavior lies 
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at the border between order and disorder. Again, the same system can display order, 

chaos, and self-organizing complexity, depending on the control parameters. 

2.3.3 Uncertainty 

Under uncertain situations, infinite alternatives exist, and the likelihood of each 

alternative may be considered equally likely. This means that complex and chaotic 

systems must be treated as uncertain. 

It has been demonstrated that under true uncertainty, some future results or 

consequences could have no probability ratios assigned to them, so the probability theory 

barely stands to interpret outcomes under true uncertainty. Table 1 illustrates this case. 

Table 1: True Uncertain Situations 

A B 

A 1 -1 

B -1 1 

In such a case, if a person is asked to choose between the alternative based on the 

probability theory, the expected outcome becomes as follows: 

E(x) = P (A)* G + P (B) *G 

The resulting gain is the same for both outcomes. From the given information, there is no 

basis for someone to choose A over B or B over A. 



2.4 Sources and Limitations of Uncertainty that Lead to Failure of the 

Decision Making Process 

16 

As we know, knowledge is always incomplete, yet decisions must be made. As 

discussed earlier, decision uncertainty is equivalent to the likelihood of making the 

incorrect decision. Understanding uncertainty within our predictions and decisions is 

truly based on how the decision maker understands and relates risk to the uncertain 

situation. According to Wallingford (1997), "Consideration of uncertainty within the 

decision process attempts to quantify our lack of sureness, and thereby provides the 

decision maker with additional information on which to base a decision." He also 

indicates that when we investigate the sources of uncertainty, it enables the decision­

maker to identify the uncertainties that mostly influence the final outcome and focus 

resources efficiently to understand the sources and importance of uncertainty within the 

decisions we make. He states that as per the Figure D it is clear that uncertainties arise at 

every stage in the decision process. According to Wallingford, "Uncertainties can be 

expressed in a number of different ways, both qualitative and quantitative (1997): 

• Deliberate vagueness- 'There is a high chance of breaching' 

• Ranking without quantifying- 'Option A is safer than Option B' 

• Stating possible outcomes without stating likelihoods - 'It is possible the 

embankment will breach' 

• Probabilities of events or outcomes - 'There is a 10% chance of breaching' 

• Range of variables and parameters - 'The design flow rate is 100 cumecs +/- 10%' 

• Confidence intervals - 'There is a 95% chance that the design flow rate lies between 

90 and 110." 
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There are many different types of uncertainty implicit within any decision analysis, 

most of which can be categorized under two simple headings (Wallingford 1997) 

• Natural variability 

• Knowledge uncertainty 

An overview of how uncertainties arise and the means as to how to deal with 

them is given in Figure D, which also helps us to understand the importance of 

uncertainty within the decision making process. 

I 
iability Natural Var 

Refers to 
randomness obse 

the 
rved in nature 

I Sources of Uncertainty I 
I 

Knowledge Uncertainty 
Refers to our state 

of knowledge of a system and our 
ability to measure and model it 

Statistical Inference Uncertainty 

- Refers to the uncertainty result1 ng 
from the need to extrapolate short datasets r--;=:===========I 

-

ral Tempo 
Temporal variation in 

well-known and, in gene 
to reduce the uncerta 

temporal natural variabili 

natural forces are 
ral, its not possible 

i nty related to the 
ty of our environment 

ial Spat 
Spatialvanations in g 

defense condition and se 
known uncertainties that 

within the risk a na 

round conditions, 
diment size are well 
need to be managed 
lysi s process 

-

-
-

~ 

to provide more extreme estimates 

Statistical model uncertainty 
Refers to the uncertainty that results 

from the selection of a particular stat1st1cal 
model to extrapolate a particular set a data 

Process model uncertainty 
Describes the uncertainty associated with using 
a process model based on incomplete process 

knowledge, or data, to represent reality 

Decision uncertain ty 
Describes our strength of belief in the decision 

made and its robustness 

Figure D: - Sources of Uncertainty Involved in each step of Decision Making 

(Wallingford 1997) 

Understanding the sources and importance of uncertainty within the decisions we 

make is a key driver in making more informed choices. However, when it comes to 
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problems where uncertainties arise at every stage in the decision process, statistical 

approaches and classical decision theories will be struggling to provide outcomes. 

2.4.1 Quantitative Techniques: Failure towards meeting Uncertainty Challenges in 

Pure Uncertain Environments 

There has been substantial development in quantitative decision approaches over 

the years to tackle threats and problems posed by uncertainty. Examples include: 

probability theory, expected utility theory by Von Neumann and Morgenstern (1947), 

prospect theory by Kahnemann & Tversky (1979), etc. Even the role of judgment has 

been used extensively in an to attempt to deal with such problems. Hastie (2001) 

contributed valuable insights to the role of judgment in uncertain environments. His focus 

was to mainly illustrate how people combine desires and beliefs to choose a course of 

action. According to Hastie (2001), the prime question for researchers in the field of 

judgment is the processes by which obscure, uncertain outcomes can be inferred. Hastie 

(2001) indicates that "good decisions are those that effectively choose means that are 

available in the given circumstances to achieve the decision-maker's goal." These 

quantitative approaches, moreover, explain the complexity of uncertain problems and 

provide approaches that capture the decision process, particularly under uncertainty. 

A continuum of uncertainty and certainty clearly focuses on a wide range of 

decision problems that fall in different situations from deterministic to pure uncertainty 

and further limitations of decision approaches that are being used under uncertainty. 
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2.4.2 Continuum of Pure Uncertainty and Certainty 

According to Kreitner (1995), there are two extreme cases in which decision 

analysis models fall. The knowledge that we have about the outcome of our actions is 

what it is dependent on. As we can see in Figure E the there are two extreme cases on the 

right "pole", which is the Deterministic Model, and the left 'pole" is pure uncertainty. In 

between these extremes falls the Probabilistic Model. He indicates that uncertainty varies 

based on the knowledge of the situation. 

Ignorance Risky Situation Complete Knowledge 

Pure Uncertainty Probabilistic Model Deterministic Model 

Figure E: - Continuum of Pure Uncertainty and Certainty (Kreitner 1995) 

The likelihood of the occurrence of an event is measured using probability as an 

instrument. If we were to express uncertainty in terms of probability, pure uncertainty 

would have flat probability, which means it's equally probable whereas a deterministic 

outcome/event would have a probability of 1. The decision maker has no knowledge 

whatsoever, not even about the likelihood of occurrence for any state of nature in 

decision making under pure uncertainty; in situations like this, the behavior of the 

decision maker is based solely on the attitude towards the unknown. (Kreitner 1995) 

Limitations of Decision Making under Pure Uncertainty: Biswas (1997) identified 

the following prime sources for uncertainty; 

1. Decision analysis, in general, assumes that the decision maker faces a decision 

problem where he or she must choose at least or at most one option from a set of 
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options. In some cases, this limitation can be overcome by formulating the decision 

making under uncertainty as a zero-sum, two-person game. 

2. In decision making under pure uncertainty, the decision-maker has no knowledge 

regarding which state of nature is "most likely" to happen. He or she is 

probabilistically ignorant concerning the state of nature; therefore, he or she cannot 

be optimistic or pessimistic. In such a case, the decision maker invokes consideration 

of security. 

3. Notice that any technique used in decision making under pure uncertainties, is 

appropriate only for the private life decisions. Moreover, the public person (i.e. you, 

the manager) has to have some knowledge of the state of nature in order to predict the 

probabilities of the various states of nature. Otherwise, the decision-maker is not 

capable of making a reasonable and defensible decision. 

2.4.3 Need for Novel Approach under Uncertain Situations 

Green stated that "decision uncertainty is a state of rational doubt as to what to do. 

Recognizing uncertainty within our decisions is fundamental to understanding why 

certain options are preferred over others. Also, uncertainty is natural, and that for all 

important decisions, there exists a greater or lesser extent of uncertainty surrounding the 

selection of a particular course of action. Recognition of decision uncertainty therefore 

poses two important questions" (Green 2001): "What does knowledge of uncertainty say 

about the choices made? and What does knowledge of uncertainty say about the type of 

options that should be preferred? 
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In understanding these questions and their answers, a much more informed and 

responsive decision making process can be engaged. In addition, such decision problems 

do not have well-defined boundaries, which is why actions taken for a particular problem 

area may result in a noticeable impact over other areas (Churchman 1967). This makes 

decision making more complex in such situations. This makes rational choices according 

to a classical decision approach extremely efficient (Sabne 2006). According to Sabne 

(2006), it is difficult for decision makers to select optimal or good outcomes with such a 

level of uncertainty and nature of crisis. Principles of the bifurcation theory represent 

pure uncertainty situations in a most appropriate way. 

Figure F: Probability Distribution illustrating Complexity of a 

Pure Uncertain Decision 



22 

1(1 

ll.S 

ru, 
X 

11.4 

0.2 

IJ.0 

1A l,f1 ;u:; J,u ,L! },,..! H, J.f! 4,U 
r 

Figure G: Logistic Map of Bifurcation Theory (Crawford 1989) 

Crawford (1989) postulates that the possible long-term values a variable of a 

system can obtain is a function of a parameter of the system which can be shown in a 

bifurcation diagram. A good example of a bifurcation diagram is the logistic map: r as a 

parameter is shown on the horizontal axis of the plot, and the density of the possible 

long-term population values of the logistic function is shown on the vertical axis. The 

bifurcation diagram shows the forking of the possible periods of stable orbits from 1 to 2 

to 4 to 8, etc. We can see that r remains finite even if the periods go to infinity. The orbits 

become chaotic when r is greater than 3.57 (approximately). The importance of the chaos 

theory in very simple non-linear systems is demonstrated as an interesting example 

through this bifurcation diagram (Refer Encyclopedia of Mathematical Sciences). This 

clearly indicates the system or environment where infinite numbers of alternatives exist, 

and each one of them is equally likely. 
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2.5 Difference between TDM and RDM 

Extensive literature indicates a lack of approaches that capture decision processes 

under uncertainty. 

Table 2: Difference between TDM and RDM (Sabne 2006) 

Traditional Decision Making Reverse Decision Making 
Ontology of the The problem domain is generally defined The problem domain may be defined 
problem domain as a bounded structure formed on following a variety of constructs based on 

premises based in determinism or empiricist to rational or any other 
constructivism foundation as is most appropriate to the 

problem. 
Teleology Most traditional decision models follow a Allowance is made to accommodate a 

rational teleology, assuming that future variety of teleological structures, 
states are strongly grounded in present including formative and transformative 
conditions. teleological perspectives acknowledging 

that the future is not always recognizable 
in the present 

Epistemology Traditional methods are formed strongly Epistemologically, a pragmatic view is 
on empiricism foundations relying taken that dictates that understanding may 
strongly on existing knowledge and only be reduced through action. Within 
experience. this construct, other epistemic models can 

be adopted. 
Uncertainty Uncertainty must be eliminated, whether Uncertainty is accepted as a condition of 

through bounding that eliminates aleatory complex situations that may not be 
components or through assumptions of reducible. Irreducible uncertainty must be 
uniformity. absorbed by the decision making process. 

Emergence Emergent conditions must be absorbed in Emergent conditions are absorbed in the 
the initial decision and/or goal attainment process for goal attainment which is 
plan. viewed as a continuous form of planning. 

Process 
Definition of Decision alternatives are predicted Decision alternatives are predetermined 
Alternatives based on desired goal. 
Nature of Solution alternatives are generally Alternatives, if any, are stated as value 
Solutions defined in sufficient detail to ensure that premises. The manner in which the value 

an alternative evaluation is possible and premise is generated (states or design) is 
feasible attainment can be determined. allowed to emerge. The states may vary 

over the course to attain the value 
premise. 

Stability of In a dynamic environment alternatives The value premise remains stable for 
alternatives will be unstable. most conditions. 
Alternative Alternatives are selected according to a The value premise is selected based on 
Selection rational evaluation of alternatives. choice, not evaluation and comparison of 

alternatives. The end state that will 
generate the value premise may be 
selected from a variety alternatives, but is 
generally allowed to emerge over the goal 
attainment process. 

Goal Goals are attained based on a predefined Goals are attained through a continuous 
Attainment set of actions or plan, which is derived process of actions (or actions sets) that 

directly from the definition of the end- are adjusted based on an evaluation of 
state or alternative. events deriving from the problem 
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environment. 
Failure Failure is generally defined by a failure to Failure is defined by a failure to attain a 

attain an end state (design) or for any value premise (capability). The failure of 
action to meet expected outcomes or actions throughout the process is expected 
contributions. and does not constitute failure in the 

decision process. 
Termination The process ends when the decision The process ends when (a) a value 

outcome is known or the goal attainment premise is attained, (b) a decision maker's 
plan is no longer representative of actions actions become ineffective, and a value 
being taken. premise is no longer judged to be tenable. 
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2.6 Role of Actions and Confidence in Reverse Decision Making 

The actions taken by a decision maker have a significant impact while choosing 

or making decisions under classical decision theory. In such cases, the outcome of the 

decision revolves around the decision maker's actions during the decision process. 

Pollock (2002) demonstrated the influence of actions while making rational 

choices in decision theory. Actions could be ordinary if a decision is routine, such as 

going to a movie or buying a gift. Actions taken can be non-routine if the decision is 

uncertain, as in opening a new business venture, buying a stock, etc. Many philosophers 

assume that decision makers choose actions that maximize expected 2-values in classical 

decision theory and assume this to be an effective approach, which Pollock calls "the 

optimality prescription". The defense of the optimality prescription must rest upon 

showing that it leads to the right choices in decision theory against which Pollock puts a 

strong argument, stating that it should be replaced by a prescription that evaluates actions 

in terms of a more complex measure than expected-values (Pollock 2002). In the classical 

approach, it is assumed that the task is to choose an action from a set A of alternative 

actions. The actions are to be evaluated in terms of their outcomes. It is assumed that the 

possible outcomes of performing these actions are partitioned into a set (0). Further, if we 

consider the probability PROB (O/A) of each outcome it is conditional on the 

performance of each action. Finally, assuming a utility-measure U (0) by assigning a 

numerical utility value to each possible outcome, the expected value of an action is 

defined to be a weighted average of the values of the outcomes, discounting each 

outcome by the probability of that being true if the action is performed (Pollock 2002). 

EV(A)=LaeoU(O)·PROB(O/A) 
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The crux of the classical decision theory is that actions are to be compared in 

terms of their expected-values. In addition, the rationality in these theories determines 

choosing an action which is optimal, in other words, choosing the option that has higher 

expected-value (Pollock 2002). However, under uncertain situations, actions taken by a 

decision maker may not necessarily result in optimal solution or rational choice, but lead 

towards the decision maker's goal (Sabne 2006). Beech and Connolly (1980) state that 

the usual way is to begin with an analysis of the decision problem, then the selection of a 

suitable action in regards to the desired goal and the implementation of the action 

selected (Figure H). In contrast, under uncertain conditions, the action may not lead to a 

feasible outcome as there are anomalous events occurring. These events stem from 

internal or external changes, but there is a chance that these events can also occur from 

the realization that the earlier decision was defeasible, and its implementation is not 

resulting in the desired outcome. This so-called conditioned response is seldom an 

effective way to deal with complex situations (Beech & Connolly 1980). 

-Diagnosis - Action selection -- Implementation 

Figure H: Role of Actions in Decision Making 

RDM is assigned to counter or respond based on the type of feedback from the 

decision environment. Decision makers consistently take actions to maintain a decision 

path. Decision makers either take these actions based on previous experience or try to 

fine tune them from previous decisions that they have made to achieve the desired goal 
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(Sabne 2006). Selected actions result in a change in the decision maker's confidence (in 

either a positive or negative way). Decision makers keep implementing workable courses 

of action for subsequent events to maintain their confidence and motivation at a high 

level. If the decision environment reacts with negative events, the decision maker's 

confidence starts decreasing; a point will be reached when the confidence level hits a 

threshold, and a new path is selected to achieve his/her desired outcome, or potentially, a 

new outcome will be chosen. This is the process of Reverse Decision Making where 

decision makers move back and forth to achieve their desired outcome (Sabne 2006). In 

situations, where for example, equally probable alternatives exist or decision problems 

which involve chaos and complexity exist, decision makers prefer a course of action 

based on the feasibility of goal attainment rather than looking for an optimal solution, 

which has a high expected utility of outcome (Sabne 2006). In most uncertain situations, 

the decision makers' selected action will be influenced by the level of confidence that 

they have in their chosen course of action. For instance, Rehman's work (2002) indicates 

that the decision to perform an act is determined mainly by the level of confidence and 

the motivation (desire) to perform that act which, in turn, is the reflection of decision 

makers' status and environmental constraints of concern. 

Rehman's equation states that: 

Decision = Confidence + Motivation 

D = C + M 

A decision can be supported with a positive value of confidence, whereas a 

negative value opposes the decision to a degree of its magnitude. For example, a decision 

maker with a positive baseline confidence would sustain several negative effects before 
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opposing that particular decision. On the other hand, decision makers with a negative 

baseline confidence would need greater motivation to take a decision of this kind; 

therefore, it would be a purely motivation driven decision. In this case, several positive 

effects would be needed to increase the overall confidence. 

C=C0+~C0 

Where, 

C = Confidence - oo :S C :S oo 

CO = Baseline confidence - oo :SC0 :S oo 

~CO= Change in confidence - oo :S ~C :S oo 

Here, confidence is a function of the sequence of events that take place in the 

decision environment and the sequence of actions that the decision makers take. In effect, 

the actions are used to support confidence. 

Confidence = F (Events, Actions) 

C = f (E, A) 

This clearly demonstrates the role of confidence in the decision process and how 

the decision maker's actions can be impacted by the change in confidence index (~CO). 

Further, we can certainly demonstrate the impact of confidence over the action with 

RDM through an experimental study. The Theory of belief along with few other models, 

were also considered as an alternate theory to Rehman's work. However, based on past 

work, this model is a better fit for the conceptual model due to its consistency to the 

objectives of this work and the ability to be operationalized. Belief theory was rejected as 

an option due to the difficulty in differentiating between its dimensions. Rehman is the 

only author who has empirically demonstrated the impact of changes in confidence 
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on decisions. Rehman has applied this confidence and motivation model to guide 

decision making in complex military models; in other words situations of high 

uncertainty. Other researchers have illustrated the role of action and confidence in 

decision making, for example: Kahneman & Tversky (1979), and Redford (1977). 

Rehman's model is, however, unique because it includes desire and motivation in 

determining the outcome of the decision and captures the applicability of the model in 

scenarios where decision outcomes are equally probable. 
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2. 7 Literature Summary 

From the literature, it is clear that the classical decision theories fail to address 

adequately how decisions are made in chaotic, complex environments, and they 

potentially provide weak guidance on how decisions should be made in the presence of 

dynamic, uncertain conditions. 

Reverse Decision Making is formulated to take care of uncertainty, including 

aleatory uncertainty through the process of establishing relevant goals and the manner in 

which these are attained without attempting to reduce the uncertainty or bounding the 

problem in such a manner that the uncertainty is eliminated (Sabne 2006). Reverse 

Decision Making and Goal Attainment involve a process in which decision makers make 

an initial decision based on a desired goal (value premise), which is very much inspired 

by their desire (motivation) and confidence to achieve that particular outcome. The 

desired state or decision may be considered as the end point towards which the decision 

maker directs decision-making (McFarland 1979) and what they would like to see as the 

final outcome. This has been demonstrated at the proof of concept level in RDM; also 

some exciting implications have been demonstrated such as: 

1) The quality of the decision cannot be assessed based purely on its correspondence 

with actual future events, and 

2) The desired outchme is as much an imposition of the decision makers' preferences 

and confidence that these will be achieved as it is a prediction of what the decision 

makers' expect to transpire in the future (Sabne 2006). 

Sabne indicates that we take actions to achieve an outcome which has a strong 

influence on the attainment of a desirable state in RDM, but then no matter what course 
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of action is taken; there is the same degree of uncertainty as in the original decision, 

related to the desirable outcome. Sabne also concluded that RDM is intended to 

represent how decisions are effectively made and desirable states attained in complex 

situations, situations that incorporate high levels of aleatory uncertainty and where 

knowledge is incomplete. The construct does not rely on "overcoming" the effects of 

uncertainty and incompleteness, but rather on accepting these conditions. RDM is 

intended to provide guidance for the decision making process as it applies to the 

immediate or long term course of actions (Sabne 2006).Applications of RDM with Real 

World Example: Case studies indicate that RDM has a strong applicability to real world 

problems. Studies of real world situations include the following: 

1) Bhopal Gas Tragedy 

2) Three Mile Island Incident ,1979 

3) WorldCom Disaster 

4) BPL Wireless from Rise to Fall. 

Many uncertain situations exist where RDM can be applied and demonstrated. 

From literature, it is apparent that RDM is capable of dealing with complex situations 

in a better way, i.e. situations in which there is a high degree of uncertainty. The 

uncertainty may be caused for a variety of reasons, such as the size of the problem, the 

interrelatedness of problems, the incorporation of multiple perspectives, and dynamic 

environments. It also supports the identification of prime factors or parameters which 

drives the decision maker's behavior and choices during decision making and their 

impact on RDM. The prime factors are Actions and Confidence Index of the decision 
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maker. There might be other similar factors and situations, such as crises, which impose 

temporal conditions and impact the RDM decision process. 
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3. CONCEPTUAL RESEARCH MODEL 

3.1 Background from the Proof of Concept to New Action Based ROM 

Based on an analysis at the exploratory level, RDM has demonstrated how 

traditional theories fail to address decisions when they are made in complex 

environments, and they potentially provide less focus on how appropriate decisions can 

be made in dynamic, uncertain conditions (Sabne 2006). RDM relies on an anticipatory 

rather than predictive structure for decision making. In conditions where knowledge is 

vague and future events are highly uncertain, it forces the decision making process and 

then becomes anticipatory (Sabne 2006). The anticipatory criterion has been validated 

at the exploratory level. For instance the decision quality assessment can not be 

undertaken based on actual future events, and secondly, the desired choice of the 

decision maker is more of an imposition of preferences and confidence in attaining a 

goal as it is a prediction of what one expects to transpire in the future (Sabne 2006). 

Confidence plays a larger than life role in the RDM process. Rehman (2002) 

demonstrated how a decision is a summation of confidence in a particular alternative and 

motivation to achieve that desired alternative (Refer Literature Review). In addition, 

Rehman also validated how change in confidence levels ( +ve or -ve) causes variations in 

the decision choices, and these variations can be calculated by measuring the difference 

between two confidence indexes as C = C + ~ Co. 

Although RDM captured this confidence driver, exploratory studies omitted the 

impact of decision maker's act or actions on the decision process, an important factor in 

the RDM process. It can be hypothesized that there is a logical consistency between 

decision makers' variations in confidence and the sequence of events. It is clear that the 
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variations can be measured or seen only by analyzing decision makers' actions and, 

consequently, changes in actions due to confidence. The attainment of a desirable 

outcome is ultimately strongly influenced by the actions that are taken to achieve the 

outcome. However, the course of action that is taken suffers from the same degree of 

uncertainty as the original decision (Sabne 2006). The conceptual design of ROM must 

be tested including the role of actions and, defined to the extent in which it captures the 

decision maker's approach in aleatory situations. The model (Figure I) shows that, RDM 

is assigned to counter or respond based on the type of feedback from the decision 

environment. Decision makers consistently take actions to maintain a decision path. 

Decision makers either take these actions based on previous experience or try to fine tune 

them from previous decisions that have been made to achieve the desired goal (Sabne 

2006). 

Initial Choice Perceive Sequence of Selection of action to 
(Based on desired ~ 

~ 
event towards desired 4~ achieve desired 

goal /objective). goal objective 

-
Change in action 
based on positive or 
negative impact to the 
choice 

,, ,, ,, 
Feedback & further Change in confidence Real sequence of 
change in decision ~ 

~ 
index in the selected ~ 

~ 
events from the 

path or ultimately the action decision environment 
goal based CI value 

Figure I: Proposed Conceptual Action Based ROM Model 
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Selected actions result in a change in the decision makers' confidence (in either a 

positive or negative way). The decision makers' keep implementing workable courses of 

action for subsequent events to maintain their confidence and motivation at a high level. 

If the decision environment reacts with negative events, the decision makers' confidence 

starts decreasing and a point will be reached when the confidence level hits a threshold, 

and a new path is selected to achieve their desired outcome, or potentially a new outcome 

will be chosen. This is the process of Reverse Decision Making where decision makers 

move back and forth to achieve their desired outcome (Sabne 2006). On the type of 

feedback from the decision environment, decision makers consistently take actions to 

keep up their decision path in RDM. Decision makers either take these actions based on 

previous experience or try to fine tune them from their previous decisions that they made 

to achieve the desired goal (Sabne 2006). The process of change in events and actions 

will continue without the necessity to change a goal or end-state. However, at any point 

in time, the combination of the confidence level and desire (motivation) might change to 

a degree that the originally defined end-state or goal might have to be altered. 

This conceptual RDM design, which is to be tested, will be able to capture the 

radical impact of the decision makers' actions on the RDM process and also positive or 

negative changes in confidence due to those actions. 
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3.2 Research Hypotheses 

There are various hypotheses which can be tested and validated, such as the 

proposed conceptual design of RDM. The focus of the current research is to identify the 

impact of decision makers' actions and also variations in confidence through the RDM 

process. The research parameters can be tested based on following hypotheses: 

Hypothesis I 

It is proposed that decision makers take actions to manage their confidence in 

attaining a desired outcome or goal. It has been shown that confidence decreases in 

environments where the decision maker encounters negative events. Consequently, it can 

be hypothesized that 

Hl: The number of actions taken by decision makers will increase as the number 

of negative events encountered increases. 

- Action outcome 

Hypothesis II 

b. changes in 

Action 

> 
+ Action outcome 

H2: Furthermore, actions taken by decision makers lead to changes in 

confidence, i.e. there is a relationship between action outcome and confidence. 

Action outcome ► C = C + f1C 0 
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4. RESEARCH METHODOLOGY 

4.1 Different Types of Research Methods 

Cantrell stated that traditional research design is divided into three basic research 

paradigms positivism ( quantitative, scientific approach), interpretivism and qualitative 

(Neill 2006 originally by Cantrell 2000). The objective in quantitative research is to 

determine the relationship between an independent variable and a dependent or outcome 

variable in a population. Quantitative analysis includes experimental, Quasi­

Experimental, and Non-Experimental Studies. 

Interpretivism is critical of positivism because it seeks to collect and analyze 

data from parts of a phenomena and, in doing so, positivism may miss important 

aspects of a comprehensive understanding of the whole. lnterpretivism proposes that 

there are multiple realities, not a single reality of a phenomena and that these realities 

can differ across time and place (Neill 2006 originally by O'Brien 2000). Unlike 

quantitative analysis, qualitative analysis includes various research types (Neill 2006). 

Table 3: Various types of Research Studies 

Attempts to shed light on a phenomenon by 

Case study 
studying in-depth a single case example of the 
phenomena. The case can be an individual 
person, an event, a group, or an institution. 

Grounded theory 
Theory is developed inductively from a corpus 
of data acquired by a participant-observer. 

Describes the structures of experience as they 

Phenomenology 
present themselves to consciousness, without 
recourse to theory, deduction, or assumptions 
from other disciplines 
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Focuses on the sociology of meaning through 

Ethnography close field observation of sociocultural 
phenomena. Typically, the ethnographer focuses 
on a community. 

Systematic collection and objective evaluation 
of data related to past occurrences in order to 

Historical 
test hypotheses concerning causes, effects, or 
trends of these events that may help to explain 
present events and anticipate future events. 
(Gay, 1996) 

Our current research project is based on a quasi-experimental study. The purpose 

is to verify proposed hypotheses. Data is collected using an Excel based experimental 

model that explicitly focuses on the relationship between action outcome and the change 

in confidence index in RDM. The participants were from engineering and business fields 

were asked to participate in a computer based experiment. The participants were required 

to partake in a computer-based simulated experiment 

4.2 Participants 

The basis of the thesis was to discern differences in the actions taken by the 

decision makers and then identify patterns. 60-80 samples were targeted for this study as 

this size was deemed sufficient to recognize the patterns. Sabne (2006) identified patterns 

from a sample size of 26 cases. To provide additional date for hypothesis 1, which 

compares the number of action taken for adverse and beneficial environmental 

conditions, the targeted number of cases was increased to 60-80. 71 cases were obtained, 

which lies in this range. The samples were selected from graduate students from 

engineering and business majors. Student societies and faculty contacts were used to 
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form a list of eligible students. An email was sent out to these eligible students. It also 

included a request to forward the email to other students to participate in the experiment. 

In Engineering students came from the following areas 

1) Aerospace 

2) Environmental 

3) Electrical 

4) Computer 

Other departments included the following students: 

5) MBA Samples from Marketing Majors 

6) IT majors 

7) Finance majors at Old Dominion University. 

It is critical to mention that only first or second semester graduate students were 

considered for the experiment. The samples were not only from different education 

background but also from different cultural backgrounds. The sample size and respective 

geographic regions are given in the Figure J. 

Number of 
Samples 

19 

13 

9 

5 

4 

21 

71 

Country Demographic Categorization of Samples 

American 

European 

Oriental 

Nepali 

Pakistani 

Indian 

Figure J: Demographic Distribution of Experimental Data 

□ American 

■ European 

□ Oriental 

□ Nepali 

■ Pakistani 

□ Indian 
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No formal training was given to the participants for the experiment. An 

instruction sheet was provided to the participants, which gave them a detailed description 

of the computer based Excel model. All participants were ensured that their identity 

would be kept confidential and their individual experimental outcomes would not be used 

in any manner that could reflect back on their participation. The duration of the 

experiment was designed to take approximately 20-30 minutes. The experiment was 

conducted at the Webb Center and Perry Library at Old Dominion University and George 

Mason University. 

4.3 Experimental Design 

The experiment was designed based on a hypothetical scenario of a new techno 

MBA program. The scenario consisted of a sequence of 8 semesters, covering a span of 

two years. The scenario was generated by considering a hypothetical educational 

committee and an academic environment at American universities. The decision 

alternative and program options were created based on hypothetical criteria and were 

generally available to all MS students at the university. The intent was to have a scenario 

which closely resembles real conditions of students. Three Excel-based decision models 

were designed, i.e. random, ascending and descending. These three models were 

distinguished based on the GPA structure. Ascending was designed in a fashion where 

the GPA goes from low to high during each semester, providing consistently positive 

feedback to the decision maker. Descending was designed so that the GPA fall from high 

to low, providing consistent negative feedback to the decision maker and the random 
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model was designed with an inconsistent GP A structure, providing random feedback to 

the decision maker. 

The sequence of events generated for the scenario mainly involved a trade-off 

between the GPA (Grade Point Average) and the three majors of the Techno MBA 

graduate program. Students were asked to choose a concentration based on the given 

choices and scenario. Based on participants' choices, a predefined GPA score and other 

information related to the programs of study was given back to them, which would 

impact the students' confidence level in attaining their goals. The GP A structures used 

for random, ascending and descending models are given in figure A, B, C. 

GPA Structure (Ascending Model) 

4.00 __ 
~ 3.00 r------­
c, 

2.00 

5.00 r 
1.00 +-----1------,f------+-----+--+----+----I 

2 3 4 5 6 7 8 
Semesters 

Graph A: Ascending Model GPA Structure 

GPA Structure (Descending Model) 

5.00 t 
~ 4.oo r-------------
c, 3.00 

2.00 
1 . 00 -+----+------,f------+-----+---+-------+--- - 1 

1 2 3 4 5 6 7 8 
Semesters 

Graph B: Descending Model GPA Structure 
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GPA Structure (Random Model) 

5.00t 
4.00 _ : 

~ ~:~~ : 
1.00 I I 

-
I --1 

1 2 3 4 5 6 7 8 

Semesters 

Graph C: Random Model GPA Structure 

Samples were randomly asked to choose one of the three existing models and go 

through the experimental process. The experiment was structured to iteratively allow the 

participant to take actions based on the information that was given and outcomes they 

faced after choosing the decision alternative during each semester from fall'06 to 

summer'08. A questionnaire was designed to track the decision process that participants 

followed during the experiment, and a survey was also collected at the end to check their 

consistency in objectives and their decision goal. Based on the semester, the participants' 

confidence and decision paths were tracked and measured. Details of the sample data can 

be found in the Appendices. 

4.4 Procedure for the Experiment 

Participants were asked to read the instruction sheet regarding how to perform the 

experiment. Each participant was to execute the simulation. The experimenter assisted 

the participant in case the participant had any questions or if any clarification was needed 

in regards to the inst;uction sheet or the experiment itself. 

The experiment was performed as follows: 

1) Each participant was considered a decision maker in the scenario. 

2) Each participant was asked to read the scenario in the first round (fall'06 semester). 
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3) The participant was required to select his/her long term goal (value premise). 

4) The participant was then asked to opt for one of the available majors in the Techno­

MBA program for instance A, B or C. The choice between majors A, B or C was 

assumed to correspond with the final goal although the goal could be attained in some 

measure by any of the three majors. 

5) The participant was then asked to rate his /her confidence index in terms of achieving 

his/her semester objective. 

6) After selecting an option and rating their confidence index, the participant received 

feedback as a mid-semester result in the form of his/her GPA. 

7) The participant was then given a choice to take actions to improve his/her mid 

semester result. Four predetermined choices of action were offered, along with one 

more option where each participant could state the action of his/her choice (in the 

form of "Other- please specify). 

8) The participant was then asked to rate his /her new confidence index based on the 

chosen action. Delta is calculated to see the difference in Confidence indices, which 

was later utilized to support hypothesis II. 

9) As there were 3 models, we determined whether actions were taken by participants in 

the descending and ascending models and if there were changes. We tried to find out 

if there was a change or shift from one action to the other action (irrespective of what 

was the action) more in one model more than the other, which was utilized to support 

hypothesis I. 
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10) After receiving the end-of-semester result the participant was given a choice to re­

evaluate their chosen field in the next semester, this was required to observe if there 

was a change in decision path or alternative. 

ll)At the beginning of each semester, each participant was asked to rate the new CI to 

track his /her confidence in his/her chosen alternative or major. 

12) The process from 4 to 10 is repeated for all 8 semesters and compared with proposed 

hypotheses. At the end of the experiment, participants were asked to complete a short 

survey to track the validity of the experiment and gain more insights on how the 

experiment could be improved for future research in RDM. 

13) The results collected from the experiment were compiled and used for the result 

analysis. 
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5. RESULT 

The prime purpose of this extended RDM study was to empirically illustrate the 

radical impact of Action outcome and Confidence Index (two important RDM 

parameters) on the RDM process, while achieving desired outcomes under uncertainty. 

Hypothesis I: 

Our first hypothesis was focused on a comparison between two of the new RDM 

experimental models, i.e. Ascending and Descending. We wanted to see if decision 

makers increased the frequency of action taken in the negative environment with 

detrimental conditions, as opposed to decision makers in fairly positive environments 

who are expected to not change their actions as frequently. The study supported this 

hypothesis (refer to Figure M). Decision makers in the descending model showed greater 

variations in terms of actions as compared to the decision makers subjected to ascending 

model (refer Figure I). However, due to uncertainty built into the scenario, it was not 

possible to predict which model leads towards better or optimal outcome at the end of the 

process. So further research will help us identify more strength from the conclusion we 

presently have. 

Hypothesis II: 

The second hypothesis proposed that the action outcomes during the sequence of 

events in RDM lead to changes in decision makers' confidence in their chosen decision 

paths. From the experiment, it can be determined that all three models (Random, 

Ascending and Descending) strongly support this hypothesis. The experimental design 

posed some limitations in terms of predetermined outcomes and limited the number of 

choices. Nevertheless, outcomes were random and had offered the liberty to the decision 
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makers to choose their own actions using the action number five, which was "Others, 

please specify". 

Hypothesis II is, therefore, accepted. The limitations in terms of offering a wide 

range of potential alternatives, confidence indexes and outcomes would be possible to 

generate with more simulated models, but can not replicate real situations fully in a 

simulated experimental environment. 

5.1 Discussion of Results 

With a sample size of 70, this application-based RDM study primarily focused on 

identifying high level pattern types that demonstrate the manner in which action selection 

and action outcome affects the decision maker. Several possibilities can be predicted 

based on these patterns. The first possibility would be a strong comparison between the 

three experimental models, i.e. ascending, descending and random. The scope is limited 

to the comparison of the action parameter for the two models, ascending and descending; 

few variations are seen based on positive and negative outcomes. This would indicate that 

the action outcomes do have an impact on confidence, which causes changes in action 

selection. The majority of the samples in ascending and descending did appear to follow 

what was expected Samples from the ascending model clearly demonstrated less number 

of changes due to positive outcomes in the RDM decision process (see summary table 

below) compared to the descending RDM model. 
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Table 4: Summary of action variation for ascending and descending 

Changes In Action Changes In Action 
Model Semesters Ascending Descending 
1 0 0 
2 14 13 
3 12 17 
4 10 13 
5 13 16 
6 12 16 
7 13 17 
8 12 11 

Ascending vs Descending 

120 
Ill 

:g, 100 
C: 
111 
.c: 80 0 
C: 60 0 

~ 40 .... 
0 20 0 z 

0 
1 2 3 4 5 6 7 8 

Semesters 

Graph D: Cumulative Graph for Hypothesis I 

It was found that samples from both models had the same number of changes at 

the beginning of the process simply because the decision makers' actions were not 

affected as much by the initial negative response. However, with more negative outcomes 

for the descending model, the gap widened, and decision makers changed their actions 

more frequently than decision makers with positive outcomes. These changes have been 

plotted cumulatively in the graph (see Graph D). Therefore, decision makers with the 

descending model and negative outcomes changed their actions 107 times (cumulative) < 
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80 times, with positive outcomes in the ascending model. Hence, it validates Hypothesis 

I. 

For Hypothesis II Apart from identifying the impact of action outcome on 

confidence and ultimately on the decision alternative, broad prototypes of behavioral 

patterns for random, ascending and descending models could be formed. Let's start with 

the ascending model; about 23 samples were collected randomly for the ascending model 

(see below) 

Ascending 
Samples 

2,5,8,11,14,17,20,23,26,29,32,35,38,41,44,47,50,53,56,59,62,65,68, 

In order to demonstrate the correlation it was decided to measure the confidence 

variation, which is plotted on the Y axis, as it was a dependent variable and action 

outcome on X axis, as it was an independent variable. Based on careful observations of 

samples of the ascending model, these are the categories of patterns: 

Prototype I pattern basically falls in category I, where samples showed consistent 

increase in their confidence with a positive action outcome. In other words, in the 

Techno-MBA program with every passing semester, the samples' confidence boosted 

because of the increase in their GPAs (see sample 11, 23, 35, 47, 56, 65, 68). The graph 

in category I clearly demonstrated the variations in confidence, with a positive action 

outcome. 
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Category Patterns 

Type I Confidence vs Action 

10~-~-- --·-- ---~ 

8 _/ 

/!'--,/~..-----

6 

4 

2 

I 
0 

A3 A3 A3 A3 A3 A3 A3 A3 A1 A1 A1 A1 A1 A1 A1 A1 

Actlon/Sem ester 

--

Confidence Index vs Action 

10 / ..______, ,__ ,.-/ >----

Type II / I'\/ 
>---< 

~/ 8 

6 

4 

2 

0 

A2 A2 A2 A2 A2 A2 A2 A2 A2 A2 A2 A2 Al Al Al Al 

Action/ Semester 

Confidence Index Vs Action 

10 

Type III 8 

6 

4 

2 

0 

A3 A3 Al Al A2 A2 A2 A2 A4 A4 A4 A4 Al Al A3 A3 

Action/ Semester 

Graph E: Hypothesis II 

Category II reflected types of samples which had random increase in their 

confidence index as positive outcomes occurred (see graph II), meaning due to changes in 
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the decision environment, and even with positive action outcomes, all the time they had 

some fluctuation (both positive, negative) in their confidence indexes. Therefore, at the 

end, some random variation types of patterns were received (see samples 32, 38, 41, 44, 

53). Category III samples did not have any impact of action outcome on their confidence 

index. This is primarily because of the sample's inability of exhibiting real behavior in a 

simulated environment. Nevertheless this type of category can definitely be considered as 

one of the behavior types where the decision maker exhibits a steady pattern, due to 

positive action outcome (Refer samples 26, 29, 59, 62, 70). Additionally, some samples 

exhibited patterns in which there was a sudden increase or drop in confidence, and it 

steadied after a while until the end of the process. We can not really categorize those as 

they do not have fixed patterns of variation. 

For Random Model we received approximately 24 samples as listed below. 

Random 
Samples 1,4,7,10, 13, 16,19 ,22,26,28,31,34,37,40,43,49,46,52,55,58 

Approximately 24 random samples were collected for a total of 71 samples. Based on 

observation and detail analysis, the following categories of patterns were found. Random 

samples did show a clear impact of the outcomes over the confidence index of each 

decision maker (sample); however, the variations were due to the more randomly 

assigned GPA (refer to sample graphs). In terms of patterns, we came up with two broad 

categories. Category I shows a very obvious random pattern where the confidence index 

fluctuates every semester, illustrating a zigzag pattern (see samples 

1,4,7,16,22,26,28,31,34,40,43,55). Category II of behavior included samples that did not 

show any impact of random outcome over confidence index (see samples 58, 52, 49, 19). 

Again, this is due to the simulated experimental environment. There were samples whose 
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behavior could not be categorized as they demonstrated random changes in behavior. 

Nevertheless, all types of samples clearly supported our Hypothesis II by showing the 

impact on the confidence index due to the random outcome. 

Category Patterns 

Type I 

Confidence Index vs Action 

10 ----------~----- ·-

~/ ~/ ~-/ -----I'\._/ ~/ ~ 8 
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4 

2 

0 

A4 A4 A3 A3 A2 A2 A2 A2 A3 A3 A2 A2 A4 A4 A3 A3 

Action/Semester 

·--

Confidence Index Vs Action 

10 
Type II 

8 

6 

4 

2 

o ~~, 

A3 A3 A1 A1 A2 A2 A2 A2 A4 A4 A4 A4 A1 A1 A3 A3 

Action/ Semester 

Graph E: Hypothesis II 

Descending model included the following samples for the experimental study: 

Descending 
Samples 3,6,9,12,16,18,21,24,27,30,33,36,39,42,45,48,51,54,57,60,63,66,69 

About 23 descending samples were collected so that there were an equal number 

of samples to compare with the ascending model for the verification of hypothesis I. 
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Similar to other two models, samples ( decision makers) in the descending model also 

exhibited correlation between confidence and action outcome. The action outcome being 

a negative outcome in terms of a low GP A resulted in a strong variation in the confidence 

index and supported Hypothesis IL In terms of behavioral categories, two types of 

descending patterns were found as shown below: 

Category Patterns 

Type I 

Type II 

Confidence Index Vs Action 

10 ~-------------·-··--··-· 

6 

12 • 

10 

6 

4 

2 

A2 A2 A2 A2 A4 A4 A3 A3 A2 A2 A3 A3 A2 A2 A2 A2 

Action/ Semester 

Conlldence Index Vs Action 

0 .,._.._..,......,.___._---,..........._~...,__,~,-L--r-'--,-'-...,.......____._--,...........,._...._, 

A3 A3 A4 A4 A4 A4 A4 A4 A4 A4 A4 A4 A2 A2 A4 A4 

Action/ Semester 

Graph E: Hypothesis II 

! 

The Type I pattern demonstrated behavior where, due to a negative result from the 

actions, the confidence index in the selected path gradually dropped down to a lowest 

point where the decision makers decided to change path (see samples 24, 48, 51, 60, 66, 
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69). However, from the perspective of Hypothesis II, the pattern clearly supported the 

correlation. 

Type II pattern displayed random change in the confidence index due to a 

negative action outcome, but did not have the gradual decrease in confidence during the 

process. Samples in this category followed the zigzag pattern, and there was an overall 

decrease in confidence at the end of the process due to consistent negative action 

outcomes (see samples 3, 9, 12, 15, 18, 21, 27, 42, 45, 54, 57, 63). Therefore, this 

supported the Hypothesis II statement. 
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6. CONCLUSION 

6.1 Conclusions from the research study 

The prime goal of the RDM study is to verify the framework that has been built 

for RDM at the level of proof of concept and further identify the parameters that play a 

pivotal role in this decision making process. Similar to the prototype model in the proof 

of concept, this new revised RDM model also suggests that in an uncertain, complex 

environment, decision makers do not necessarily follow rational choices, but choose the 

alternative on the basis of what they think is a feasible option and take actions to achieve 

their desired goal with certain amount of confidence. Rehman (2002) developed a logical 

equation where the decision is a sum of confidence and motivation (D=C+ M), and he 

used this as a basis to identify an agent's behavior. In the proof of concept, this equation 

was used to identify RDM, and now this study is an extension to verify the impact of 

action outcome which, in turn, affects the confidence index of the decision maker and 

causes dynamic variations in the selection of the decision alternative. 

The confidence index has been identified as a pivotal factor that influences the 

decision makers' perceptions towards their decision choices. In this study in addition to 

the sequence of events in the proof of concept, the action outcome in the decision 

environment, which is not predictable, had a strong impact on the confidence index and 

overall RDM process. The bulk of samples in all three models reacted in some manner to 

the positive or negative outcomes. In all cases, confidence served to inform whether a 

change in the decision occurred or not. Seventy samples were sufficient to generate the 

patterns. A similar evidence was supported and demonstrated such as uncertain or 
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complex situations progress; subsequent actions and their (positive or negative) outcomes 

result in an updated confidence index for the decision maker. 

Through the new, revised experimental design for all three models (random, 

ascending and descending), several broad categories of behavioral patterns were 

identified and overcame the proof of concept limitation, i.e. the action loop which threw 

some light on a few fresh research findings. For instance, with positive action outcomes, 

we saw the decision makers' change their actions fewer times than while coping with 

negative outcomes. The scope of the experiment did not allow the comparison of all three 

models with each other except for ascending and descending 

It was hypothesized and demonstrated that the decision makers in real situations 

take actions to manage their confidence index, and their action outcomes have a strong 

impact on the confidence index of the decision makers' particular decision path. It can be 

argued to some extent that this reliance on the confidence index to guide decision making 

under uncertainty has a potential to be fallible but, in general cases, this may be 

applicable. Nevertheless, an understanding of the RDM process and its pivotal 

parameters should however allow for an improvement of overall decision making in the 

future. Ultimately, rational methods have repeatedly failed to represent real world 

decision makers' approaches under uncertain, complex situations, and so far, their 

capability to deal with uncertainty and incomplete knowledge or information is still in 

question. To sum up, there still exists many hidden aspects of RDM which need to be 

researched and further clarified to qualify as a robust decision making structure. The 

scope for future research should the address importance of the real world environment 

rather than simulated studies and provide more advanced experimental designs where an 
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array of unlimited action choices are available for decision makers, which will ultimately 

help to increase a robust correlation between various RDM components. 

6.2 Limitations and Future Implications 

An Exploratory study of RDM was completed, but with extensive limitations, and 

it indicated that with future research, it would be possible to overcome many of those 

proposed shortcomings. Some of the strong limitations were eliminated through the 

newly designed RDM experiment, such as the capability for the decision makers to take 

actions, the small sample size to generalize RDM findings, a detailed survey to validate 

the authenticity of decision makers' answers, etc. RDM is still in its rudimentary phase 

and open to limitations with new experiments and findings. Hopefully, with further 

research in the future, it will be possible to address these present shortcomings. 

One of the prime limitations is still with the action loop in the RDM experiment. 

Even though samples were provided with the ability to take actions, decision makers still 

had only partial control to take actions and manage their confidence index in the 

experiment, i.e. experiment incorporated predetermined actions and their outcomes, 

leaving decision makers with very little control over the action outcome. With future 

research, it could be possible to significantly contribute to the action loop in RDM by 

feeding extensive action choices and random outcomes based on more equipped 

experimental design. However this does not mean that the experiment is not strong 

enough to validate premises and proposed hypotheses. Yes it did offer the liberty to the 

decision maker to take action of his/her own choice. It did not weaken the contribution of 

this study towards identifying radical changes of action and confidence index. 
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A second limitation refers to the scope which is narrowly defined with only three 

decision models, i.e. ascending, descending and random. As the scope was limited, there 

could not be a comparison between the three models with each other, and random model 

findings could not be used to the extent that there was a comparison of it with ascending 

and descending models. However, the intention behind the quasi-experimental study was 

to test proposed hypotheses and demonstrate the potential impact of actions on RDM, 

which was accomplished. 

A few more limitations exist, based on the competitiveness of the experimental 

model or simulation which simulated random possibilities of outcome, but they were 

predetermined and could not produce thousands of random outcomes which are feasible 

in pure uncertain situations. Arguably, responses in such an experiment may not 

genuinely reflect real decisions, not needed since the imperative of success and failure, 

risk, human behavior etc. can never be fully replicated. Nevertheless, earnest attempts 

were taken to create a scenario that would be familiar to the participants to minimize this 

effect. Also, non-experimental study approaches, like case studies or grounded theory 

applications, may illustrate important findings that experimental studies would not be 

able to capture. 
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HYPOTHESIS I & II ANALYSIS 

Descending Samples 

Fall 
Semesters Fall 06 So07 Su07 Sull07 07 Soos SuOB SullOB 
Samples 
and their 
Actions 

1 0 0 1 0 1 0 1 1 83d 
2 0 1 1 0 0 0 0 0 S6d 
3 0 1 0 1 0 1 1 1 S9d 
4 0 1 1 1 0 1 1 1 812d 
5 0 1 0 0 1 0 1 0 S15d 
6 0 0 1 1 1 0 1 1 S18d 
7 0 0 1 0 1 0 1 1 S21d 
8 0 1 1 1 1 0 1 1 S24d 
9 0 0 1 1 1 1 1 0 S27d 

10 0 1 1 0 1 1 1 0 S30d 
11 0 1 1 1 1 1 1 1 833d 
12 0 0 0 1 1 0 1 0 S36d 
13 0 0 1 0 1 1 0 1 S39d 
14 0 1 1 1 1 1 0 0 842d 
15 0 1 1 0 0 1 1 0 S45d 
16 0 0 0 1 1 1 1 0 S48D 
17 0 0 1 1 1 1 1 0 S51D 
18 0 1 0 0 0 1 0 0 S54D 
19 0 0 0 0 0 1 0 1 S57D 
20 0 1 1 1 1 1 0 0 S60D 
21 0 0 1 1 1 1 1 0 S63D 
22 0 1 1 0 0 1 1 1 S66D 
23 0 1 1 1 1 1 1 1 S69D 

0 13 17 13 16 16 17 11 
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Ascending Samples 

Semesters Fall 06 Sp07 Su07 Sull07 Fall 07 Sp08 Su08 Sull08 
Samples 
and their 
Actions 

1 0 1 0 1 0 0 1 1 S2a 
2 0 1 1 0 1 0 0 1 S5a 
3 0 1 1 0 1 1 1 1 S8a 
4 0 0 1 0 0 0 1 0 S11a 
5 0 0 1 0 0 1 0 1 S14a 
6 0 1 0 0 1 0 0 0 S17A 
7 0 1 1 0 0 1 1 0 S20A 
8 0 1 1 1 1 1 1 1 S23A 
9 0 0 1 0 1 0 1 1 S26A 

10 0 1 0 0 1 0 0 1 S29A 
11 0 1 0 1 1 1 1 1 S32A 
12 0 0 0 1 1 0 0 0 S35A 
13 0 1 1 0 0 0 0 0 S38A 
14 0 0 0 0 0 0 1 0 S41A 
15 0 0 0 1 0 1 0 0 S44A 
16 0 0 0 1 0 0 1 1 S47A 
17 0 1 1 1 1 1 1 1 S50A 
18 0 1 0 0 1 0 1 0 S53A 
19 0 0 0 0 0 1 1 1 S56A 
20 0 1 1 1 1 1 0 0 S59A 
21 0 1 0 0 0 1 0 0 S62A 
22 0 0 0 0 1 0 0 0 S65A 
23 0 0 1 1 0 1 1 0 S68A 

0 13 11 9 12 11 13 11 
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Changes in Actions in Terms of Action Number (Descending Samples) 

Semesters Fall 06 Sp07 Su07 Sull07 Fall 07 Sp0B Su0B Sull0B 
Samples 
and their 
Actions 

1 4 4 2 2 3 3 4 2 S3D 
2 3 5 2 2 2 2 2 2 S6D 
3 4 2 2 4 4 3 4 2 S9D 
4 1 3 4 2 2 3 4 1 S12D 
5 4 2 2 2 4 4 2 2 S15D 
6 2 2 3 2 3 5 2 1 S18D 
7 1 1 2 2 4 4 2 4 S21D 
8 1 4 2 2 4 4 2 3 S24D 
9 4 4 2 2 4 3 2 2 S27D 

10 3 4 1 1 3 4 2 2 S30D 
11 3 3 2 1 4 1 4 1 S33D 
12 2 2 2 4 2 2 4 4 S36D 
13 4 4 2 2 3 4 4 3 S39D 
14 3 2 3 2 3 3 3 3 S42D 
15 2 2 4 2 2 2 4 2 S45D 
16 3 3 3 2 3 2 4 4 S48D 
17 2 2 4 3 2 3 2 2 S51D 
18 4 2 2 2 2 1 1 1 S54D 
19 2 2 2 3 2 2 4 3 S57D 
20 3 2 3 2 4 3 3 3 S60D 
21 3 2 3 5 2 1 4 4 S63D 
22 4 2 3 3 3 2 4 3 S66D 
23 2 4 3 2 4 3 4 1 S69D 
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Changes in Actions in Terms of Action Number (Ascending Samples) 

Semesters Fall 06 Sp07 Su07 Sull07 Fall 07 Sp08 Su08 Sull08 
Samples 
and their 
Actions 

1 3 2 2 4 4 4 2 3 S2A 
2 4 3 2 2 3 3 3 1 SSA 
3 2 3 2 2 4 3 4 3 SBA 
4 3 3 2 2 2 3 4 4 S11A 
5 3 3 2 2 2 4 4 3 S14A 
6 3 2 2 2 4 4 4 4 S17A 
7 3 3 4 2 2 2 4 3 S20A 
8 2 4 4 3 2 5 1 3 S23A 
9 3 3 2 2 2 3 2 1 S26A 

10 3 2 2 4 2 4 2 3 S29A 
11 4 2 2 1 2 4 1 2 S32A 
12 1 1 1 2 1 1 1 1 S35A 
13 1 2 1 1 1 1 1 1 S38A 
14 2 2 2 2 2 2 1 1 S41A 
15 3 3 3 2 2 1 1 1 S44A 
16 4 4 4 3 3 3 1 4 S47A 
17 2 4 2 1 2 5 1 3 S50A 
18 2 3 3 3 4 4 3 3 S53A 
19 2 2 2 2 2 5 1 3 S56A 
20 4 2 3 2 4 2 2 2 S59A 
21 3 2 2 2 2 4 2 2 S62A 
22 3 3 3 3 1 1 1 1 S65A 
23 2 2 3 4 4 3 2 2 S68A 
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SUMMARY CHART OF ALL SAMPLES 
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Summary Chart of all Samples 

Sample 1R Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 6 6 5 7 6 7 8 
Action 3 4 3 2 2 4 3 4 
Confidence 
after action 7 6 6 6 6 6 7 9 
Concentration A A A A A A A A 

Sample2A Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 7 7 7 9 7 
Action 3 2 2 4 4 4 2 3 
Confidence 
after action 9 9 9 9 9 9 9 9 
Concentration B B B B B B B B 

Sample3D Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 5 5 5 5 7 5 3 3 
Action 4 4 2 2 3 3 4 3 
Confidence 
after action 9 3 3 5 5 5 3 3 
Concentration B B B C A A B B 

Sample4R Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 5 7 5 7 7 7 5 
Action 4 3 2 3 2 1 4 4 
Confidence 
after action 7 5 7 5 7 7 5 4 
Concentration B B B B B B B B 

I 
Sample SA Semesters 
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Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 9 10 10 9 10 9 9 
Action 4 3 2 2 3 3 3 1 
Confidence 
after action 7 9 9 10 10 9 10 10 
Concentration C C C A A A A A 

Sample6D Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 9 9 9 9 9 9 9 
Action 3 5 2 2 2 2 2 2 
Confidence 
after action 9 9 9 9 9 9 9 9 
Concentration B B B B B B B B 

Sample 7R Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 7 9 7 9 9 7 7 
Action 2 2 2 2 2 2 4 2 
Confidence 
after action 9 9 7 7 9 9 7 9 
Concentration B B B B B B B B 

Sample SA Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 2 9 9 9 9 9 9 
Action 2 3 2 2 4 3 4 3 
Confidence 
after action 9 2 9 9 9 9 9 9 
Concentration C C C C C C C C 

Sample 9D Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 08 II 

Confidence 7 8 9 9 6 6 8 7 
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before action 
Action 2 2 2 4 4 3 4 2 
Confidence 
after action 7 8 7 6 6 6 6 7 
Concentration B A C C A B B B 

Sample 
10R Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 9 9 9 9 9 
Action 4 4 2 2 1 4 4 3 
Confidence 
after action 9 9 9 9 7 9 9 9 
Concentration C C C C C C C C 

Sample 
11A Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 07 II 07 08 08 0811 

Confidence 
before action 9 8 9 9 9 10 10 10 
Action 3 3 2 2 2 3 4 4 
Confidence 
after action 9 9 9 9 10 10 10 10 
Concentration A A A A A A A A 

Sample 
12D Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 7 5 7 7 7 3 7 
Action 1 3 4 2 2 3 4 1 
Confidence 
after action 9 7 5 7 7 7 5 7 
Concentration A A C A A A B A 

Sample 13 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 9 9 9 7 7 
Action 4 2 2 2 3 4 4 4 
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Confidence 
after action 9 9 9 3 9 9 7 7 
Concentration A A A A C C B A 

Sample 14 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 9 9 9 9 9 
Action 3 3 2 2 2 4 4 3 
Confidence 
after action 9 9 9 9 9 9 9 9 
Concentration A A A A A A A A 

Sample 15 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 5 3 5 7 7 3 
Action 4 2 2 2 4 4 2 2 
Confidence 
after action 5 7 7 7 7 5 5 5 
Concentration A B B B A A A A 

Sample16 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 8 9 9 7 7 8 5 9 
Action 3 2 2 2 2 4 2 3 
Confidence 
after action 9 9 9 7 7 5 5 7 
Concentration A C C C C C C C 

Sample 17 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 10 10 10 7 8 9 10 10 
Action 3 2 2 2 4 4 4 4 
Confidence 
after action 8 10 10 8 10 8 10 10 
Concentration B B B B B B B B 
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Sample 18 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 5 7 3 3 5 3 
Action 3 2 3 2 3 5 2 1 
Confidence 
after action 7 7 7 6 3 3 5 3 
Concentration B B C C C B B A 

Sample 19 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 8 7 7 7 7 7 
Action 3 2 4 3 4 2 2 2 
Confidence 
after action 7 7 7 7 7 7 7 7 
Concentration B B B B B B B B 

Sample 20 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 9 9 9 9 9 
Action 3 4 2 2 2 4 3 3 
Confidence 
after action 9 9 9 9 9 9 9 9 
Concentration C C C C C C C C 

Sample21 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 8 9 7 8 8 7 5 8 
Action 1 1 2 2 4 4 2 4 
Confidence 
after action 8 8 8 7 5 6 6 7 
Concentration A A A A A A C A 

Sample 22 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 
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Confidence 
before action 8 9 8 7 9 9 9 6 
Action 1 3 2 2 2 4 2 3 
Confidence 
after action 5 9 9 6 9 9 9 9 
Concentration A C C A A A B B 

Sample 23 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 9 9 9 8 9 9 10 
Action 2 4 4 3 2 5 1 3 
Confidence 
after action 9 9 9 8 9 9 10 10 
Concentration C C C C C C C C 

Sample 24 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 7 7 7 7 5 5 
Action 1 4 2 2 4 4 3 3 
Confidence 
after action 9 7 7 7 7 7 5 5 
Concentration A A A A A A A A 

Sample 25 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 08 II 

Confidence 
before action 9 7 7 5 5 7 3 5 
Action 2 2 3 2 4 3 4 3 
Confidence 
after action 7 7 6 3 5 5 3 7 
Concentration B A A A A A A A 

Sample 26 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 9 9 9 9 9 
Action 3 3 2 2 2 3 2 1 
Confidence 
after action 9 9 9 9 9 9 9 9 
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Concentration A A A A A A A A 

Sample27 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 10 10 8 9 10 9 9 
Action 4 4 2 2 4 3 2 2 
Confidence 
after action 8 10 8 8 9 10 9 9 
Concentration B B B B B B B B 

Sample 28 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 7 9 7 7 7 
Action 7 3 2 2 3 2 4 3 
Confidence 
after action 4 7 7 9 7 9 9 5 
Concentration A C C C A A B C 

Sample29 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 9 9 9 9 9 
Action 3 2 2 4 2 4 2 3 
Confidence 
after action 9 9 9 9 10 9 9 9 
Concentration B B B B B B B B 

Sample 30 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 7 7 7 7 7 9 7 
Action 3 4 1 1 3 4 2 2 
Confidence 
after action 7 7 7 7 7 7 7 7 
Concentration A A A A A A A A 

Sample 31 Semesters 
Conditions Fall Spring Sum07 Sum 0711 Fall Sprina Sum Sum 
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(order as per 06 07 07 08 08 08 II 
charts) 

Confidence 
before action 8 9 8 7 9 9 9 6 
Action 1 3 2 2 2 4 2 3 
Confidence 
after action 5 9 9 5 9 5 9 9 
Concentration A C C A A A B B 

Sample 32 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 10 10 10 8 10 10 7 
Action 4 2 2 1 2 4 1 2 
Confidence 
after action 8 9 10 10 10 10 10 10 
Concentration B B B B B B B B 

Sample 33 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 7 9 9 7 7 9 
Action 3 3 2 1 4 1 4 1 
Confidence 
after action 9 7 9 9 7 7 9 9 
Concentration A A A A A A A A 

Sample 34 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 5 5 7 3 7 7 3 3 
Action 2 4 2 2 4 3 4 3 
Confidence 
after action 5 5 5 5 7 7 3 9 
Concentration A C C C A A A C 

Sample 35 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 08 II 

Confidence 
before action 7 7 9 10 10 10 10 10 
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Action 1 1 1 2 1 1 1 1 
Confidence 
after action 7 7 9 10 10 10 10 10 
Concentration C C C C C C C C 

Sample 36 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 7 9 7 7 7 7 
Action 2 2 2 4 2 2 4 4 
Confidence 
after action 7 7 7 9 7 7 7 7 
Concentration 

Sample 37 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 10 10 10 10 10 10 10 10 
Action 3 2 2 2 2 3 4 3 
Confidence 
after action 10 10 9 9 9 10 9 10 
Concentration C C C C C C A C 

Sample 38 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 7 9 9 9 9 9 9 
Action 2 2 1 1 1 1 1 1 
Confidence 
after action 9 7 9 9 9 9 9 9 
Concentration A A A A A A A A 

Sample 39 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 9 7 9 9 9 
Action 2 3 2 3 4 2 4 3 
Confidence 
after action 9 9 9 9 7 9 9 9 
Concentration C C C C C C C C 
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Sample 40 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 7 9 9 9 7 7 
Action 2 3 2 3 4 2 4 3 
Confidence 
after action 9 7 7 9 9 9 9 10 
Concentration B B B C C C C C 

Sample 41 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 7 9 9 9 9 10 
Action 2 2 2 2 2 2 1 1 
Confidence 
after action 7 9 9 7 9 10 9 10 
Concentration B 8 B B B B B B 

Sample 42 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 10 8 8 9 7 6 8 9 
Action 3 2 3 2 3 3 3 3 
Confidence 
after action 9 7 7 8 7 7 7 7 
Concentration B 8 C C C C C C 

Sample 43 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 08 II 

Confidence 
before action 8 7 7 8 8 9 9 6 
Action 3 4 4 4 4 4 2 4 
Confidence 
after action 7 6 6 6 9 7 8 10 
Concentration B 8 8 B B B B B 

Sample 44 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 
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Concentration B B C C C B B B 

Sample 49 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 10 10 10 10 10 10 10 10 
Action 3 1 2 2 4 4 1 3 
Confidence 
after action 10 10 10 10 10 10 10 10 
Concentration C C C C C C C C 

Sample 50 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 9 9 9 9 9 9 9 
Action 2 4 2 1 2 5 1 3 
Confidence 
after action 7 9 9 9 9 9 9 9 
Concentration C C C C C C C C 

Sample 51 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 7 6 4 3 3 3 2 
Action 2 2 4 3 2 3 2 2 
Confidence 
after action 8 7 6 4 4 3 3 2 
Concentration B B B A A B B B 

Sample 52 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 8 7 7 7 7 7 
Action 3 2 2 2 2 4 4 1 
Confidence 
after action 7 7 7 7 6 7 7 7 
Concentration C C C C A A A A 

Sample 53 Semesters 
Conditions Fall Sprina Sum07 Sum 07 II Fall Spring Sum Sum 
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(order as per 06 07 07 08 08 0811 
charts) 

Confidence 
before action 7 8 8 9 9 9 7 10 
Action 2 3 3 3 4 4 3 3 
Confidence 
after action 7 7 9 7 9 9 9 10 
Concentration A C C C C C C C 

Sample 54 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 08 II 

Confidence 
before action 7 9 7 7 5 7 7 7 
Action 4 2 2 2 2 1 1 1 
Confidence 
after action 9 9 9 7 3 7 3 5 
Concentration B B C A A A A A 

Sample 55 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 8 7 5 5 7 7 6 5 
Action 4 4 4 3 3 3 4 4 
Confidence 
after action 7 7 7 5 7 7 6 5 
Concentration C C C C C C C C 

Sample 56 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 9 9 9 9 9 9 9 
Action 2 2 2 2 2 5 1 3 
Confidence 
after action 7 7 9 9 9 8 9 10 
Concentration C C C C C C C C 

Sample 57 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 9 9 9 7 9 
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Action 2 2 2 3 2 2 4 3 
Confidence 
after action 7 7 7 6 6 7 7 7 
Concentration C C C C A A A A 

Sample 58 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 7 7 7 7 7 7 
Action 2 2 2 2 2 4 4 1 
Confidence 
after action 7 7 7 6 6 7 7 7 
Concentration C C C C A A A A 

Sample 59 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 7 7 7 7 7 7 
Action 4 2 3 2 4 2 2 2 
Confidence 
after action 7 7 7 7 7 7 7 7 
Concentration B B B B B B B B 

Sample 60 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 10 8 8 9 7 7 8 8 
Action 3 2 3 2 4 3 3 3 
Confidence 
after action 9 7 7 8 7 7 7 7 
Concentration B B C C C C C C 

Sample 61 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 8 8 9 9 8 8 
Action 3 3 2 2 4 3 4 4 
Confidence 
after action 7 7 7 9 9 9 7 9 
Concentration A C C C A A A A 
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Sample 62 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 9 9 9 9 9 9 9 
Action 3 2 2 2 2 4 2 2 
Confidence 
after action 9 9 9 9 9 9 9 9 
Concentration B B B B B B B B 

Sample 63 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 08 II 

Confidence 
before action 7 7 7 9 7 7 7 7 
Action 2 2 3 5 2 1 4 4 
Confidence 
after action 7 7 8 9 7 9 7 7 
Concentration B B B B B B B B 

Sample 64 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 7 7 7 7 7 7 
Action 3 4 1 2 3 1 3 1 
Confidence 
after action 7 7 7 7 7 7 7 7 
Concentration A A A A A A A A 

Sample 65 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 8 8 9 9 10 10 
Action 3 3 3 3 1 1 1 1 
Confidence 
after action 7 7 8 8 8 9 10 10 
Concentration A A A A A A A A 

Sample 66 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 07 II 07 08 08 0811 
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Confidence 
before action 8 7 6 6 5 5 3 3 
Action 4 2 3 3 3 2 4 3 
Confidence 
after action 7 7 7 5 5 5 4 2 
Concentration A A B B B B C C 

Sample 67 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 9 7 9 7 7 7 3 
Action 1 4 2 2 3 3 4 3 
Confidence 
after action 7 9 9 7 7 7 7 5 
Concentration C C C C A C C C 

Sample 68 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 7 8 9 9 9 10 
Action 2 2 3 4 4 3 2 2 
Confidence 
after action 7 7 8 8 9 9 9 10 
Concentration A A A A A A A A 

Sample 69 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 7 6 5 4 3 3 2 
Action 2 4 3 2 4 3 4 1 
Confidence 
after action 7 6 5 4 4 3 3 2 
Concentration C C C A A C C C 

Sample 70 Semesters 
Conditions 
(order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 9 7 8 8 9 9 8 8 
Action 3 3 2 2 4 3 4 4 
Confidence 
after action 9 7 7 9 9 9 7 9 
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Concentration A A C C A A A A 

Sample 71 Semesters 
Conditions 
{order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 7 7 7 7 7 7 
Action 4 2 3 2 4 2 2 1 
Confidence 
after action 7 7 7 7 7 7 7 7 
Concentration B B B B B B B B 
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Confidence 
before action 7 7 7 10 9 9 7 9 
Action 3 3 3 2 2 1 1 1 
Confidence 
after action 5 7 10 7 9 9 7 9 
Concentration A A A A A A A A 

Sample 45 Semesters 
Conditions 
{order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 9 7 5 5 7 7 5 
Action 2 4 2 2 2 4 2 2 
Confidence 
after action 7 7 7 5 7 3 7 7 
Concentration A C B B B B B B 

Sample46 Semesters 
Conditions 
{order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 7 7 7 7 7 7 9 9 
Action 2 2 2 3 4 1 3 4 
Confidence 
after action 7 7 7 7 7 7 7 9 
Concentration B B B C C C B B 

Sample 47 Semesters 
Conditions 
{order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 5 6 6 7 9 9 10 10 
Action 4 4 4 3 3 3 1 4 
Confidence 
after action 5 6 8 8 9 9 10 10 
Concentration A A A A A A A A 

Sample 48 Semesters 
Conditions 
{order as per Fall Spring Fall Spring Sum Sum 
charts) 06 07 Sum07 Sum 0711 07 08 08 0811 

Confidence 
before action 8 7 7 5 4 3 3 3 
Action 3 3 3 2 3 2 4 4 
Confidence 
after action 7 6 5 4 4 3 3 3 
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