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Modeling Ice Shelf/Ocean Interaction in Antarctica

A REVIEW

By Michael S. Dinniman, Xylar S. Asay-Davis, Benjamin K. Galton-Fenzi, Paul R. Holland, Adrian Jenkins, and Ralph Timmermann

ABSTRACT. The most rapid loss of ice from the Antarctic Ice Sheet is observed where ice streams flow into the ocean and begin to float, forming the great Antarctic ice shelves that surround much of the continent. Because these ice shelves are floating, their thinning does not greatly influence sea level. However, they also buttress the ice streams draining the ice sheet, and so ice shelf changes do significantly influence sea level by altering the discharge of grounded ice. Currently, the most significant loss of mass from the ice shelves is from melting at the base (although iceberg calving is a close second). Accessing the ocean beneath ice shelves is extremely difficult, so numerical models are invaluable for understanding the processes governing basal melting. This paper describes the different ways in which ice shelf/ocean interactions are modeled and discusses emerging directions that will enhance understanding of how the ice shelves are melting now and how this might change in the future.
INTRODUCTION

Mass loss from the Antarctic Ice Sheet is accelerating (e.g., McMillan et al., 2014), with the most rapid ice loss observed where ice streams discharge into the ocean (Pritchard et al., 2012). Ice shelves form where these ice streams become thin enough to lose contact with the underlying bedrock and begin to float on the ocean at a location called the “grounding line.” Ice shelves buttress the ice streams draining the ice sheet (DeAngelis and Skvarca, 2003; Gudmundsson, 2013), so changes in the ice shelves alter the discharge of grounded ice and therefore influence sea level.

Ice shelves gain mass from inflowing ice streams, snow accumulation, and in some areas basal freezing of seawater. They lose mass from iceberg calving, basal melting by the ocean, and in some areas, surface melting. Until about 2013, it was believed that the most significant loss of mass from the ice shelves during the current era was from iceberg calving. However, newer measurements show that more mass is lost from basal melting (Rignot et al., 2013; Liu et al., 2015) than from any other process, although this could change in the future (DeConto and Pollard, 2016).

The ice shelves also have a large effect on the ocean. They have thicknesses of up to 2,500 m, areas of up to 500,000 km² (e.g., the Ross Ice Shelf, which is approximately the same area as Spain and larger than California), and cover nearly 40% of the Antarctic continental shelf seas (Figure 1), thus blocking the direct influence of the atmosphere on much of the shelf ocean. Glacial meltwater from the ice shelves influences ocean circulation (e.g., Potter and Paren, 1985), water mass transformations (e.g., Jacobs and Giulivi, 2010; Figure 2), and even biology (as a source of micronutrients; Arrigo et al., 2015) in the marginal seas of the Southern Ocean. Its effect on the creation of Antarctic Bottom Water leaves a global footprint.

Ice shelf basal melting can be characterized by three modes (Jacobs et al., 1992; Figure 3). In Mode 1, Shelf Water (SW), a cold, saline and dense water mass formed on Antarctic continental shelves mostly due to brine rejection from sea ice formation, intrudes into the cavities below the ice shelves. The temperature of SW is close to the freezing point of seawater at the ocean surface (−1.9°C), but the freezing point decreases with increasing pressure (0.76°C per 1,000 m), so SW can melt the base of deep ice shelves. In Mode 2, relatively warm (−1°C) Circumpolar Deep Water (CDW) intrudes onto the continental shelves and, under some modification, into the sub-ice cavities. Because CDW can be >4°C warmer than the in situ freezing point at the ice shelf base, this leads to rapid melting. Finally, in Mode 3, Antarctic Surface Water (AASW), which has a cold core often termed Winter Water as well as a seasonally warmer and fresher upper layer, enters the cavity. Throughout most of the year, Mode 3 melting is controlled by the cold core of the AASW that, like SW, has a temperature near the surface freezing point. Melt rates are therefore similar to Mode 1, but Mode 3 is distinct in that the upper layer of AASW, which is warmed by interaction with the atmosphere in summer, can significantly increase melt rates in the outer cavity (e.g., Arzeno et al., 2014).

Ice shelves are often broadly classified as “cold water” or “warm water” depending on whether the deeper waters on the continental shelf adjacent to the ice shelf are dominated more by SW or relatively unmodified CDW (Petty et al., 2013), but a more inclusive way to think about this is in terms of the three main shelf water masses. Strong sea ice formation causes cold and dense SW to pervade the continental shelf in the western Ross and Weddell Seas and a number of locations around the East Antarctic coast, while wind-forced coastal downwelling causes the AASW layer to thicken sufficiently around the remainder of East Antarctica to exclude denser water masses. Together, these processes govern the slow (order 0.1–1 m yr⁻¹) melting of cold water ice shelves, including the three largest (Ross, Filchner-Ronne, and Amery), which all experience Mode 1 melting, and the smaller ice shelves of East Antarctica, which mainly experience Mode 3 melting. Relatively warm CDW floods the Amundsen and Bellingshausen Seas, causing rapid (order 10–100 m yr⁻¹) melting of the smaller warm water ice shelves. The differences between these three regimes seem to be imprinted by regional meteorological conditions, both through the direct effects of wind and snowfall and their forcing of sea ice growth, as well as ocean dynamics, including the proximity of the Antarctic Circumpolar Current to the shelf break, related to the transport of CDW onto the continental shelf (Petty et al., 2013).

Sampling the ocean near and beneath ice shelves is logistically challenging. Thus, over the last 30 years, numerical modeling studies of ice/ocean interaction have been invaluable in understanding and extending the sparse observations that exist. Such studies also underpin the latest coupled ocean/ice shelf/ice sheet models, which promise to revolutionize the projection of future Antarctic contributions to sea level.

In order to accurately simulate ice shelf basal melting, it is necessary to adequately capture the physics of the sub-ice boundary layer, water circulation and transport in the ice shelf cavity, and the processes in the open ocean involved in the delivery of heat in each of the three melting modes listed previously. The excellent review of Williams et al. (1998) summarized the state of the art in numerical modeling of ice shelf/ocean interactions at that time. We describe the significant advances that have been made since then, point out some future directions for research, and directly respond to some of their projections about research pathways made almost 20 years ago.
PHYSICS OF ICE SHELF/OCEAN INTERACTION

A numerical model of ice shelf/ocean interaction must represent the transfers of heat, freshwater/salt, and momentum between the ice and ocean, as well as the mechanical pressure of the ice on the ocean.

Thermodynamics

Heat and freshwater fluxes are due to phase changes at the ice/ocean interface that are typically assumed to occur in thermodynamic equilibrium so that the temperature at the interface (the freezing point) is expressed in terms of salinity and pressure (depth). Melting or freezing can then be represented by three fundamental equations (Hellmer and Olbers, 1989; Holland and Jenkins, 1999):

1. The freezing point of seawater is a weakly nonlinear function of salinity and pressure that is usually linearized to allow for an analytic solution of the three equations.

2. At the ice/ocean interface, in thermodynamic equilibrium, the sink (source) of latent heat caused by melting (freezing) must balance the difference between the heat loss into the ice and the heat supply from the water:

   \[ Q_{IT} - Q_{WT} = -\rho_I w_B L_f, \]

   where \( Q_{IT} \) and \( Q_{WT} \) are the interface-ice and water-interface heat fluxes (W m\(^{-2}\), both positive upwards), \( \rho_I \) is the ice density (kg m\(^{-3}\)), \( w_B \) is the rate (m s\(^{-1}\)) of ice melt (> 0) or freeze (< 0), and \( L_f \) is the latent heat of ice fusion (J kg\(^{-1}\)). The heat flux from the water is usually much greater than that through the ice, so in some applications, the ice is assumed to be perfectly insulating and \( Q_{IT} \) is set to zero, which introduces a small (~10%) error in the calculated melt rates.

How best to characterize the turbulent heat flux from the water to the ice/ocean interface is still an area of active study. Typically, this flux is represented by a bulk turbulent transfer formulation:

\[ Q_{WT} = -\rho_W C_{pw} \gamma_T (T_B - T_W), \]

where \( \rho_W \) is the seawater density (kg m\(^{-3}\)), \( C_{pw} \) is the specific heat capacity of seawater (J kg\(^{-1}\) deg\(^{-1}\)), \( \gamma_T \) represents a thermal exchange velocity (m s\(^{-1}\)), \( T_B \) the interface temperature (the freezing point), and \( T_W \) is the water temperature some distance away from the ice/ocean interface. In practice, \( T_W \) is either defined as the temperature in the uppermost model grid cell (Galton-Fenzi et al., 2012; Dansereau et al., 2014) or averaged over the modeled boundary layer (e.g., Losch, 2008). However, depending on the thickness of the model grid cells, \( T_W \) could be in different parts of the ocean boundary layer at different locations (Gwyther et al., 2015) or...
well beyond the boundary layer, which can lead to significant differences in basal melt (e.g., Schodlok et al., 2016), showing the importance of model vertical resolution underneath the ice shelf.

The thermal exchange velocity \( \gamma_T \) represents the molecular and turbulent mixing of heat in the oceanic boundary layers adjacent to the ice. It is sometimes modeled with a constant value, but is more commonly (e.g., Holland, 2008; Timmermann et al., 2012) parameterized as a function of the friction velocity (Jenkins et al., 2010). The friction velocity relies on some estimate of the under ice drag, which is usually set to a value similar to the drag between the ocean and the seabed; however, little is actually known about the roughness characteristics of an ice shelf base, other than they can be highly variable depending on ice type (Nicholls et al., 2006; Craven et al., 2009). Jenkins et al. (2010) summarize different ways to parameterize the turbulent transfer.

3. At the ice/ocean interface, the freshwater flux due to the melting or freezing of ice having a salinity of \( S_I \) must balance the flux of salt through the water to the interface (the flux of salt through the ice shelf is zero):

\[
-Q_{WS}^S = \rho_I w_B (S_I - S_B),
\]

where \( Q_{WS}^S \) is the water-interface salt flux (psu·kg m\(^{-2}\) s\(^{-1}\)), \( S_I \) is the salinity of the ice, and \( S_B \) is the interface salinity. Meteoric ice (glacial ice originating as compacted snow) has zero salinity. Marine ice that forms due to basal freezing of seawater has brine trapped in it, but observations show that the values are very low (0.10 or less) and so \( S_I \) is modeled as being zero.

The salt flux from the water to the ice/ocean interface is typically represented as a turbulent diffusive flux similar to that of heat, with the form:

\[
Q_{WS}^S = -\rho_w \gamma_S (S_B - S_W),
\]

where \( \gamma_S \) represents a salt exchange velocity (m s\(^{-1}\)), and \( S_W \) is the salinity some distance from the ice/ocean interface. The salt exchange velocity \( \gamma_S \) is not the same as the thermal exchange velocity due to the different molecular diffusivities of heat and salt, but like \( \gamma_T \) it has been modeled as a constant or parameterized as a function of the friction velocity.

The equations shown above are typically applied to freezing at the ice base as well as melting, but the production of marine ice beneath ice shelves actually occurs primarily through the formation of tiny (~1 mm) disk-shaped frazil ice crystals within the water column below the ice shelf (Jenkins and Bombsch, 1995). These crystals settle upward under their buoyancy and accrete onto the ice base. The accreted crystals gradually compact into a relatively solid marine ice mass (e.g., Craven et al., 2009), which is credited with playing a significant role in the stability of some ice shelves (Holland et al., 2009; Galton-Fenzi et al., 2012).

**Mechanics**

The transfer of momentum between the ice shelf and the ocean is modeled assuming that the ice is stationary and exerts a stress on the water underneath through a quadratic drag law with a constant, dimensionless, drag coefficient similar to that between the ocean and the seabed. However, as mentioned earlier, little is known about what drag coefficient should be used (Jenkins et al., 2010), and it may be important to include spatially and temporally varying values in order to represent different types of ice found at the ice shelf base (Gwyther et al., 2015). Recent observations from ice-penetrating radar and autonomous underwater vehicles (AUVs) reveal important ice topographic features on a wide range of spatial scales (Nicholls et al., 2006; Dutrieux et al., 2014b).

Models vary in the details of how the pressure loading of the floating ice is imposed on the water underneath, adjusting the top ocean model surface to conform to the ice base (which can be kilometers below sea level). In most cases, the ice is assumed to be floating in isostatic equilibrium, and the basal pressure is an integral over depth of an ocean density profile that represents the ocean displaced by the floating ice. The applied pressure adjusts the active ocean surface to some mean position that represents the “reference” ice shelf draft. In a dynamic ocean, the actual ice base represented by
the model fluctuates about this reference surface according to the details of the free-surface scheme. There is assumed to be no flexural rigidity or “bridging stresses” between grid cells, so the ice in each grid cell rises and falls freely with changes in the ocean free surface. This is a reasonable assumption, except within a few kilometers of the grounding line or within small-scale ice topography, provided the grid cells are wide relative to the ice thickness.

### CURRENT STATE OF MODELING

#### One- and Two-Dimensional Models

Some of the earliest models of ice shelf/ocean interaction were cast as one-dimensional “plume” models (MacAyeal, 1985; Jenkins, 1991). These models represent the flow of a steady buoyant ocean current up the base of an ice shelf in one spatial dimension, with the plume speed, thickness, and temperature and salinity influenced by meltwater from above and the “entrainment” of warmer, saltier water from below. Despite the simplicity of these models, they have produced significant insight into melting and freezing beneath ice shelves and at the vertical face of glaciers in fjords (e.g., Jenkins, 1991; Jenkins and Bomboesch, 1995). Recently, Jenkins (2016) used a one-dimensional model to investigate the structure of the ice/ocean boundary layer perpendicular to the interface that is removed by depth-averaging in the plume formulation. The current structure and stratification through the boundary layer found in this approach have implications for our parameterization of turbulent transfer to the ice, as discussed in the previous section.

The plume formulation has been extended to an unsteady model of a melt-water layer in two horizontal dimensions (Holland and Feltham, 2006), offering the possibility of producing maps of ice melting using a relatively simple and computationally inexpensive approach. This formulation has been useful in explaining patterns of melting and marine ice formation (e.g., Holland et al., 2009) and in coupled ice/ocean models of the evolution of melt channels observed in the base of ice shelves (e.g., Sergienko, 2013). However, due to its neglect of the influence of seabed geometry, and its simply parameterized “entrainment” of deeper waters into the plume, there are many science questions, such as the exchange of waters well below the boundary layer into/out of the ice shelf cavity, that are unsuited to this type of approach.

#### Full Three-Dimensional Models with Static Ice Shelves

Williams et al. (1998) mention several examples of early work using fully three-dimensional primitive equation ocean models with ice shelves in idealized and realistic regional domains. The first circum-Antarctic model to include ice shelves was the Bremerhaven Regional Ice-Ocean Simulations (BRIOS), which added static ice shelves to the hydrostatic s-coordinate primitive equation model (SPEM); it was initially used to study interactions between the Weddell Sea and the broader Southern Ocean, including the effects of sub-ice shelf forcing on water mass characteristics (Beckmann et al., 1999).

Many models are now available (Table 1) for simulating ice shelf/ocean interaction in a full three-dimensional primitive equation model, and there are regional implementations (often more than one) for every major ice shelf cavity and adjacent coastal ocean in the Antarctic, as well as several circum-Antarctic simulations. One of the main distinguishing characteristics between these models is the choice of the vertical coordinate system (Griffies et al., 2000). Almost all three-dimensional ocean models that include ice shelves use a terrain-following (sigma or s-coordinate), z-level (level surfaces), or isopycnal (density layers) vertical discretization, or some hybrid combination of the three. All three systems have their advantages and disadvantages (see the discussion in Kimura et al., 2013, for more details). Kimura et al. (2013) implemented ice shelves in a finite-element ocean model with an unstructured adaptive mesh in all three dimensions. This allows melting to occur on arbitrarily oriented ice faces, including

#### Table 1. An incomplete list of ocean primitive equation models that have been modified to include static ice shelves. References given are for the initial implementation of ice shelves; current versions of the models may have more advanced features.

<table>
<thead>
<tr>
<th>Ocean PE Model</th>
<th>Vertical Coordinate</th>
<th>Description of Ice Shelf Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPEM (BRIOS: Bremerhaven Regional Ice-Ocean Simulations)</td>
<td>S-coordinate</td>
<td>Beckmann et al. (1999)</td>
</tr>
<tr>
<td>MICOM (Miami Isopycnic Coordinate Ocean Model)</td>
<td>Isopycnal</td>
<td>Holland and Jenkins (2001)</td>
</tr>
<tr>
<td>ROMS (Regional Ocean Modeling System)</td>
<td>S-coordinate</td>
<td>Robinson et al. (2003)</td>
</tr>
<tr>
<td>HIM (Hallberg Isopycnal Model)</td>
<td>Isopycnal</td>
<td>Little et al. (2008)</td>
</tr>
<tr>
<td>MITgcm (MIT General Circulation Model)</td>
<td>Z-level</td>
<td>Losch (2008)</td>
</tr>
<tr>
<td>FESOM (Finite Element Sea-ice Ocean Model)</td>
<td>Hybrid sigma (Antarctic shelf) and z-level</td>
<td>Timmermann et al. (2012)</td>
</tr>
<tr>
<td>Fluidity-ICOM (Imperial College Ocean Model)</td>
<td>Unstructured mesh</td>
<td>Kimura et al. (2013)</td>
</tr>
<tr>
<td>COCO (Coupled Ice-Ocean General Circulation Model)</td>
<td>Hybrid sigma (near surface) and z-level</td>
<td>Kusahara and Hasumi (2013)</td>
</tr>
<tr>
<td>NEMO (Nucleus for European Modeling of the Ocean)</td>
<td>Z-level</td>
<td>(in prep)</td>
</tr>
<tr>
<td>POP2x (Parallel Ocean Program v. 2x)</td>
<td>Z-level</td>
<td>(in prep)</td>
</tr>
<tr>
<td>MOM6 (Modular Ocean Model)</td>
<td>Arbitrary-Lagrangian-Eulerian</td>
<td>(in prep)</td>
</tr>
<tr>
<td>MPAS-Ocean (Model for Prediction Across Scales-Ocean)</td>
<td>Arbitrary-Lagrangian-Eulerian</td>
<td>(in prep)</td>
</tr>
</tbody>
</table>
vertical (e.g., Jordan et al., 2014), easily allows water columns to decrease to zero thickness at the grounding line (which can reduce the penetration of warm water at depth into the ice shelf cavity), and avoids many problems of the other vertical coordinate systems. However, the use of an unstructured vertical coordinate is still somewhat experimental.

**Horizontal Resolution and Horizontal Grids**

One issue that has become clearer in the almost 20 years since Williams et al. (1998) was published is the importance of a model’s horizontal resolution, not only in simulating the conditions underneath the ice shelf that lead to basal melt but also for the conditions in the open ocean that deliver heat to ice shelf cavities. For example, many circum-Antarctic models with a grid resolution of 10–20 km on the continental shelf feature deep shelf waters that are too cold in the Amundsen Sea, greatly underestimating the basal melt of the critically important ice shelves in the region (Timmermann et al., 2012; Dinniman et al., 2015). Nakayama et al. (2014) showed that, while the particular atmospheric forcing used was partially responsible for the cold shelf temperatures, increasing the ocean model resolution from 10 km to 5 km greatly improved the Amundsen Sea temperatures (Figure 4) by increasing the transport of warm water onto the continental shelf with better resolution of the mean flow-topography interactions along the shelf break.

An even stricter constraint on horizontal resolution is due to the fact that heat transport at the Antarctic continental shelf break can be influenced by the presence of eddies that have horizontal scales of just a few kilometers. Due to the weak stratification in coastal Antarctic waters, and the large Coriolis parameter at high latitudes, the internal Rossby radius of deformation on many Antarctic continental shelves is small, about 5 km, by global standards (Hallberg, 2013). Observations show that in some locations heat from warm CDW intrudes onto the continental shelf in the form of small-horizontal-scale (~4–8 km) CDW core eddies (Martinson and McKee, 2012). Accurately resolving this transport requires model horizontal resolutions of 1–2 km (Stewart and Thompson, 2015; Figure 5). Årthun et al. (2013) found that getting SW into ice shelf cavities, which is important for Mode 1 melting, also requires about 1 km horizontal resolution.

Regional Antarctic ice shelf/ocean models with horizontal resolution fine enough to resolve mesoscale eddies on the continental shelf are now being created for several areas (e.g., Hattermann et al., 2014; St-Laurent et al., 2015), and plans are underway to use this resolution even for circum-Antarctic models. An important new development is the use of unstructured grids in the horizontal dimension, which allows high resolution to be placed where it is most needed (in this case, along continental shelves with low stratification and within ice shelf cavities near the grounding line). Unstructured models have already been used in domains from idealized ice shelf cavities (Kimura et al., 2013; Petersen et al., 2016) to global simulations with high resolution in the Antarctic (Timmermann et al., 2012).

**Tides**

Williams et al. (1998) noted that: “the most obvious need is for a thermohaline model that incorporates tidal forcing,” but, until recently, most realistic three-dimensional models did not include tides. Most formulations of the exchange coefficients of salt and heat ($\gamma_S$ and $\gamma_T$) are dependent on the currents at the base of the ice shelf, and tides heavily influence these currents in many instances (e.g., Nicholls and Makinson, 1998; Arzeno et al., 2014). Including tides in regional models of some cold water ice shelves such as Amery (Galton-Fenzi et al., 2012), Filchner-Ronne (Makinson et al., 2011), Larsen C (Mueller et al., 2012), and Ross (Arzeno et al., 2014) increased the average melt rate by between 25% and 100%. The effect of tides is typically weaker for warm water ice shelves because the current under the ice shelf is more strongly controlled by meltwater-driven flows (e.g., Dutrieux et al., 2014a). However, Robertson (2013) showed that tides could increase the melt underneath certain ice shelves in the Amundsen Sea by as much as 50% depending on the location of the ice shelf

---

**FIGURE 4.** Model (Dinniman et al., 2015) bottom layer temperature in the Amundsen Sea and other parts of West Antarctica (inset shows circum-Antarctic view) at grid resolutions of (a) 10 and (b) 5 km. Similar to Nakayama et al. (2014), increasing the model resolution dramatically improves the representation of Circumpolar Deep Water on the Amundsen Sea continental shelf.
front with respect to the $M_2$ critical latitude (where the tidal frequency equals the inertial frequency). While most larger-scale circumpolar models with ice shelves do not explicitly include tides, the importance of tidal processes to melt rates around the entire continent will require future models to include, or at least parameterize, this process.

**EMERGING DIRECTIONS**

**Projections with Static Ice Shelves**
Models of ice shelf/ocean interaction with static ice shelves have advanced to the point where they are being used not only in hindcasts or sensitivity studies, but also in attempts to project future melt rates, either with idealized changes in forcing (e.g., Kusahara and Hasumi, 2013) or with atmospheric forcing from coupled climate model projections. Using atmospheric output from the HadCM3 climate model, Hellmer et al. (2012) found a possible rapid warming of the Weddell Sea continental shelf by a redirected coastal current, with Filchner-Ronne Ice Shelf shifting from Mode 1 to Mode 2 melting with dramatically increased melt rates. Timmernann and Hellmer (2013) showed that surface freshwater flux on the Weddell Sea continental shelf, which is governed by sea ice formation, is critical in allowing or preventing this transition in the melting mode.

**Dynamic Ice Shelves and Coupled Ice Shelf/Ice Sheets**
Probably the most critical advance in modeling ice shelf/ocean interactions is the coupling of ocean models to dynamic ice sheet/shelf models that allow grounded and floating ice to react to ocean changes. Many such models have used idealized ice geometry and bathymetry to perform studies of processes such as calving, hysteresis in grounding line dynamics, melt channels, and the effects of a seabed ridge on grounding line retreat, as well as parameter studies such as variations in basal sliding and far-field ocean temperature. Many of the ice sheet or ocean components in these studies are simplified, operating in one or two dimensions. Coupling is often performed in an asynchronous manner through offline operations on model restart files. Typically, this means that coupling intervals are relatively long (months to years), compared with typical climate model couplings (hours to days). In some studies (e.g., Goldberg et al., 2012; De Rydt and Gudmundsson, 2016) the ocean model is run to steady state after changes in the ice geometry at each coupling interval. Although one coupled ice sheet/ocean model was used to simulate subglacial Lake Vostok (Thoma et al., 2010), we are not aware of any existing publications of coupled ice sheet/ocean modeling in a realistic configuration.

However, several ongoing activities are working toward creating a framework in which ocean and ice models can be run synchronously and the coupling interval is short enough for each model to respond to transient behavior in the other (e.g., having the ocean model be able to handle changes in the cavity geometry such as grounding line movement, which can happen on time scales as rapid as the ocean tides). For example, a global configuration of the Finite Element Sea Ice-Ocean Model (FESOM; see Table 1) is being coupled to a regional ice sheet/ice shelf model that covers Filchner-Ronne Ice Shelf and the ice streams in its catchment basin. The US Department of Energy has developed the POPSICLES coupled ice sheet-ocean model (Martin et al., 2015), which has been used in both idealized and pan-Antarctic configurations (Figure 6).

The calving of icebergs causes nearly as much ice shelf mass loss as basal melting. A suite of models has been developed to represent the drift and melting of icebergs in the ocean (e.g., Merino et al., 2016). Several physics-based models have recently been suggested for the calving process (e.g., Christmann et al., 2016), but to derive calving rates within ice sheet models, more phenomenological approaches (e.g., Albrecht et al., 2011) have prevailed so far. A robust, physics-based description of the calving process and the embedding of drifting icebergs in ocean models will be one of the major challenges in the upcoming years in order to allow for a full description of the ice mass budget and ocean freshwater fluxes.

**CliC and MISOMIP**
The Marine Ice Sheet-Ocean Model Intercomparison Project (MISOMIP) is a targeted activity of the World Climate Research Programme’s Climate and Cryosphere (CliC) project aimed at designing and coordinating model intercomparison projects (MIPs) for model evaluation and verification, and for
producing future projections of sea level rise from the West Antarctic Ice Sheet. In the longer term, MISOMIP will focus on the Amundsen Sea region, where the largest rates of ice loss are presently observed. In the near term, MISOMIP will perform idealized intercomparisons of the ice and ocean models involved. The first phase of MISOMIP consists of three MIPs, one for standalone ice-sheet models, one for stand-alone ocean models with ice shelf cavities, and one for coupled ice sheet/ocean models (Asay-Davis et al., 2016).

**Adjoint Modeling**

Adjoint models are useful in many tasks, including sensitivity studies and parameter optimization. Briefly, the adjoint modeler selects an objective function, which is a scalar quantity of interest (e.g., ice shelf melt rate), and a control space (e.g., ocean model wind forcing), and then generates and runs the consequent adjoint of the basic “forward” model. The adjoint simulation yields the sensitivity as a function of space and time of the objective function to all elements of the control space and also all intermediate variables. For example, Heimbach and Losch (2012) used an MITgcm adjoint model to demonstrate the sensitivity of ice shelf melt rates underneath Pine Island Ice Shelf to changes in the ice shelf cavity circulation. Adjoint modeling of sub-ice shelf cavities is in its infancy and shows considerable promise in the optimization of sub-ice models and the estimation of hard-to-observe parameters, such as heat and salt exchange coefficients.

**Large Eddy and Direct Numerical Simulation**

Another promising avenue for future research is the application of ultra-high-resolution models to the physics of the ice/ocean boundary layer. The heat and salt exchange coefficients and the drag coefficient in the ice melting parameterization sit at the heart of all ice/ocean models, but the physics represented by these parameters is uncertain, and the processes involved will remain subgrid scale in general ocean models for the foreseeable future. Novel observational approaches are needed to clarify the physics, but there is also the possibility of directly modeling the oceanic boundary layer by applying Large Eddy Simulation (LES) and Direct Numerical Simulation (DNS). These approaches avoid the empirical turbulence closures in traditional Reynolds-averaged Navier-Stokes models by either resolving all motions above the length scale (~1 m) at which turbulence is homogeneous and isotropic (LES) or by resolving all motions down to molecular (~1 mm) length scales (DNS). DNS studies of the ice/ocean boundary layer are already underway (Gayen et al., 2015).

**SUMMARY**

Williams et al. (1998) included specific aspirations for future modeling, some of which have been achieved in the intervening decades (“the most obvious need is for a thermohaline model that incorporates tidal forcing”) while others are still in progress (“we should be able to define and parameterize the important processes that need to be included in the next generations of global climate models”). They also highlighted the pressing need for observations to test numerical models. The technological advances they suggested (deployment of AUVs beneath ice shelves and phase-sensitive radars to measure melt rates from the ice surface) now exist, but such observations are not yet routine.

In the continued absence of widespread observations of conditions within sub-ice cavities, the evaluation of numerical models remains a problem. Our lack of knowledge of basic parameters, such as sub-ice bathymetry, hampers our ability to learn about deficiencies in model physics by comparing model results and observations. While the MIPs provide a framework for intermodel comparison, consensus between models is no guarantee of correctness. We therefore see a continued role for low-order models that can provide benchmarking of fundamental processes. For example, an analytical solution to the problem of pure buoyancy-forced

**FIGURE 6.** Melt rates (plotted on ice shelves) and ice velocities (plotted on grounded ice) from a coupled ice sheet/ocean pan-Antarctic simulation with the POPSICLES model (Martin et al., 2015). The ocean horizontal resolution (~4 km) permits eddies in the open ocean but not on the continental shelf. The variable-resolution ice sheet model (BISICLES) has sufficient horizontal resolution (500 m) to accurately capture grounding-line motion.
circulation in a domain of simple geometry would permit a much better test of the skill of current models and highlight where deficiencies in the representation of physics might be preventing those models from simulating reality.

Williams et al. (1998) did “anticipate the continued application of increasingly sophisticated numerical models to the problems of sub-ice shelf circulation” and noted that three-dimensional models “are likely to be at the forefront of these developments.” They also foresaw a role for reduced models in “the investigation of sub-ice shelf cavity evolution over time scales as long as those associated with glacial/interglacial cycles.” However, such long time scales have been rendered less important by the discovery that the time scales of glacially response to ice shelf melting, and resulting marine ice sheet instability, could be as short as a century or two (Joughin et al., 2014). Ice/ocean interactions are now considered to be a key ingredient in century-scale climate projections, and with advances in computing power, coupling of dynamic ice sheet models with models with three-dimensional ocean circulation models is now being actively pursued.

We anticipate that several of the emerging areas of research listed above, including the use of unstructured grids in both the vertical and horizontal dimensions and coupled ocean/ice shelf/ice sheet modeling, will become standard options over the next decade not only for regional models but also in some global Earth system models. If a physics-based description of the iceberg calving process becomes available in the next decade, then calving and the embedding of drifting icebergs are also likely to be explicitly simulated in regional and some global models. While LES and DNS simulations of the ice/ocean boundary layer will continue to be too computationally expensive for widespread use in large-scale models for quite a while, we do anticipate their contribution to the development of new subgrid-scale schemes for modeling the ice/ocean boundary layer.
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