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CHAPTER 4 

DISCUSSION 

The goal of this study was to examine how transparency and reliability interact to 

influence task shedding behavior and operator trust in automation. By controlling the amount of 

transparency, designers may be able to facilitate operators as they demonstrate appropriate trust 

and automation use to improve human-automation system performance. Transparency may be 

used across different reliability levels to inform operators’ decisions to task shed to minimize the 

danger of automation use errors. 

Trust 

Hypothesis one predicted an interaction of transparency and reliability on operator trust, 

as manifested by self-report data. This hypothesis was not supported. Transparency did not 

significantly affect trust in either the high or low reliability conditions. Supporting previous 

research, high reliability did increase trust (Chavaillaz et al., 2016; de Visser & Parasuraman, 

2011; Hancock et al., 2011; Helldin et al., 2013; Ma & Kaber, 2007; Ososky et al., 2014; 

Parasuraman & Riley, 1997). There was no effect of transparency (singly or jointly with 

reliability) on trust.  

The lack of effect of transparency on subjective trust could have resulted from two major 

visual attention demands on the participant. Because the flight tracking task required frequent 

monitoring, participant attention may have been dominantly focused on the primary task as well 

as on the tank spotting image, leaving little attention to read the transparency information beyond 

the automation decision recommendation. Additionally, the short time on each tank spotting trial 

may have limited participants’ ability to process the transparency information.  
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Participant feedback indicated an influence of time and attention demands. One 

participant reported scanning each quadrant of a tank spotting image for about three seconds, 

leaving only three seconds to attend to both the flight tracking task and transparency information. 

Other participants explained that the tasks were overwhelming or that it was difficult to pay 

attention to both, such as “In the moment I trusted the [automation] more because I wasn’t able 

to give my full attention.” Another stated, “I would count in my head to 15 seconds to make sure 

I didn’t run out of time.”  

Further examination of calibrated trust did reveal a linear trend of declining trust as 

transparency increased. This may have been a result of the amount of information that was 

wrong when errors occurred. When automation errors occurred in high transparency, participants 

had more false information, compared to less incorrect information in lower transparency 

conditions.  

These findings reflect the body of research demonstrating the mixed influence of 

transparency on trust. Past research has shown an effect of transparency when operators are 

given graphical sensor data along with text-based transparency and unit category 

recommendation; although no effect was shown with text only or with text and class 

recommendation information (Helldin, 2014). Other research failed to find an effect (Chen et al., 

2015) or found a variable effect depending on the trust measurement used (Kaltenbach & 

Dolgov, 2017).  

 Although the effect of transparency varied with trust calibration, two participants stated 

that the amount of transparency directly affected their opinion of the automation: “At first it 

seemed as though the shortest descriptions were the most accurate” and “I was more likely to 
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agree with it when it gave more information.” This may indicate biases in operator reactions to 

transparency information that should be further studied.  

Frequency of Task Shedding 

Hypotheses two, three, and four predicted that transparency and reliability would increase 

the frequency of task shedding. These hypotheses were not supported. Contrary to expectations 

and pilot study observations, participants generally demonstrated an unwillingness to relinquish 

task control and a willingness to accept automation recommendations prima facie. This supports 

research that has demonstrated an operator bias to retain personal control (Parasuraman & Riley, 

1997). Participant feedback supported this bias, such as “I never used it [task shedding] because 

it felt like giving up” and “I refused to [task shed], if lives are at risk a computer with 10% 

chance to fail kills 10% of the people you want to protect.”  

Self-confidence also increases operator retention of task control (Chavaillaz et al., 2016; 

de Visser & Parasuraman, 2011; Parasuraman & Riley, 1997). In this study, participants may 

have felt sufficiently confident in their tank spotting accuracy, reducing their likelihood to rely 

on the automation. Some participants chose to retain control at the cost of time-out errors. 

Twenty-two participants had at least one time-out error, and fourteen had more than one.  

Similarly, participants may have used the transparency information without task 

shedding. In the post-study questionnaire, 32 participants reported using the automation 

recommendation (e.g. “Though I didn't use the delegate option, I still based my responses on the 

analysis.”). Because of the visual demand of monitoring both the primary tracking task and the 

tank spotting image, participants may have read only the recommendation but not the supporting 

transparency information. Research by Wright and colleagues (2017) used eye tracking to 



39 

 

examine how participants attend to transparency information. Future research could include eye 

tracking to study transparency in visually demanding situations.  

Time to Task Shed 

Hypothesis five predicted that increased reliability would result in faster task shedding. 

This hypothesis was not supported. This may be due to participants’ hesitance to task shed in 

general. If a participant tends to not task shed at all, time taken to task shed may lose sensitivity 

as a dependent measure.  

This finding particularly contributes to research examining the relationship between trust 

and task shedding. Although participants were more trusting of highly reliable automation, trust 

did not translate to increased automation use in this situation. Trust has been demonstrated by 

other researchers to be a precursor to task shedding (cf., Bliss, Harden, & Dischinger, 2014), but 

this relationship did not hold in the current experiment. Other factors such as self-confidence or 

use of decision recommendation without fully relinquishing task control could have contributed 

to these findings. McGuirl and Sarter (2006) found that participants would use an automated 

decision support system as a warning but did not rely on it for a final decision. Self-confidence 

influences automation use, possibly reducing the effect of trust on task shedding in this study 

(Chavaillaz et al., 2016; de Visser & Parasuraman, 2011; Parasuraman & Riley, 1997). A few 

participants specifically stated they thought they were more accurate than the automation or that 

they had confidence in their own abilities.  

Theoretical Implications 

Although research conducted by Barnes et al. (2017), Helldin et al. (2013), and Ososky et 

al. (2014) has found effects of transparency on trust, this was not demonstrated in the current 

experiment. Notably, other research has shown mixed results with an effect at only high 
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transparency (Helldin, 2014), a positive relationship with only some dimensions of trust (Chen et 

al., 2015), or an effect dependent on trust scale used (Kaltenbach & Dolgov, 2017). Such 

findings reflect the complex nature of the constructs of transparency and trust. 

The finding that high reliability, compared to low, increased operator trust in automation 

supports the general conclusions of human-automation research (Chavaillaz et al., 2016; de 

Visser & Parasuraman, 2011; Hancock et al., 2011; Helldin et al., 2013; Ma & Kaber, 2007; 

Ososky et al., 2014; Parasuraman & Riley, 1997). This study also demonstrated that reliability 

influences how operator trust calibrates over time. Although initial trust may be similar for 

participants in low and high reliability groups, over time trust will increase as participants 

interact with more reliable automation. The lack of correlation between trust and task shedding 

also demonstrates that self-reported trust is only one predictor of operator behavior.  

Automation bias is the operator tendency to use automation without calibrated trust 

guiding automation use (McGuirl & Sarter, 2006). One example of this was participants who 

immediately relinquish a task to automation (Bliss et al., 2013), a behavior not generally 

demonstrated in this study. A second bias in automation use is operator retention of task control 

(Parasuraman & Riley, 1997). This tendency was evident here regardless of reliability and 

transparency conditions, occurring even at the cost of timeout errors.  

According to Lyons and Havig (2014), transparency should improve an operator’s mental 

model of automation. Were that the case here, participants would have performed better with 

more transparency and would task shed to highly reliable automation. In contrast, transparency 

level did not affect performance or task shedding. It follows that transparency may not have 

effectively influenced development of mental models. Lyons (2013) emphasizes the importance 

of training for operators to understand transparency in the intentional and analytical models. 
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Such training may influence operators’ ability to utilize transparency when forming accurate 

mental models of automation. The findings of this study demonstrated that novice participants 

did not effectively incorporate transparency into their automation use decisions.  

Practical Implications 

Broadly, these findings benefit practical applications by demonstrating that the effects of 

transparency on task shedding and trust may be influenced by the specific situations in which 

operators interact with automation. Any effects of transparency on operator behavior may be 

masked in applied tasks that feature high attention demand or workload, such as air traffic 

control, nuclear power operation, or aircraft piloting.  In such cases, examining the salience of 

transparency may be vital to ensure that operators are attending to the information.  

In the specific realm of military ISR, automation has been proposed to improve system 

performance by providing fast data selection and analysis, assimilation of data sources, and 

action recommendations (Adams et al., 2003; Parasuraman et al., 2000; Tyler, 1999). However, 

transparency may be difficult to implement in ISR tasks that require continuous monitoring of 

surroundings. In these cases, transparency presentation in modalities other than text may be 

beneficial for operator attention (Kilgore & Voshell, 2014; Sanders et al., 2014). Another 

possibility is to utilize likelihood alarm signals to embed reliability information within discrete 

indicators (Sorkin, Kantowitz, & Kantowitz, 1988). 

The findings of the current research demonstrated that operators calibrate trust over time, 

indicating that operators should spend time interacting with automation before making the choice 

to use automation or not. This may be particularly beneficial to reduce disuse of highly reliable 

automation. However, trust is only one factor impacting automation use decisions and should be 
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considered along with other influences to encourage task shedding to highly reliable automation 

or to discourage use of unreliable automation.  

Limitations 

One limitation in this study was balancing the difficulty of the primary task. Though task 

difficulty is necessary to evoke task shedding, some participants may have been overwhelmed 

and unable to process the transparency information. This limitation may be circumvented in 

future studies by presenting the primary task and transparency information in different sensory 

modalities or by retaining a high attention task while reducing the visual workload.  

Another limitation to be addressed was the absence of a temporal progress bar which was 

left out for technical reasons. The lack of a progress bar may have introduced uncertainty. 

Uncertainty could increase workload or increase the likelihood participants would rely on 

individual biases such as overconfidence or misrepresentation of error rates while completing the 

tank spotting task (Parasuraman & Riley, 1997; Tversky & Kahneman, 1974).  

To incorporate misses as well as false alarms, training blocks were 60% reliable. This 

may have influenced trust calibration during the early blocks of the experiment. However, 

participants were told the automation reliability rate, a factor that has facilitated trust calibration 

in past research (Bliss, 1993) but that could mask the effect of 60% reliable training. Also 

regarding reliability, due to the number of trials per block, half of the high reliability blocks 

contained one error and half contained zero errors, which averaged to 90% reliable across all 

blocks. In this condition, participants experienced changing reliability levels, a factor that may 

influence trust (Wiegmann et al., 2001). 

Future Directions 
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 Based on the experimental results reported here, two major directions of research emerge: 

the relationship between transparency and cognitive workload and how task situation may 

influence automation use behaviors. Factors like task criticality and the need to perform multiple 

tasks concurrently can influence operator trust and automation use (Parasuraman & Riley, 1997; 

Wickens et al., 2006). These factors should be examined with task shedding as a dependent 

measure to more clearly identify situations in which operators are willing to relinquish task 

control.  

The relationship between transparency and cognitive workload could be complex, 

perhaps mediated by information utility. Evidence for an effect of transparency on operator 

workload is mixed. Theoretical explorations of transparency have predicted that situations that 

feature greater transparency will increase workload (Lyons, 2013; Ososky et al., 2014). Chen and 

colleagues (2015) found that increasing transparency resulted in an increase in the mental 

demand and frustration dimensions of the NASA Task Load Index (NASA-TLX). Conversely, 

some studies have not found effects of the content or modality of transparency on workload 

(Barnes et al., 2017; Chen et al., 2017; Sanders, Wixon, Schafer, Chen, & Hancock, 2014; 

Selkowitz, Lakhmani, Larios, & Chen, 2016). One explanation for the effect of transparency on 

workload is that increasing transparency may decrease workload by reducing situation 

uncertainty, thereby making the operator’s decision easier. However, increases in transparency 

could result in a greater amount of information to process, thereby increasing workload.  

 Workload may also influence the usefulness or effectiveness of transparency. High 

demand may reduce the operator’s ability to attend to transparency information. Because of this, 

research should examine how workload and transparency interact relative to task and 

transparency modalities. The transparency manipulation may influence operators’ ability to 
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process the information. For high visual demand tasks, auditory or pictorial information may 

communicate transparency better than text. Ultimately (particularly in light of the current 

findings), more research is needed to understand the underlying relationship between 

transparency and workload.  

A final consideration in automation use is neglect tolerance, or the amount of time an 

unmanned autonomous entity can function unaided before performing below a given threshold 

(Olsen & Goodrich, 2003). Because automation is often imperfect, neglect tolerance could be 

one factor influencing automation use behaviors like task shedding. It could be that operators 

would not task shed to automation with short neglect tolerance because they would need to 

resume control sooner. However, such disuse could negatively impact human-automation 

performance if the automation is highly reliable. Transparency information could help the 

operator calibrate task shedding relative to neglect tolerance or guide the operator to intervene 

sooner as automation performance decreases.  

Conclusions 

Automation use can have a large influence on the performance of human-automation 

systems. The goal of this study was to understand how transparency of automated processes and 

reliability of automation influence operator trust and task shedding.  Following from previous 

researchers, analyses demonstrated successful manipulation of self-report trust by advertisement 

of information reliability. Results concerning the role of information transparency, however, 

were mixed.  This may underscore the complex relationship among transparency, reliability, 

trust, and related constructs. Although transparency may be beneficial, the degree of benefit may 

vary across situations. Future research is needed to fully understand how designers can 

contribute to beneficial human-automation system performance.  
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APPENDIX A 

 

DECISION AID TRANSPARENCY OUTPUT 

 

No Transparency 

Tank Present  

 

OR 

 

Tank Absent 

 

Low Transparency 

Tank Present 

Conducted analysis of traffic patterns 

Traffic patterns are similar to those identified as hostile movement patterns 

 

OR 

 

Tank Absent 

Conducted analysis of traffic patterns 

Traffic patterns are unlike to those identified as hostile movement patterns 

 

High Transparency 

Tank Present 

Conducted analysis of metallic signatures 

Conducted analysis of traffic patterns 

Strength of metallic signature exceeds minimum requirement for identification 

Traffic patterns are similar to those identified as hostile movement patterns 

 

OR 

 

Tank Absent 

Conducted analysis of metallic signatures 

Conducted analysis of traffic patterns 

Strength of metallic signature does not meet minimum requirement for identification 

Traffic patterns are unlike those identified as hostile movement patterns 
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APPENDIX B 

 

VIGNETTES 

 

For this experiment, you will assume the role of an Information, Surveillance, and 

Reconnaissance analyst. Insurgents in Kandahar, Afghanistan have been purchasing old Russian 

T-72 tanks. Your job as the analyst is to look through static satellite images of terrain, searching 

for potential targets. Along with the image, an automated decision aid will provide you with a 

“Tank Present” or “Tank Absent” recommendation. The automation may also provide 

information explaining why the recommendation was made. Past performance has shown that 

this automation makes correct recommendations 60% [or 90% in high reliability condition] of 

the time. Errors may consist of a false alarm indicating a tank is present when there is no tank, or 

a miss indicating there is no tank when there is a tank present. Your job is to make a decision 

whether there is a tank present or not. You may also delegate the task to the automation, in this 

case the automation will follow its recommendation. Due to the sensitive nature of this task, it is 

important that you make an accurate decision.  
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APPENDIX C 

 

POST-STUDY QUESTIONNAIRE 

 

Participant number:    Date:    

 

1. Did you have any specific strategies for completing the tracking task? 

 

 

 

 

 

2. Did you have any specific strategies for completing the tank spotting task? 

 

 

 

 

 

3. How did you feel about delegating the task to the automated decision aid?  

 

 

 

 

 

4. Which line of additional information did NOT appear during the study? 

 

a. Traffic patterns are similar to those identified as hostile movement patterns 

 

b. Conducted analysis of vehicle weight 

 

c. Conducted analysis of traffic patterns 

 

d. Strength of metallic signature does not exceed minimum requirement for 

identification 

 

 

5. Any other comments: 
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APPENDIX D 

 

DEMOGRAPHIC FORM 

 

 

Participant #:    Date:     

 

The purpose of this questionnaire is to collect background information. The information 

provided is strictly for the purposes of research only. 

 

1. Age:   

2. Sex:      Male      Female      Other 

3. Which hand do you predominantly use? Right      Left      Ambidextrous 

4. Have you ever been diagnosed as having a deficiency in your visual acuity (less than 

perfect vision)?      Yes      No 

If yes, do you have correction (i.e. glasses, contact lenses, etc.) with you? 

Yes      No 

5. Have you ever been diagnosed as color deficient or color blind?      Yes      No 

6. Indicate the average number of hours per day you spend using computers (personal and 

work combined):   

7. Do you have any prior military service?      Yes      No 

If yes, please explain:         
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APPENDIX E 

 

INSTRUCTION SHEET 

 

Welcome to the REACTS Lab. Thank you for participating in the study today, it should take 

about 60 minutes and you will receive 1.5 Sona credits for your participation.  

Please silence your cell phone and put it away for the duration of the study.   

 

For this study, you will perform two tasks: a tank spotting task and a flight simulation tracking 

task. The tasks will be performed simultaneously, and your performance will be recorded for 

analysis by the researcher.  

 

Primary Tracking Task 

For the tracking task, you will use a joystick to control a continuously drifting target within a 

center box. This task is similar to a flight simulation task in which you guide an aircraft (drifting 

target) along a target path (center box). Please try to keep the target at the center of the box for 

the duration of the study. If the target leaves the box, use the joystick to move it back to the 

center of the box.  

 

 
Above is an example of what the tracking task will look like. The target (red arrow) and box 

(green arrow) are indicated.  

Do you have any questions? 
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Secondary Tank Spotting Task 

For the tank spotting task, you will see a satellite image of terrain in a warzone. Your task is to 

identify whether or not the image contains an enemy tank with the help of an automated decision 

aid. You have 15 seconds to click either a “Tank” or a “No Tank” button or you may choose to 

delegate this decision to an automated decision aid by clicking a “Delegate” button. If you 

choose to delegate, the automated decision aid will continue to make decisions until the next set 

of images.  

 

 

 

 
Above are some examples of what tanks may look like. 

 

 
This is an example of what a terrain image containing a tank (circled in red) can look like.  
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Above is an example of what the interface will look like, in this case no tank is present. The 

blank box indicates where the automated decision aid will provide a decision recommendation 

and may provide additional information. Below is an example of additional information that the 

decision aid may present: 

 

Conducted analysis of metallic signatures 

Conducted analysis of traffic patterns 

Strength of metallic signature exceeds minimum requirement for identification 

Traffic patterns are similar to those identified as hostile movement patterns 

 

Buttons are available to indicate whether there is or is not a tank present. There is also a button to 

delegate the decision to the automated decision aid.  

 

Do you have any questions? 

 

Next you will complete practice trials on the tank spotting and tracking tasks individually, 

followed by practice with both tasks simultaneously.  
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Experiment 

For the duration of the experimental session, you will complete both tasks simultaneously. For 

each set of trials, you will continuously perform the primary tracking task while processing 5 

tank spotting images.  

 

As you do the tracking task, you will be presented with a tank spotting image, and will have 15 

seconds to choose “Tank” or “No Tank” or to “Delegate” the decision to the automated decision 

aid. Once you make a decision or choose to delegate, you will receive feedback regarding the 

accuracy of your decision while the image will remain onscreen for the remainder of the 15 

seconds. If you have delegated the decision to the automated decision aid, you will see feedback 

about the accuracy of the automation.  

 

After the feedback, another tank spotting image will appear. If you delegated the previous task, 

the automation will complete this and any following trials. If you did not delegate, you will make 

a decision just like the first image. There are 5 images total.  

 

After 5 images, you will answer a brief questionnaire. You will then start the next session of 

tracking and tank spotting tasks.  

 

Do you have any questions before you begin?  
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APPENDIX F 

 

MADSEN AND GREGOR TRUST QUESTIONNAIRE (2000) 

 

2. Perceived Reliability 

R1 - The system always provides the advice I require to make my decision. 

*R2 - The system performs reliably. 

R3 - The system responds the same way under the same conditions at different times. 

*R4 - I can rely on the system to function properly. 

R5 - The system analyzes problems consistently. 

3. Perceived Technical Competence 

T1 - The system uses appropriate methods to reach decisions. 

T2 - The system has sound knowledge about this type of problem built into it. 

T3 - The advice the system produces is as good as that which a highly competent person could 

produce. 

T4 - The system correctly uses the information I enter. 

T5 - The system makes use of all the knowledge and information available to it to produce its 

solution to the problem. 

4. Perceived Understandability 

U1 - I know what will happen the next time I use the system because I understand how it 

behaves. 

*U2 - I understand how the system will assist me with decisions I have to make. 

*U3 - Although I may not know exactly how the system works, I know how to use it to make 

decisions about the problem. 

U4 - It is easy to follow what the system does. 

U5 - I recognize what I should do to get the advice I need from the system the next time I use it. 

5. Faith 

*F1 - I believe advice from the system even when I don’t know for certain that it is correct. 

*F2 - When I am uncertain about a decision I believe the system rather than myself. 

F3 - If I am not sure about a decision, I have faith that the system will provide the best solution. 

F4 - When the system gives unusual advice I am confident that the advice is correct. 

F5 - Even if I have no reason to expect the system will be able to solve a difficult problem, I still 

feel certain that it will. 

6. Personal Attachment 

P1 - I would feel a sense of loss if the system was unavailable and I could no longer use it. 

P2 - I feel a sense of attachment to using the system. 

P3 - I find the system suitable to my style of decision making. 

P4 - I like using the system for decision making. 

P5 - I have a personal preference for making decisions with the system. 

 

 

*Items used for adapted trust scale 
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ADAPTED TRUST SCALE 

 

 

The tank spotting aid performs reliably. 

Not descriptive: 1 2 3 4 5 6 7 8 9 10 11 12 : Very Descriptive 

 

I understand how the tank spotting aid will assist me with decisions I have to make. 

Not descriptive: 1 2 3 4 5 6 7 8 9 10 11 12 : Very Descriptive 

 

When I am uncertain about a decision I believe the tank spotting aid rather than myself. 

Not descriptive: 1 2 3 4 5 6 7 8 9 10 11 12 : Very Descriptive 

 

I can rely on the tank spotting aid to function properly. 

Not descriptive: 1 2 3 4 5 6 7 8 9 10 11 12 : Very Descriptive 

 

Although I may not know exactly how the tank spotting aid works, I know how to use it to make 

decisions about the problem.  

Not descriptive: 1 2 3 4 5 6 7 8 9 10 11 12 : Very Descriptive 

 

I believe advice from the tank spotting aid even when I don’t know for certain that it is correct. 

Not descriptive: 1 2 3 4 5 6 7 8 9 10 11 12 : Very Descriptive 
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APPENDIX G 

 

MATB II IMAGES 

 

 
 

Screenshot of MATB II with all tasks 
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Screenshot of MATB II in the low workload setting, showing only the compensatory tracking 

task which will be used in the proposed study.  
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APPENDIX H 

 

EXAMPLE TANK SPOTTING IMAGES 

 
 

 
 

Example Tank Absent trial in high transparency condition. Screen contains transparency 

information, time tracking bar, tank and no tank buttons, and the delegate button to task shed. 
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Example Tank Present trial in low transparency condition. Screen contains transparency 

information, time tracking bar, tank and no tank buttons, and the delegate button to task shed. 
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APPENDIX I 

 

EXPERIMENTAL SETUP 
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APPENDIX J 

 

INFORMED CONSENT 

 

INFORMED CONSENT DOCUMENT 

OLD DOMINION UNIVERSITY 

 

PROJECT TITLE: The Effects of Automation Transparency and Reliability on Task Shedding and Operator Trust 

 

INTRODUCTION 

The purposes of this form are to give you information that may affect your decision whether to say YES or NO to 

participation in this research, and to record the consent of those who say YES. This study, The Effects of 

Automation Transparency and Reliability on Task Shedding and Operator Trust will be conducted in Mills Godwin 

Building room 328. 

 

RESEARCHERS 

James P. Bliss, Ph.D., Full Professor, College of Sciences, Psychology Department, Responsible Project Investigator 

William Lehman, Graduate Student, College of Sciences, Psychology Department 

 

DESCRIPTION OF RESEARCH STUDY 

Several studies have been conducted looking into the subject of automation trust and how operators use automation. 

None of them have explained how automation reliability and information explaining what the automation is doing 

can jointly influence users’ trust as well as use of automation.  

 

If you decide to participate, then you will join a study involving research using a flight tracking simulator as well as 

searching for a target within a map. You will use a joystick to control the flight tracking task. You will also view an 

image of a map and will use a mouse to choose whether there is a target in the map or not, or to give this task to an 

automated decision aid. You will be asked to fill out some brief questionnaires as well. If you say YES, then your 

participation will last for 60 minutes at the Mills Godwin Building room 328 at Old Dominion University. 

Approximately 80 other participants will be participating in this study. 

 

EXCLUSIONARY CRITERIA 

To participate in this study, you must be age 18 or over and must not have active duty military experience. To the 

best of your knowledge, you should not have participated in the Sona study ON-Tank Spotting that would keep you 

from participating in this study. 

 

RISKS AND BENEFITS 

RISKS:  If you decide to participate in this study, then you may face minimal eye strain from normal computer use. 

The researcher tried to reduce these risks by restricting the study length to no more than 60 minutes. And, as with 

any research, there is some possibility that you may be subject to risks that have not yet been identified. 

 

BENEFITS: There are no known benefits from this study.  

 

COSTS AND PAYMENTS 

The researchers want your decision about participating in this study to be absolutely voluntary. Yet they recognize 

that your participation may pose some time inconvenience, therefore you will receive 1.5 ON-campus Sona credits 

which may be applied toward course requirements or extra credit for some Psychology courses. Equivalent credits 
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may be obtained in other ways. You do not have to participate in this study, or any Psychology Department study, in 

order to obtain this credit. 

 

NEW INFORMATION 

If the researchers find new information during this study that would reasonably change your decision about 

participating, then they will give it to you. 

 

CONFIDENTIALITY 

The researchers will take reasonable steps to keep private information, such as questionnaires and performance data 

confidential. The researcher will remove any identifiers from the information. All data will be stored in a locked 

storage cabinet in the Psychology Department. The results of this study may be used in reports, presentations, and 

publications; but the researcher will not identify you. Of course, your records may be subpoenaed by court order or 

inspected by government bodies with oversight authority. 

 

WITHDRAWAL PRIVILEGE 

It is OK for you to say NO.  Even if you say YES now, you are free to say NO later, and walk away or withdraw 

from the study -- at any time.  Your decision will not affect your relationship with Old Dominion University, or 

otherwise cause a loss of benefits to which you might otherwise be entitled. The researchers reserve the right to 

withdraw your participation in this study, at any time, if they observe potential problems with your continued 

participation. 

 

COMPENSATION FOR ILLNESS AND INJURY 

If you say YES, then your consent in this document does not waive any of your legal rights.  However, in the event 

of harm arising from this study, neither Old Dominion University nor the researchers are able to give you any 

money, insurance coverage, free medical care, or any other compensation for such injury.  In the event that you 

suffer injury as a result of participation in any research project, you may contact investigators at the following phone 

numbers, Dr. James P. Bliss 757-683-4051, Dr. Tancy Vandecar-Burdin the current IRB chair at 757-683-3802 at 

Old Dominion University, or the Old Dominion University Office of Research at 757-683-3460 who will be glad to 

review the matter with you. 

 

VOLUNTARY CONSENT 

By signing this form, you are saying several things.  You are saying that you have read this form or have had it read 

to you, that you are satisfied that you understand this form, the research study, and its risks and benefits.  The 

researchers should have answered any questions you may have had about the research.  If you have any questions 

later on, then the researchers should be able to answer them: 

Dr. James P. Bliss 757-683-4051 

William E. Lehman 906-284-2722  

 

If at any time you feel pressured to participate, or if you have any questions about your rights or this form, then you 

should call Dr. Tancy Vandecar-Burdin, the current IRB chair, at 757-683-3802, or the Old Dominion University 

Office of Research, at 757-683-3460. 

 

And importantly, by signing below, you are telling the researcher YES, that you agree to participate in this study.  

The researcher should give you a copy of this form for your records. 

 

 

 

 

 Subject's Printed Name & Signature                                                    

 

 

 

Date 
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INVESTIGATOR’S STATEMENT 

I certify that I have explained to this subject the nature and purpose of this research, including benefits, risks, costs, 

and any experimental procedures.  I have described the rights and protections afforded to human subjects and have 

done nothing to pressure, coerce, or falsely entice this subject into participating.  I am aware of my obligations under 

state and federal laws, and promise compliance.  I have answered the subject's questions and have encouraged 

him/her to ask additional questions at any time during the course of this study.  I have witnessed the above 

signature(s) on this consent form. 

 

 

 

 

 Investigator's Printed Name & Signature 

             

 

 

Date 
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VITA 

William Everett Lehman 
Psychology Dept. Old Dominion University, Norfolk, VA 23529 

welehman@gmail.com | linkedin.com/in/william-lehman-18917664/ 
 
Education     
Old Dominion University 

M.S. Psychology 

Norfolk, VA 
Expected August 2019 

Human Factors Psychology Certificate in Modeling and 

Simulation 

 

Michigan Technological University 

B.S. in Psychology, Law & Society minor, magna cum laude 

May 2018 
 
 

Houghton, MI 
May 2014 

 
Recent Research Experience 

Graduate Research Assistant, Old Dominion University  
Research Environment for Alarm and Complex Task 
Simulation Lab 
Advisor: James Bliss, Ph.D. 
 
Old Dominion University Research Foundation 
Supervisor: James Bliss, Ph.D. 

August 2016 – August 2019 
 
 
 

May 2017 – December 2017 

Funding Agencies: U.S. Navy, Office of Secretary of Defense 
 

Humane Interface Design Enterprise 
Michigan Technological University 
Company: Chrysler 

May 2012 – May 2014 

 

Undergraduate Research Assistant, Michigan Tech 
Mind, Music, Machine Lab 

June 2013 – June 2014 

Advisor: Myeonghoon “Philart” Jeon, Ph.D. 
 
Recent Professional Experience 

Norfolk Botanical Garden May 2018 – July 2019 

Visitor Services Assistant 

 

Sona Research Participation Advisor August 2016 – August 2017 

 
Michigan Tech Central Ticketing Office January 2015 – July 2016 

Office Assistant  

 

Teaching Experience 

Graduate Teaching Assistant, Old Dominion   

Professor: Suzanne Morrow, M.S. 

Classes: Adolescent Psychology, Health Psychology, 

Developmental Psychology 

January 2018 – May 2019 
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