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ABSTRACT

BROADBAND DIELECTRIC SPECTROSCOPIC DETECTION OF VOLATILE ORGANIC COMPOUNDS WITH ZINC OXIDE AND METAL-ORGANIC FRAMEWORKS AS SOLID-STATE SENSOR MATERIALS

Papa Kojo Amoah
Old Dominion University, 2024
Director: Dr. Helmut Baumgart

The industrial revolution drove technological progress but also increased the release of harmful pollutants, posing significant risks to human health and the environment. Volatile organic compounds (VOCs), which have various anthropogenic and natural sources, are particularly concerning due to their impact on public health, especially in urban areas. Addressing these adverse effects requires comprehensive strategies for mitigation as traditional gas sensing techniques have limitations and there is a need for innovative approaches to VOC detection.

VOCs encompass a diverse group of chemicals with high volatility, emitted from various human activities and natural sources. These compounds play a crucial role in the formation of ground-level ozone and secondary pollutants, significantly impacting global climate and air quality. Anthropogenic sources dominate in urban areas, exacerbating air pollution and its associated health risks. Monitoring and controlling VOC emissions are imperative for public health, environmental sustainability, and industrial processes.

Gas sensors offer a promising solution for VOC monitoring, with advancements focusing on improving sensitivity, selectivity, and real-time detection capabilities. Broadband dielectric spectroscopy (BDS) emerges as a non-contact metrology method for probing material properties,
particularly suited for gas-sensitive materials like zinc oxide (ZnO) and metal-organic frameworks (MOFs). BDS provides detailed insights into gas sensing mechanisms, enabling the development of enhanced gas sensing devices.

This thesis explores the use of ZnO and MOFs as detection elements in gas sensing applications, aiming to advance understanding and application of gas sensing technologies. Objectives include investigating ZnO's oxidization mechanism, studying metal-doped ZnO for enhanced sensing, exploring MOF films for VOC detection, and conducting a comparative analysis between ZnO and MOF sensors. Experimental setups involve BDS measurements to monitor changes in material properties and gas-sensor interactions. Experimental investigations reveal unique mechanistic insights into ZnO gas sensing behavior, particularly in detecting aliphatic alcohols like ethanol. Metal doping of ZnO nanorods alters gas sensing responses, with different metals exhibiting distinct detection mechanisms. MOF films demonstrate high sensitivity to VOCs, showcasing potential applications in gas sensing technologies. Comparative analysis highlights the advantages of MOF films over ZnO nanorods for ethanol vapor detection at low temperatures.
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CHAPTER 1

INTRODUCTION AND LITERATURE REVIEW

1.1 Background

While the industrial revolution offered great technological progress, it also resulted in the creation of large amounts of harmful pollutants that pose risks to human health when they are released into the atmosphere. Human actions have a detrimental effect on the natural environment by contaminating our drinking water, polluting the air we breathe, and degrading the soil needed for plant growth. Human-caused air pollution stands out as one of the foremost public health risks worldwide, contributing to approximately 9 million fatalities annually [1]. Moreover, air pollution presents a major threat with a variety of adverse health impacts. Even at low levels, vulnerable individuals may suffer from short-term exposure in the form of conditions such as chronic obstructive pulmonary disease (COPD), asthma, respiratory diseases, and increased hospitalization rates. Prolonged exposure to air pollution is associated with long-term health conditions such as asthma, pulmonary issues, heart diseases, and a higher risk of death in general. Additionally, research suggests a relationship between extended exposure to poor air quality and the development of diabetes. Infants are especially vulnerable, as air pollution has been linked to respiratory issues, heart problems, mental disorders, and complications during childbirth that could lead to infant mortality or chronic illnesses as they grow up. National reports highlight the increased risks of both illness and death related to daily fluctuations in particulate matter levels.

Residents of large urban areas, where road emissions significantly contribute to the deterioration of air quality, bear the brunt of the impact of air pollution. Industrial accidents pose an additional threat, with the potential release of toxic fog leading to fatal consequences for nearby
populations. The dispersion of pollutants is contingent on various factors such as atmospheric stability and wind [1, 2]. Urban air pollution typically results from significant levels of sulfur dioxide, carbon oxides (carbon dioxide and carbon monoxide), nitrogen oxides, as well as fine and ultrafine particulate matter (PM) suspended in the air. Depending on other urban emission sources, there are also traces of heavy metals and volatile organic compounds (VOCs) [3]. These VOCs can infiltrate deep into the airways and reach the bloodstream and are associated with more severe illnesses.

Furthermore, overall, addressing these environmental challenges is imperative for public health and necessitates comprehensive strategies to alleviate the repercussions of both climate change and air pollution [1, 2].

1.2 Volatile Organic Compounds (VOCs)

Volatile organic compounds (VOCs) are a broad group of chemicals with high volatility that can cause significant harm to both human health and the environment when released into the atmosphere [4]. Practically all human activities in daily life result in the release of organic substances into the air. Everyday actions such as operating vehicles, cooking, and even breathing release natural compounds like alcohols, alkanes, alkenes, amides, aromatics, carbonyls, esters, and ethers into the atmosphere. Additionally, the use of pesticides, construction materials, lawn mowing, venting gases, industrial wastewater discharge, petroleum refining, natural gas processing, and painting are also important contributors to these emissions [1, 2]. Technically, VOCs can be defined as organic compounds with a Reid vapor pressure exceeding 10.3 Pa under normal temperature (293.15 K) and pressure (101.325 kPa) [5, 6]. VOCs can be classified
according to their chemical structure and properties, leading to several distinct categories [7]. These include, but are not limited to:

- **Aliphatic Compounds**: Straight-chain or branched nonaromatic organic compounds such as methane, ethane, propane, and butane.
- **Oxygenated Compounds**: Contain oxygen atoms in their structure with unsaturated bonds, such as alcohols (methanol, ethanol), ketones (acetone), and esters.
- **Aromatic Compounds**: Compounds with a cyclic (ring) structure such as benzene, toluene, and xylene.
- **Halogenated Compounds**: Hydrocarbons with halogen (fluorine, chlorine, bromine, or iodine) substitutions such as chloroform, carbon tetrachloride, and dichloromethane.
- **Esters**: Compounds formed by the condensation reaction between acids and alcohols such as ethyl acetate and butyl acetate.
- **Terpenes**: Found in essential oils from plants such as limonene and pinene [7].

Table 1.1 presents a compendium of the physical attributes of some VOCs, for example, immediately dangerous to life or health (IDLH) and threshold limit value (TLV) of some VOCs. The TLV refers to the highest concentration of a chemical that can be present in the air without causing harm to human health after prolonged exposure [2].
<table>
<thead>
<tr>
<th>VOC name and formula</th>
<th>Properties</th>
<th>IDLH</th>
<th>TLV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone (C3H6O)</td>
<td>Colorless, pungent odor, sweetish taste, flammable</td>
<td>20,000 ppm</td>
<td>750 ppm</td>
</tr>
<tr>
<td>Acetylene (C2H2)</td>
<td>Colorless, distinctive odor, low toxicity</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Benzene(C6H6)</td>
<td>Colorless, strong aroma, highly flammable, Chronic toxicity</td>
<td>500 ppm</td>
<td>1 ppm</td>
</tr>
<tr>
<td>Cyclohexene (C6H10)</td>
<td>Colorless, mild solvent odor, Flammable, low acute toxicity</td>
<td>10,000 ppm</td>
<td>300 ppm</td>
</tr>
<tr>
<td>Ethanol (C2H5OH)</td>
<td>Colorless, alcoholic smell and taste, flammable, low toxicity</td>
<td>3300 ppm</td>
<td>1000 ppm</td>
</tr>
<tr>
<td>VOC name and formula</td>
<td>Properties</td>
<td>IDLH</td>
<td>TLV</td>
</tr>
<tr>
<td>---------------------</td>
<td>------------</td>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td>Formaldehyde (HCHO)</td>
<td>Colorless, pungent odor, flammable, low acute toxicity</td>
<td>20 ppm</td>
<td>0.75 ppm</td>
</tr>
<tr>
<td>Methanol (CH3OH)</td>
<td>Colorless, mild odor, flammable, high toxicity</td>
<td>25,000 ppm</td>
<td>200 ppm</td>
</tr>
<tr>
<td>Toluene(C7H8)</td>
<td>Colorless, aromatic odor, highly flammable, slight acute toxicity</td>
<td>500 ppm</td>
<td>100 ppm</td>
</tr>
<tr>
<td>2-propanol (C3H8O)</td>
<td>Colorless, alcohol-like odor, bitter taste, Flammable low toxicity,</td>
<td>12,000 ppm</td>
<td>400 ppm</td>
</tr>
<tr>
<td>n-Butanol (C4H9OH)</td>
<td>Colorless, vinous odor, flammable, slightly toxic</td>
<td>8000 ppm</td>
<td>100 ppm</td>
</tr>
</tbody>
</table>
1.2.1 Sources of VOC emissions

The troposphere, or ground-level ozone, is a trace gas formed by the chemical reaction between nitrogen oxides and VOCs in the presence of sunlight. This ground-level ozone is a harmful air pollutant and is the main contributor to smog in the atmosphere in certain places. VOCs are key precursors of tropospheric ozone and can impact global climate and quality of life. Many volatile organic compounds and their resulting products contribute significantly to secondary pollutants in urban areas [8-10]. VOCs affect the oxidation (cleansing) potential of the troposphere through rapid reactions with hydroxyl radicals (OH) [11]. They are emitted from numerous anthropogenic and natural sources. Natural sources are responsible for about 90% of emission worldwide, and stem from vegetation, biomass burning, livestock, and volcanic activity. Anthropogenic sources dominate in urban areas and include the use and production of fossil fuels, industrial activity, and consumer products like adhesives, and coatings [8, 12, 13].

1.2.1.1 Natural emissions

Naturally occurring atmospheric fumes comprised of dust from the earth's crust, sea salt in coastal regions, and organic material such as pollen, spores, or plant and animal remnants. Volcanic activities can also release significant quantities of particles into the air. Other natural sources of air pollution include: thunderstorms emitting substantial amounts of nitrogen oxides, algae on the surface of oceans resulting in the release of hydrogen sulfide (H₂S), wind erosion injecting particles into the atmosphere, and humid areas like swamps, or shallow lakes generating methane [10].
1.2.1.2 Anthropogenic

The term anthropogenic refers to changes in nature which are caused by or influenced by human beings. In urban settings, most air pollution originates from human actions; this includes mobile emissions such as those from cars, trucks, airplanes, and marine engines, along with stationary sources like factories and power plants [10, 14]. The inadequate burning of carbon-based fuels during road traffic is a major factor in air pollution within large cities in developed nations, leading to the creation of carbon monoxide and hydrocarbons. Moreover, nitrogen oxides (NOx) are produced by the interaction of nitrogen and oxygen during high-temperature combustion of fossil fuels. Furthermore, human activities have caused a rise in levels of VOCs from petroleum and chemical industries, as well as NOx emissions from power stations and vehicles. This has resulted in higher concentrations of ozone, leading to the formation of smog in densely populated and industrial areas. The use of coal and fuel oils containing sulfur result to the formation of SO2, which is commonly used in transportation and energy generation in various industrial processes. Fluorine derivatives and aluminum are some specific pollutants that result from industrial waste. The processing of ores leads to the release of heavy metals such as cadmium, zinc, and lead, while mercury is generated through domestic waste incineration. Nitrogen fertilizers used in agriculture produce nitric oxide and ammonia, which also contribute to pollution. Additionally, methane, another greenhouse gas, is primarily released through animal respiration [10, 15].

It is essential to monitor VOCs as they have a significant impact on the quality of our environments, human health, and industrial processes. VOCs can be useful as biomarkers in disease diagnosis and health assessment [16-18]. The analysis of exhaled breath for VOCs is a non-invasive and potentially cost-effective method for monitoring human body chemistry and diagnosing diseases. The distinctive chemical signatures of VOCs in humans can be used for rapid
diagnosis, making their monitoring crucial for early disease detection and healthcare applications. Additionally, the monitoring of VOCs in urban air has been associated with respiratory diseases, emphasizing the significance of VOC monitoring for public health purposes [19-21]. Monitoring and controlling VOC emissions are also pivotal in different working environments for promoting occupational health and safety. It's also essential for assessing the role of VOCs in air quality, especially in the context of ongoing policy goals [22][23].

These VOCs can contribute to the formation of ozone, leading to atmospheric pollution such as haze and photochemical smog. Therefore, it is crucial to effectively monitor and prevent VOCs in furniture production [24]. Monitoring volatile organic compounds is crucial for research and development across various fields. For instance, it is important in the study of plant evolution, as plants release VOCs in reaction to both living and non-living influences, and these substances have a notable impact on plant evolutionary processes. Plants produce a wide variety of secondary metabolites (produced during metabolism) over the course of their evolution to address specific needs. These specialized compounds, known as secondary metabolites, serve diverse functions in interacting with both living and non-living elements within ecosystems. Volatile organic compounds represent one significant group among these metabolites, with more than 1700 identified across various plant species. Released from different parts of the plants, VOCs play a vital role in shaping the chemical environment of ecosystems through complex interactions at different scales—from landscapes to individual flowers. They influence interactions between plants and pollinators, herbivores, and other flora [25].
Figure 0.1 As part of a closed loop IoT network, there’s a need for continuous monitoring of VOC emissions using smart sensing devices. The information obtained from this monitoring can be used to control and regulate industrial VOC generation or make decisions in healthcare regarding the existence of a disease and the need for treatment [21].

1.3 VOC detection methods

With this section starts a review of the state of the art in gas sensing detection.

A diverse range of consumer and personal care products can emit substantial amounts of VOCs into the air during usage. It is estimated that there may be 50-300 different types of VOCs present in the air of inhabited buildings at any given time. Therefore, VOC levels serve as a critical parameter to determine indoor ambient air quality, in conjunction with other metrics such as temperature and CO₂ levels [2, 14, 15]. There is active research aimed at developing technologies for both efficient and capable monitoring the stringent environmental regulations on VOCs in the environment around the world (figure 1.1) [5].
Gas sensors are a technology which can be used to monitor these VOCs. They consist of a transducer and an active layer that translates specific chemical reactions into a change in its intrinsic properties (e.g., optical, acoustic, electrical, etc.), volume, or mass once exposed to vapor analytes. The transducer is then responsible for detecting these changes and converting them into a measurable electric signal that corresponds to the nature and concentration of the analyte. To effectively monitor VOCs, it is essential to employ advanced sensing technologies that offer a range of factors such as high sensitivity, selectivity, precision, good limit of detection, good resolution, accuracy, reversibility, good recovery and response time, and real-time detection capabilities. Furthermore, the level of miniaturization and power consumption at the device level are also considered along with cost-effectiveness, longevity, and potential integration with wireless networks to determine its suitability for different applications [26, 27].

Gas sensors can be categorized based on two fundamental principles: (i) the type of transduction mechanism used, or (ii) the active layer utilized for interacting with vapor analytes. In terms of transduction mechanism, gas sensors can belong to four main families: electrochemical, optical, gravimetric/thermal, or calorimetric devices. Alternatively, gas sensors can be classified according to the type of active layer they utilize for sensing gas analytes VOCs and comprise various materials such as metal oxide semiconductors, polymers, carbon nanostructures, biomaterials, and hybrid composites which are among several functional material categories identified in studies examining interactions with VOCs (Figure 1.2) [27].
1.3.1 **Mass Spectrometry (e.g., proton-transfer-reaction mass spectrometry)**

Proton-transfer-reaction mass spectrometry (PTR-MS) is a cutting-edge technique for real-time measurements of trace amounts of VOCs in the air, including various oxygenated VOCs. The technique works through the use of proton-transfer reactions involving hydronium ions (H$_3$O$^+$) to ionize VOCs, in conjunction with mass spectrometric identification of the resulting product ions. It proves to be an ideal tool for investigating the atmospheric chemistry of organic compounds as it enables the measurement of many crucial VOCs from both natural and anthropogenic sources alongside their oxidation products. Proton-transfer-reaction mass spectrometry (PTR-MS) has emerged as a useful tool for studying VOCs in the atmosphere, highlighting the significance of advanced analytical techniques for VOC monitoring [28].
1.3.2 Optical Sensors

Optical gas sensors operate based on a change in optical properties of specific gas species at specific optical wavelengths. An optical gas sensor comprises three vital components: a light-emitting element, a photodetection element, and a gas-sensing element [29]. The optical properties that are measured include light absorbance, fluorescence, polarization, color, wavelength, or reflectivity and then are converted into an electrical signal. This conversion process allows for the determination of analyte concentration and identification based on the proportional relationship between the electrical signal and the nature of the analytes [27]. Two frequently utilized optical sensors, fiber-optic gas sensors and photonic crystal cavity PhC gas sensors, are discussed.

1.3.2.1 Fiber-Optic

In the late 1980s, the fiber optic VOC gas sensor emerged and has since advanced significantly. It is now extensively used for detecting explosive gases, analyzing hazardous gases, monitoring environmental quality, and diagnosing diseases [26, 30]. This type of sensor is desirable due to its safe and dependable detection capabilities, resistance to electromagnetic interference and corrosion, compact size, lightweight nature, portability, and suitability for confined spaces.

A standard gas sensing system using fiber optics typically includes a light source, a probe for gas sensing using fiber optics, a chamber for the gas sample, a detector for measuring light intensity, and a demodulator. The light source may be a tunable or single-frequency laser, or a broadband light source. The photodetector could be a spectrometer, an optical spectrum analyzer, or a simple photodetector. Fiber optic sensors operate based on the transmission of light through
optical fibers, utilizing changes in the light signal to detect variations in the surrounding environment. For VOC sensing, these sensors often rely on the interaction between the analyte molecules and the optical properties of the sensor (such as intensity, wavelength, frequency, phase, polarization state etc.), leading to measurable changes in the transmitted or reflected light [30].

The optical fiber contains the transmitted light in its core using the total internal reflection principle, which restricts its potential for sensing applications. Therefore, a mix of different fiber optic structures is required to improve the interaction between light and the surrounding environment for sensing purposes. While fiber optic technology has proven to be effective in various fields, it still has limitations due to the fiber optic's lack of sensitivity and selectivity to gases, which greatly restricts its usefulness in sensing. Fiber optic sensors may also be limited due to their size of the optical fiber itself, which limits miniaturization [26, 30]. As a result, it is necessary to explore alternative methods to complement or replace fiber optic technology for gas detection.

The optical fiber utilizes the total internal reflection principle to contain transmitted light in its core. However, this limits its potential for sensing applications due to lack of sensitivity and selectivity to gases. To enhance the interaction between light and the surrounding environment for sensing purposes, a combination of different fiber optic structures is required. Several configurations of fiber optic sensors are used for VOC sensing, each with its unique advantages and applications. One common design involves the use of evanescent wave absorption, where a portion of the optical field extends beyond the core of the fiber, interacting with the surrounding environment. Alternatively, Fabry-Perot interferometers, surface plasmon resonance (SPR) sensors, Raman scattering, and distributed feedback (DFB) lasers are also utilized to enhance sensitivity and selectivity in VOC detection [30, 31].
1.3.2.2 Photonic Crystal Cavity (PhC)

Photonic crystal cavity sensors have emerged as a promising technology for VOC sensing due to their ability to provide highly sensitive and selective detection. Photonic crystals are dielectric materials with periodicity (e.g., polymers and semiconductors with alternating high and low refractive index), creating bandgaps that prevent certain wavelengths from propagating [32]. They influence the motion of photons similarly to how electron motion is affected by semiconductor crystals [31, 33]. By introducing defects or optical cavities into the crystal lattice, particular resonant dips/peaks are formed, allowing for highly confined optical fields. When VOCs interact with the sensor surface, changes in refractive index or absorption properties alter the resonant conditions, leading to detectable shifts in the optical spectrum [34]. The main characteristics in PhC gas sensing are the quality factor (Q) and sensitivity (S). The energy stored inside the cavity structure is proportional to Q, while the size of the cavity is linked to the mode volume. PhC gas sensors come in three variations: 1D, 2D, and 3D configurations. The fabrication process for the 3D structure is intricate with limited applications. Researchers commonly focus on developing the higher Q 2D configuration due to its favorable characteristics compared to other configurations [31].

PhC sensors have found applications in diverse areas of VOC sensing. In environmental settings, they can be used for real-time detection of pollutants and monitoring air quality. In industrial settings, they offer enhanced safety by detecting harmful VOC concentrations [35]. Moreover, in medical applications, photonic crystal cavity sensors show promise for diagnosing diseases through the detection of VOC biomarkers in breath samples [36]. Despite the promising capabilities of PhC sensors, challenges such as susceptibility to environmental conditions, long-
term stability, fabrication errors, coupling problem, temperature influence, and scalability need to be addressed for widespread adoption [37].

Ongoing research is focused on developing robust and cost-effective sensor platforms while exploring novel materials and fabrication techniques. Also being explored is the integration of artificial intelligence algorithms for real-time data analysis and the development of portable, miniaturized devices for on-site VOC sensing [38, 39].

1.3.3 Gravimetric Sensors

Gravimetric gas sensors operate on the principle that the mass of an active sensing material changes when it interacts with VOCs [27]. These sensors typically consist of a sensitive material, such as a polymer or a metal-organic framework (MOF), which adsorbs VOC molecules. The mass change is then measured using a variety of techniques, such as quartz crystal microbalance (QCM) or surface acoustic wave (SAW) devices [27, 40, 41].

1.3.3.1 Surface Acoustic Wave

Surface acoustic wave (SAW) sensors are a type of gravimetric devices that use piezoelectric crystals to detect VOCs. This technology was first introduced by Wohltjen and Dessy in 1979 for chemical sensing applications. SAW sensors are highly sensitive and can detect harmful gases like H₂S, NH₃ and NO₂. They also offer several benefits, such as operability at ambient temperatures, rapid response times, cost-effectiveness, simple reproducibility, and strong stability [30].
These devices consist of two interdigitated transducers that generate and receive an acoustic wave propagating across the surface of the piezoelectric crystal located between the transducer electrodes. These electrodes are usually made of inert metals or alloys such as Au, Cr/Au/Cr, etc. When an AC voltage is applied to these electrodes, an acoustic wave is generated which travels across the crystal surface [42]. SAW sensors commonly use crystals like lithium niobate (LiNbO$_3$), gallium phosphate (GaPO$_4$), and quartz. When VOCs interact with the surface of the sensor, they induce changes in the mass of the entire sensing unit and in the acoustic wave propagation characteristics, leading to measurable changes in frequency, velocity, or amplitude. These changes are then correlated with the concentration of the target VOCs, providing a reliable and sensitive means of detection [27, 40].

SAW sensors find applications in diverse fields for VOC sensing. In environmental settings, they are used to monitor trace levels of VOCs [43]. Additionally, SAW sensors have potential applications in healthcare for detecting cancer biomarkers in breath samples for disease diagnosis [44].

Recent progress in surface acoustic wave sensor technology has concentrated on enhancing selectivity, miniaturization, integration with electronics, and improving signal analysis. Furthermore, there is a focus on optimizing advanced coatings and functionalization techniques to mitigate undesired effects and drifts originating from the devices themselves, the environment, and the measurement system [45].

1.3.3.2 Quartz Crystal Microbalance
Quartz Crystal Microbalance (QCM)-based sensors operate similarly to SAW sensors, but they have a different device structure. The sensor comprises a quartz chip coated with a sensing membrane with absorption capabilities, and a set of gold electrodes attached to the chip's bottom, one on each side. The sensor’s sensitivity and selectivity depend on the type of sensing material and the interaction between the gas and film compounds. To enhance the sensor’s sensitivity, specific sensing materials for specific VOCs biomarkers need to be developed [40]. These sensors were later modified for use as gas sensors, allowing intentional improvement of their sensing abilities by integrating different chemical sensing materials with the capacity to specifically interact with a specific target gas.[46].

QCMs detect resonance frequency shift of a piezoelectric quartz crystal coated with sensing materials like polymers and graphene. The resonance frequency shift has a linear relationship with the target gas properties and concentrations due to analyte adsorption and the mass change of the gas molecules. The QCM consists of a thin quartz crystal, typically made of a piezoelectric material like quartz, which generates an electric potential under mechanical stress. VOC molecules then get adsorbed onto the crystal's coating or directly onto its surface, leading to increased mass on its surface that causes a resonant frequency shift detectable through an electrical signal [46, 47].

QCM sensors have found applications in various fields for VOC sensing. In environmental monitoring, these sensors can be used for the detection of air pollutants. They can also be used for the detection of food-borne pathogens. Furthermore, QCM sensors have also been used in healthcare applications, for instance, in detecting VOC biomarkers for degenerative diseases like atherosclerosis, diabetes, retinal, and macular degeneration [48]. Recent advancements in QCM
sensor technology include the development of advanced analyzers for real-time calculation of equivalent electrical model parameters [49].

1.3.4 Calorimetric Sensors

Calorimetric gas sensors, also known as "pellistors," "catalytic beads," or "combustible gas sensors", detect VOCs by measuring heat changes caused by combustible gases on the sensor surface [50]. They operate based on enthalpy change or thermal conductivity and have been proven effective for monitoring a wide range of hydrogen peroxide (H₂O₂) concentrations. These sensors typically consist of a thermal element, often a micro-hotplate or microheater, and a temperature-sensitive material. The basic operation of these sensors involves the measurement of the heat released or absorbed during a chemical reaction between the target gas and a catalyst, resulting in a change in temperature that can be quantitatively measured [51, 52].

Calorimetric sensors commonly lack selectivity due to their intrinsic physical mechanisms. This is because many pure gases or gas mixtures can have similar combustion enthalpies or thermal conductivities. However, many industrial uses of commercial calorimetric sensors rely on the prior knowledge of known or limited gas constituents with sufficiently different physical characteristics. In this way, the sensors can be appropriately selected and calibrated for the analytes for the intended VOC. In order to enhance the effectiveness of currently used calorimetric sensors, future focus is being directed towards decreasing power consumption, enhancing the sensors' resilience against poisoning and mechanical impact, and the development of "flame-resistant" sensors that include an enclosure to protect the sensing beads from igniting nearby gases, thereby preventing explosions [53].
2.1.1 Electrochemical Sensors

Electrochemical sensors can detect low concentrations of VOCs by analyzing the electrical response. Three primary categories of electrochemical sensors include amperometric, potentiometric, and conductometric devices [27]. Within each of these categories, there are several types of sensors.

Electrochemical sensors based on the use of amperometric techniques (i.e., current magnitude at constant applied voltage) are the most common methods for gas detection [54]. The magnitude of the current is determined by the properties and quantity of the analytes present. These devices function through a chemical reaction at the interface of the active electrode [27, 55]. Common amperometric electrochemical sensors include those for detecting gases such as carbon monoxide, ammonia, acetaldehyde, ethanol, ethylene, sulfur dioxide, nitrogen oxide, and nitrogen dioxide. Furthermore, these sensors are affordable, easy to use, and can often be miniaturized [56].

Potentiometric gas sensors measure changes in potential or electric field when interacting with vapor gases. Unlike amperometric sensors, they do not require a current flow to operate but are based on an open-circuit voltage measurement. Typically using solid-state electrolytes like yttria-stabilized zirconia, these devices contain an electrolyte sealed in a tube with electrodes on both the inner and outer sides, referred to as the reference electrode (RE) and sensing electrode (SE). The SE establishes an equilibrium potential influenced by the concentration of the targeted gas, while a standard potential is maintained at the RE as a reference. Coated with catalysts such as platinum or palladium for enhanced performance, potentiometric gas sensors exhibit exceptional selectivity towards specific constituents within gases, enduring stability over extended periods, and rapid response times on the millisecond scale without needing regular maintenance.
Field effect transistors fall under this category of gas sensors and have been developed using various materials including carbon nanotubes, silicon thin films or nanowires, and polymers - particularly garnering attention due to their seamless integration capability with existing electronic platforms [27, 58].

**Conductometric** or chemiresistive gas sensors are widely used for detecting VOCs because of their simple design, ease of operation, low fabrication cost, compact size, and ability to be miniaturized [27]. They are based on a conducting polymer and/or metal oxide semiconductor (MOS), which both work on the principle of changing conductivity or resistance when exposed to vapor analytes. The response mechanisms may vary, but the physical components of conductive sensors, including sensing materials, electrodes, and substrates, remain largely consistent. Additionally, MOS-based sensors require an additional heating element. [40]. They also exhibit quick response and recovery times at low concentrations and display high sensitivity across a wide range of volatile compounds. While traditional chemiresistors typically have sensitivities at the parts per million (ppm) level with response and recovery times varying from several seconds to a few minutes depending on the application, recent progress in micromachining techniques and nanomaterials has resulted in devices with heightened sensitivities that can achieve limits of detection at sub-ppm levels (e.g., 10 parts per billion (ppb)) within just a few minutes (i.e., 2–3 min). Additionally, due to their simple design and compact nature, these sensors can be easily miniaturized and implemented onto flexible substrates—promising a potential for wearable applications. However, like potentiometric gas sensors, main concerns regarding chemiresistors include sensitivity to environmental factors like humidity as well as lack of selectivity, potentially leading to baseline drift or ineffective performance in complex gas mixtures [27]. Table 1.2 compares some of the common gas sensor technologies.
TABLE 0.2
Comparison of some gas detection sensor technologies [29].

<table>
<thead>
<tr>
<th>No.</th>
<th>Sensor Type</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Catalytic</td>
<td>Simple, measures flammability of gases and low-cost technology</td>
<td>Requires air or oxygen to work.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Can be poisoned by lead, chlorine, and silicones.</td>
</tr>
<tr>
<td>2</td>
<td>Thermal</td>
<td>Robust but simple construction. Easy to operate in absence of oxygen.</td>
<td>Reaction due to heating wire.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Measuring range is very wide.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Electrochemical</td>
<td>Measures toxic gases in relatively low concentrations. Wide range of gases</td>
<td>Failures are unrevealed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>can be detected.</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Optical</td>
<td>Easy to operate in absence of oxygen. Not affected by electromagnetic</td>
<td>Affected by ambient light interference.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>interference.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Monitoring area is very wide.</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Semiconductors</td>
<td>Mechanically robust, works well at constant high humidity condition.</td>
<td>Susceptible to contaminants and changes due to environmental conditions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Non-linear response effects complexity.</td>
</tr>
<tr>
<td>6</td>
<td>Surface Acoustic</td>
<td>Detect nerve and blister agents. Battery-less and could be used for</td>
<td>Due to its small size, there is difficulty in handling during fabrication</td>
</tr>
<tr>
<td></td>
<td>Wave</td>
<td>wireless applications. Battery-less and could be used for wireless</td>
<td>process.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>applications.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Could be places in harsh and rotating parts.</td>
<td></td>
</tr>
</tbody>
</table>
1.4 Metal Oxide Semiconductor (MOS) Sensors

Semiconducting oxides are materials that possess unique sensing properties, which make them ideal for use in various sensing applications. These materials have the ability to detect changes in their electrical conductivity when exposed to different gases when heated up. Metal oxides are the most commonly used sensing material in this class, as they exhibit excellent sensitivity and selectivity towards various gases [59]. Based on their oxygen ionosorption behavior, they can be classified as either n-type or p-type semiconductors. N-type semiconductors have excess electrons that move around freely, while p-type semiconductors have a deficiency of electrons, creating "holes" that can move around [75].

In 1953, Bardeen and Brattain first demonstrated the gas sensing property of semiconductors. They showed how specific gases affected the conductivity of a n-type Ge semiconductor [60]. In 1954, Heiland [61] conducted a study on the semiconducting properties of zinc oxide (ZnO) and discovered that changes in the partial pressure of oxygen or other atmospheric gases can have an impact on these properties. Specifically, he found that when the partial pressure of oxygen decreased, the conductivity of zinc oxide increased. This observation was a significant step in understanding the sensitivity of zinc oxide to changes in the environment. Later in 1962, a group led by Seiyama [62] conducted further research ZnO thin films and discovered a phenomenon related to the adsorption and desorption of gas on the surface of an oxide material. This phenomenon led to changes in the conductivity of the material, which could be measured and analyzed. This discovery opened new possibilities for the use of ZnO in various applications such as gas sensors and catalysis. A wide variety of oxide materials have been studied and described in the literature, including but not limited to ZnO, tin oxide (SnO₂), titanium oxide (TiO₂), and tungsten oxide (W₂O₅). Each of these materials has its own unique sensing properties
and can be tailored to specific sensing applications. As such, they remain a popular choice for researchers and engineers working in the field of gas sensing [63].

1.4.1 Advantages and disadvantages of MOS Sensors

MOS are widely used as gas sensing materials due to their unique properties. One of the primary advantages of these materials is their low cost, which makes them an attractive option for various applications. Additionally, metal oxide semiconductors are relatively easy to fabricate, allowing them to be produced in large quantities without significant expense. Another advantage of MOS sensors is their simplicity of use. They are easy to operate and can detect different types of gases, including flammable and toxic ones, which is essential for ensuring safety in various environments. However, there are also some limitations associated with these sensing materials.

One of the main disadvantages of metal oxide semiconductors is their poor selectivity and cross-sensitivity. This means that they might not be able to distinguish between different gases effectively, which can lead to false alarms or inaccurate readings. Additionally, they have a low sensitivity to lower gas concentrations, making their detection limit a concern. Another limitation of these materials is their high-power consumption, which can be a significant concern for portable devices. Furthermore, they are prone to baseline resistance drift, which can affect the accuracy of the readings. Finally, metal oxide semiconductors require high operating temperatures, which can limit their use in some applications [63].

1.4.2 Gas sensing mechanism
MOS-based sensors are a type of gas sensor that use a conductometric (resistive) mechanism to measure the concentration of VOCs in the air. The sensing mechanism of MOS-based gas sensors is not yet fully understood. However, the most widely accepted theory is the oxygen adsorption and desorption model, which can be explained in several steps [64].

The sensitivity of MOS gas sensors is highly dependent on the operating temperature, and to achieve the optimum operating temperature, the semiconducting metal oxide active sensing material is typically deposited directly on top of a heating layer. This heating layer, often made of a thin film of a metal such as platinum or gold, is responsible for providing a stable and controlled temperature to the active sensing material, enabling it to accurately detect and measure the concentration of gases [65, 66].

When MOS sensing materials are exposed to the air, they undergo a series of surface chemical reactions. Oxygen molecules in the air get adsorbed on the surface of these materials, leading to the formation of various chemisorbed ionic oxygen species. These oxygen species may include \( \text{O}^{-}, \text{O}^{2-} \), and \( \text{O}^{2-} \) ions. However, chemisorption is a process that requires activation energy, and different oxygen species require different temperatures to occur on the surface of the MOS sensing material. The \( \text{O}^{2-} \) species requires higher activation energy to be chemisorbed and is usually present at higher temperatures, while other species are more likely to be ionic species at lower temperatures. At temperatures below 400°C, which is where most metal oxide-based VOC sensors operate, \( \text{O}^{2-} \) is the predominant species [2].

When these negatively charged oxygen ion species are formed on the surface of n-type MOS sensing materials (having electrons as majority carriers), they lead to the creation of electron depletion regions underneath the surface of the material. This depletion region is generated due to charge transfer when the adsorbed Oxygen removes electrons from the n-type MOS material and
thereby becomes negatively ionized and thus builds a negative surface charge as depicted in the
classical reaction equations 1–4 below. The surface adsorbed Oxygen acts as electron acceptor.
The formation of these ion species can be described by a set of related equations (equations 1-4),
which are crucial for understanding the charge transfer mechanism between an n-type
semiconductor and an electron depleting gas.

\[
\begin{align*}
\text{In air:} & \\
O_2(\text{gas}) & \leftrightarrow O_2(\text{ads}) \quad (1) \\
O_2(\text{ads}) + e^- & \leftrightarrow O_2^-(\text{ads}) \quad (<100 \, ^\circ\text{C}) \quad (2) \\
O_2^-(\text{ads}) + e^- & \leftrightarrow 2O^- (\text{ads}) \quad (100–300 \, ^\circ\text{C}) \quad (3) \\
O^- (\text{ads}) + e^- & \leftrightarrow O^{2-} (\text{ads}) \quad (>300 \, ^\circ\text{C}) \quad (4)
\end{align*}
\]

In MOS, an electron-depleted surface layer is formed in the presence of atmospheric
oxygen under normal atmospheric conditions and typical operating temperatures. This oxygen is
either adsorbed or chemisorbed onto the surface. When the surface layer is initially exposed to air,
the MOS surface consumes the oxygen, and the oxygen ionic species get adsorbed on the top of
the sensing material. This results in a band bending and the formation of a depletion region known
as the space charge region. The space charge field is a region which is void of charge carriers, and
it is caused by the buildup of charges due to electron transfer reactions during the adsorption of
oxygen on the metal oxide surface. When target gas particles arrive at the surface of the MOS
sensor material, they interact with the oxygen anions and alter their concentration level, causing a
change in the electrical properties of the MOS and the charge at the surface. This change in
electrical properties can be measured and used to detect the presence of the target gas [67]. The chemical reaction between the oxygen ions and the target gas molecule is represented in equation 5 [66].

\[
X + O^{b}_{\text{ads}} \rightarrow X' + b e^{-} \tag{5}
\]

where X and X’ are the target gas and the gas post-reaction, respectively, and \( b \) is the number of electrons [66].

**Sensing Mechanism of n-Type Semiconductor Metal Oxide**

The sensing response of different types of MOS sensing materials varies depending on the type of gas analyte they are exposed to. Specifically, n-type MOS materials exhibit opposite sensing response polarities to reducing and oxidizing gases. When reducing gas molecules such as \( \text{H}_2\text{S}, \text{H}_2, \text{NH}_3, \) acetone, and ethanol react with oxygen ions on the surface of the sensing material, electrons are released back to the conduction band of the material. This leads to a reduction in the thickness of the electron depletion region and an overall decrease in the resistance of the sensing material. In other words, the material becomes more conductive in the presence of reducing gases. Conversely, oxidizing gases such as \( \text{NO}, \text{NO}_2, \text{N}_2\text{O}, \text{O}_3 \), and others capture electrons from oxygen species, which increases the resistance of the n-type sensing material. In this case, the material becomes less conductive in the presence of oxidizing gases.

**Sensing Mechanism of p-Type Semiconductor Metal Oxide**

In the case of p-type MOS, with holes as majority carriers, the sensing material acts as an electron acceptor, which creates a hole accumulation region upon surface adsorption of oxygen
anions. When the p-type MOS interacts with reducing analytes, electrons are released, and the hole accumulation layer becomes thinner. This is because the electrons and holes in the layer recombine, reducing the number of holes in the p-type MOS. As a result, the overall device resistance increases. On the other hand, when p-type MOS interacts with oxidizing gas species, the resistance is reduced. This is because the oxidizing species capture the holes from the p-type MOS, leading to an increase in the number of electrons in the whole accumulation layer. This increase in the number of minority carrier electrons in the layer reduces the overall device resistance. Figure 1.3 shows the sensing mechanism of n-type and p-type MOS nanostructures [64].

Figure 0.3. Schematic diagram illustrating the sensing mechanism of n-type and p-type MOS [67].

The gas sensing mechanism can also essentially be explained by the energy-band bending theory. When oxygen molecules are adsorbed on the surface of MOS, they extract electrons from
the conduction band by trapping charges at the sensor material surface in the form of ions. The delocalization of electrons from the bulk to the surface creates an excess of negative charge on the surface. This leads to the formation of an electron-depleted region, called a space-charge layer, which then results in an upward energy-band bending (a shift in the energy levels of electrons at the surface).

Between the grains of the polycrystalline sensor material, the merging of the two depletion regions leads to an energetic interface known as a Schottky barrier whose magnitude depends on the conductivity of the material. Essentially, this barrier prevents electrons from moving freely across the surface and can have significant effects on both the electronic and optical properties of the material. The reaction of adsorbed oxygen species with adsorbed gas can modify the intensity of the Schottky barrier, resulting in a variation of conductivity (as shown in Figure 4). Because the magnitude of the energy level is directly related to the number of molecules reacting with the metal oxide surface, the variation of the electrical parameter of the sensor (i.e. resistance, current) could be used as a variable to monitor the concentration of the target gas [2]. From Figure 1.4, \( E_F \), \( E_C \), and \( E_V \) are important parameters in solid-state physics that describe the energy levels of electrons in a material. The Fermi level \( (E_F) \) represents the highest occupied energy level at absolute zero temperature, and it determines the electrical conductivity of the material. The conduction band \( (E_C) \) is the lowest unoccupied energy level in a solid, and electrons in this band are free to move and carry current. The valence band \( (E_V) \) is the highest filled energy level in a solid and is separated from the conduction band by an energy gap [68].
Figure 0.4. A schematic diagram of the reaction mechanism of a MOS sensor showing the band bending at the surfaced the material when exposed to a gas [69].

There are several effects to consider: the surface junction at the oxidized sensor material and the effect of the grain boundaries and the grain size. The size of the grains in the polycrystalline sensor material significantly impacts the change in energy barrier when the MOS interact with the analyte species. Sensitivity is greatly increased when the MOS structure is in the nanoscale range. Viewing the polycrystalline sensor material as aggregate particles in contact with each other can help to comprehend this effect. When oxygen adsorbs on the grain surface, it forms a space-charge layer of an appropriate width. Three different scenarios arise from the contrast between the case of double the width of the space-charge layer (L) and the grain size (d) (Figure 1.5):

- When the grain sizes are large enough (d≫2L), the conductivity of the material is mainly influenced by the mobility of carriers within the grains. In this scenario, slight changes in potential barrier caused by surface effects due to interaction with gas molecules do not significantly impact the overall conductivity of the material, resulting in reduced sensitivity.
• When the dimensions of the grains approach or exceed the width of the depletion region (d≥2L), it starts to influence the material's conductivity. As a result, even minor fluctuations in the space-charge layer's width due to reactions on the grain surface can cause substantial alterations in conductivity.

Figure 0.5. Schematic representation of how the sensitivity of metal-oxide gas sensors is influenced by the size of crystallites [2].

• Finally, if the grain sizes are smaller than the width of the depletion region (d<2L), it is possible to consider that the grains are fully integrated into the space-charge layer where the entire grain is influenced by electron depletion. Under these circumstances, the material's conductivity relies entirely on charges captured on the surface of grains from adsorbed oxygen species. As a result, minor releases of electrons into bulk due to surface reactions will lead to significant variations in conductivity and high sensitivity [2].
The band bending, which is related to the built-in-potential, creates the electron-depleted layer that is more resistive than the bulk [70].

The relationship between the majority carrier concentration and the built-in potential $V_{bi}$ is based on Poisson's one-dimensional equation, as shown in Equation 6.

$$\frac{d^2\Phi}{dx^2} = \frac{qN_i}{\epsilon \epsilon_0}$$  \hspace{1cm} (6)

where, $\Phi$ represents the potential, $N_i$ represents the net density of ions in the depletion region, $\epsilon$ represents the dielectric constant of the semiconductor, and $\epsilon_0$ represents the permittivity of free space. The built-in potential can therefore be calculated as follows.

$$V(x) = \Phi_b - \Phi(x)$$  \hspace{1cm} (7)

where $\Phi_b$ represents the potential within the semiconductor bulk. The initial integration of Poisson’s equation yields:

$$\frac{dV}{dx} = \frac{qN_i(x-x_0)}{\epsilon \epsilon_0}$$  \hspace{1cm} (8)

where the width of the depletion layer is represented by $x_0$. Equation 8 can be integrated to yield the following result:

$$V = \frac{qN_i x_0^2}{2 \epsilon \epsilon_0}$$  \hspace{1cm} (9)

Equation 10 shows the value of the built-in potential, $V_s$, when $x = x_0$, and $V$ is zero.

$$V_s = \frac{qN_i x_0^2}{2 \epsilon \epsilon_0}$$  \hspace{1cm} (10)

For n-type MOS material, the quantity of electrons per unit thickness is $N_D x_0 = N_i x_0$ (where $N_i$ represents the intrinsic carrier concentration) and equals to $N_s$ (the number of
electrons that have moved to the surface). As a result, Equation 10 is modified to accommodate this relationship.

\[ V_s = \frac{qN_s^2}{2\varepsilon\varepsilon_0N_i} \]  

(11)

The energy acquired by electrons in moving towards the surface is represented by \( qV_s \). This energy can be understood as the difference between the energy levels at the surface and in the bulk. The term \( N_s \) represents the number of electrons that migrate to the surface. It can also be used to indicate the number of electrons that return to or depart from the conduction band during oxidation or reduction processes. The association between \( N_s \) and electron concentration, which is the majority carrier in n-type, implies that \( N_s \) is linked to electron concentration \([70]\).

During oxidation, electrons are transferred from the conduction band to the surface. This leads to an increase in \( N_s \) and a decrease in the semiconductor's bulk electron concentration. According to Equation 11, an increase in electron migration to the sensor's surface, as indicated by \( N_s \), will result in an increase in built-in potential, \( V_s \). The conductivity or resistivity of the semiconductor can be evaluated using \( V_{bi} \) and the majority carrier concentration.

It is important to note that the transfer of electrons during oxidation and reduction processes has significant implications for the semiconductor's behavior. As the concentration of electrons decreases, the semiconductor's conductivity or resistivity may change. Therefore, understanding the relationship between \( N_s \) and electron concentration is critical for accurately evaluating the properties of a semiconductor \([70]\).

The conductive properties of an MOS gas sensor are ultimately determined by the total width of the depletion region at the MOS surface junction, which correlates with the \( V_{bi} \) as depicted in Equation 12.
\[ W = \sqrt{\frac{2\varepsilon_k}{q} \left( \frac{N_A + N_D}{N_A N_D} \right) V_{bi}} \]  

(12)

Figure 1.6 provides a detailed schematic of the structural and band models of a MOS gas sensor before and after it has been exposed to a reducing gas, such as carbon monoxide (CO). When the MOS gas sensor is exposed to oxygen, the oxygen molecules present in the environment attract electrons from the conduction band of the semiconductor. This phenomenon results in the formation of a layer of negative oxygen ions on the surface of the MOS gas sensor. The negative oxygen ions create an electric field that opposes the flow of electrons from the conduction band to the valence band of the semiconductor. This causes an increase in the width of the depletion region and the \( V_{bi} \) between the conduction and valence bands. The increase in the potential barrier height and width reduces the concentration of free charge carriers, which in turn results in an increase in the overall resistance of the MOS gas sensor. Moreover, the reduction in the concentration of free charge carriers also reduces the sensitivity of the MOS gas sensor to the reducing gases such as CO. Thus, the schematic in Figure 1.6 is a crucial representation of the mechanism of structural and band models of a MOS gas sensor, which aids in understanding the changes in the sensor's behavior when exposed to different gases [68].
Figure 0.6. Structural and band models of conductive mechanism upon exposure to reference gas. (a) with or (b) without CO [68].

1.4.3 MOS sensor performance characteristics

The evaluation of sensor performance is based on various parameters, including the limit of detection, sensitivity, response and recovery times, selectivity, stability, and operating temperature. These parameters are critical in determining the most suitable sensor solution for a given application. Sensitivity and limit of detection are particularly important in assessing the reliability, capacity, and variability of sensor techniques and devices [71, 72]. Sensitivity and selectivity are crucial for accurately detecting and distinguishing target gases, while stability and a long-life cycle ensure the sensor's durability and reliability over time [73, 74]. Additionally, low operating temperature is essential for energy efficiency and safety, and fast response and recovery time are vital for real-time monitoring and rapid detection of gas concentrations [71].
Sensitivity

The sensitivity of a gas sensor is a crucial parameter that determines how well it can detect gases. It represents the change in electrical signal (i.e., change in the resistance of the MOS device) that occurs as a result of a change in the concentration of a particular gas. This sensitivity ($S$) is defined as the ratio between the response signal generated by the sensing material when exposed to the target gas analyte ($R_g$), and the response signal produced in the presence of air ($R_a$) [71].

For an n-type MOS sensor, the sensitivity can be defined by the following equation:

$$S^n = \frac{R_g}{R_a} \text{ (for a reducing gas)}, \quad (13)$$

and for a p-type MOS sensor:

$$S^p = \frac{R_g}{R_a} \text{ (for an oxidizing gas)}, \quad (14)$$

Where, $R_g$ is the resistance of the sensor under exposure to a gas and $R_a$ is the resistance of the sensor in air [67, 75]. Table 1.3 summarizes the difference between the type of MOS, the type of gas, the resistance changes, and the corresponding response equation.
TABLE 0.3
The type of resistance for n-type and p-type MOS-based sensors changes depending on the presence or absence of oxidizing and reducing gases [67].

<table>
<thead>
<tr>
<th>Type of sensitive material</th>
<th>Type of target gas</th>
<th>Resistance change</th>
<th>Response/Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-type</td>
<td>oxidizing</td>
<td>resistance increase</td>
<td>$S = \frac{R_g}{R_a}$</td>
</tr>
<tr>
<td>n-type</td>
<td>reducing</td>
<td>resistance decrease</td>
<td>$S = \frac{R_a}{R_g}$</td>
</tr>
<tr>
<td>p-type</td>
<td>oxidizing</td>
<td>resistance decrease</td>
<td>$S = \frac{R_a}{R_g}$</td>
</tr>
<tr>
<td>p-type</td>
<td>reducing</td>
<td>resistance increase</td>
<td>$S = \frac{R_g}{R_a}$</td>
</tr>
</tbody>
</table>

**Selectivity**

The selectivity is the sensor’s ability to distinguish between different gases when they are present in a mixture. Specifically, selectivity measures the accuracy of the sensor in detecting and identifying one specific gas among other gases that are present at the same concentration level [67]. A highly selective gas sensor is able to provide accurate and reliable readings, even when multiple gases are present in the same environment [76].

**Limit of detection**

The limit of detection (LOD) refers to the minimum concentration of the target analyte gas that a sensor can detect under a specific set of conditions, such as temperature, humidity, and pressure. Typically, the LOD is determined by measuring the smallest change in the sensor's output signal that can be reliably detected above the noise level [67]. High-performance sensors are
specifically designed to detect even the smallest concentrations of substances, with LODs as low as parts per million (ppm) or even lower [77].

Response and recovery times

The dynamic behavior of gas sensors can be expressed by their response and recovery times. The response time is the duration that the sensor takes to attain a stable signal when exposed to a specific concentration of the test gas. In the literature, it is often described as the duration in which the resistance of the sensing material takes to attain 90% of the saturation value after being exposed to the target gas as depicted in Figure 1.7 [71]. It is an essential parameter for gas sensors because it determines how quickly the sensor can detect a gas.

The recovery time of a gas sensor refers to the duration needed for the sensor's resistance to return to the value it had before the presence of the target gas analyte [71]. In other words, it’s the time taken by the sensor to reach 90% of its initial value once the gas has been eliminated from the sensing environment [76]. A fast recovery time is crucial because it enables the sensor to be ready for the next test measurement quickly. The recovery time can vary based on the type of sensing material used, the composition of the gas analyte, added dopants, and the operating temperature of the sensor, among other factors [78].
Figure 0.7. An illustration that shows the response time and recovery time of a specific MOS gas sensor. The graph displays how fast the sensor reacts to changes in gas concentration and how long it takes to return to its initial state after the gas concentration has changed [71].

**Stability**

The stability, or reproducibility, of a sensor determines its consistency over a certain period of time. Typically, MOS sensors have low stability which can result in undesired output or false alarms. However, in some cases, it is possible to improve their stability by lowering the operating temperature [76].

**Operating temperature**

The sensitivity of a gas sensor is highly dependent on the operating temperature or working temperature as shown in Figure 1.8. This is the temperature at which a gas sensor
exhibits the highest response for a particular concentration of the target gas. The sensitive materials used in the sensor require a specific temperature range to fully stimulate the chemical activity necessary to produce the maximum response. If the temperature is too low, the chemical reaction will be slow, leading to a less sensitive sensor. On the other hand, if the temperature is too high, it can cause damage to the sensor's components, leading to inaccurate readings. Therefore, it is crucial to maintain the sensor at its optimum temperature (typically in the range of 25–500 °C) to ensure accurate and reliable gas detection. [67, 77].

Figure 0.8. Dependence of the sensitivity of MOS gas sensors on the sensor operating temperature. Initially, an increase in temperature leads to an increase in the adsorption of gas species (both chemisorption and physisorption). However, this effect only persists up to a certain threshold, which varies depending on the specific MOS and the target gas molecule. Once this threshold is reached, the high thermal motion of the adsorbed species promotes desorption, leading to a decrease in sensor sensitivity [71].
1.4.4 Strategies for enhancing sensor performance.

In recent years, there has been notable advancement in the sensing capabilities of MOS sensors. This progress is mainly due to advancements in three key areas: controlling the structure at a microscopic level, introducing foreign atoms (doping) into the material's structure, and creating interfaces between different semiconductor materials [79].

**Morphological Design**

The physical and chemical properties of MOS materials determine their structure, which includes shape, size, and arrangement. The amount of adsorbed gas is directly related to the gas-sensing response. The morphology and surface condition of the sensing material are key factors in determining the quantity of adsorbed gas and thus have a significant impact on the response value. Over time, research on sensitive materials has progressed from irregular powder materials to micro-nano materials. Different shapes of materials can be designed to increase overall surface area and facilitate gas-sensitive properties by promoting the activation of reaction sites. These include 0-dimensional nanoparticles and quantum dots, 1-dimensional nanowires and nanofibers, 2-dimensional nanosheets, as well as 3-dimensional nanostructured materials such as flower-like structures and spherical shapes. Nanomaterials have an advantage in Gas Sensing Technology due to their unique properties at a nanometer scale [79].

This has emerged as an effective method for enhancing sensing capabilities. Different material shapes can be crafted to enhance the overall surface area and promote the activation of reaction sites, thus facilitating gas-sensitive properties. These varied shapes include nanoparticles, nanoflowers, nanofibers, and nanosheets [79, 80].
Doping

Doping refers to the introduction of an element into a carrier material, which results in changes to its crystal structure, size, and electrical conductivity [81]. Doping is the most direct and effective way to improve the gas-sensing abilities of sensitive materials and allows for the creation of defects which changes the electronic properties of MOS materials. By introducing metal atoms into the host material, vacancies in the structure are occupied, resulting in thicker electron withdrawal layers on the surface. This increases surface-active sites, enhancing sensing performance. Metals like Rh and Ru can serve as active sites for oxygen activation, improving atom utilization and producing a high amount of adsorbed oxygen. Noble metals like Au exhibit sensitization mechanisms related to the spillover effect. In this mechanism, the Au catalyst breaks down oxygen molecules, causing an influx of oxygen ions onto the host material's surface. This alters the electronic state on the gas-sensitive material's surface by creating a thicker electron withdrawal layer which affects its electrical conductivity and significantly reduces operational temperature [79, 82].

Formation of heterojunctions

As previously discussed, MOS materials can be categorized into n-type and p-type. Combining two or more MOS materials with similar or different band gaps to form heterojunctions enhances the sensing capability. When p-type and n-type MOS materials are combined, electrons transfer from n to p and holes from p to n, leading to electron-hole recombination and interactions at Fermi energy levels. This process increases the electron depletion layer, enhancing sensor sensitivity. Similarly, combining n-type MOS materials results in a narrower Fermi barrier within
composites comprising the n-n heterojunction which promotes rapid change in resistance for improved gas sensing performance. Introducing an energy barrier at the p-p heterojunction interface creates an additional electron depletion layer promoting enhanced gas sensing performance through increased electron transfer rate [79].

1.5 Dissertation Objectives

Traditional gas sensing techniques suffer from various drawbacks, making them less practical for certain applications as pointed out in the literature review. Many existing methods are plagued by issues such as high cost, bulkiness, and the necessity for time-consuming pretreatment steps, all of which contribute to their limited usability. Moreover, a significant concern lies in their elevated power consumption, hindering their applicability in energy-conscious environments. Additionally, these methods often lack the capability to provide real-time information, a crucial aspect in scenarios requiring immediate response.

In contrast, Metal Oxide Semiconductor (MOS) gas sensors have emerged as a preferred choice due to several advantageous features. Their adoption is primarily attributed to their low cost, straightforward design, and ease of production, making them economically viable and accessible for various applications. MOS sensors exhibit a short response time, allowing for rapid detection of changes in the surrounding gas environment. This characteristic is particularly valuable in applications where timely data acquisition is paramount [83].

Furthermore, the wide detection range of MOS gas sensors enhances their versatility, enabling them to identify and measure a broad spectrum of gases. This attribute is advantageous in diverse settings where the composition of the gas mixture may vary. Additionally, MOS sensors
showcase resilience in harsh working environments, making them suitable for applications where exposure to extreme conditions is inevitable.

However, it is essential to acknowledge a notable challenge associated with MOS devices. The process of establishing electrical contacts to the sensing material, while necessary for functionality, introduces a potential source of contact resistance errors into the measurand. These errors can impact the accuracy and reliability of the measured data, posing a challenge that needs to be addressed in the design and calibration of MOS gas sensors. Despite this limitation, ongoing research and advancements in sensor technology aim to mitigate these issues, ensuring that the benefits of MOS gas sensors continue to outweigh their challenges in a wide array of practical applications.

In the realm of material measurement, particularly when dealing with sensitive materials that could be altered or influenced by physical contact, the need for noncontact metrology becomes imperative. Traditional measurement methods that involve physical contact can introduce contamination, alter the material's surface, or interfere with its properties. To address these challenges, noncontact metrology techniques have become pivotal, offering a means to obtain accurate measurements without direct interaction with the material under examination [84].

An alternative approach to gas sensing is provided by microwave sensors. Microwaves interact differently with different materials according to their dielectric properties, causing frequency-dependent reorientation of molecular dipoles and motion of mobile charges [85, 86]. One such advanced microwave-based technique is Broadband Dielectric Spectroscopy (BDS). BDS plays a crucial role in overcoming the limitations associated with conventional measurement methods. Unlike techniques that necessitate physical contact, BDS operates on the principle of analyzing the response of materials to varying frequencies of electromagnetic fields without direct
touch. This enables researchers and scientists to acquire precise data on the dielectric properties of materials, including their electrical conductivity, permittivity, and impedance, without causing any physical alterations [84].

The versatility of BDS lies in its capability to cover a broad spectrum of frequencies, ranging from radio frequencies to microwave frequencies. This extensive frequency range allows for a comprehensive analysis of material behavior across different energy levels. As a result, BDS becomes particularly valuable when dealing with complex or multi-phase materials that may exhibit varying dielectric properties under different conditions.

Moreover, BDS is suitable for studying a diverse range of materials, including polymers, liquids, biological samples, and more. Its nonintrusive nature makes it an ideal choice for applications where the preservation of the material's integrity is paramount, such as in pharmaceutical research, biomaterial characterization, or the analysis of delicate electronic components [85, 87].

In summary, Broadband Dielectric Spectroscopy has emerged as a pivotal tool in noncontact metrology, facilitating accurate and reliable measurements of sensitive materials without the need for physical contact. Its ability to provide comprehensive insights into the dielectric properties of diverse substances positions BDS as a versatile and invaluable technique in various scientific and industrial domains.

This study has the following objectives:

**Objective 1: ZnO as the detection element**

Develop a comprehensive understanding of the initial oxidization mechanism of ZnO gas sensing material in air at temperatures below 100 °C, while also exploring the detection of ethanol
using the BDS technique. This aims to reveal unique mechanistic insights inaccessible through conventional resistance-based measurements, contributing to the advancement of gas sensing technology.

**Objective 2: Metal doped ZnO as the detection element**

Investigate the impact of doping on ZnO gas sensing material in air at temperatures below 100 °C for ethanol detection using the BDS technique, aiming to unveil novel mechanistic insights beyond conventional resistance-based measurements. This study aims to develop a deeper understanding of doping effects, contributing to advancements in gas sensing technology.

**Objective 3: Metal-Organic Framework MOF films as detection element**

Utilize broadband dielectric spectroscopy (BDS) in conjunction with TCNQ-doped HKUST-1 SURMOF films (SURMOF - Surface Anchored Metal-Organic Frameworks) to detect aliphatic alcohol and acetone vapors, thereby advancing understanding and application of this sensing methodology for volatile organic compounds.

**Objective 4: Side by Side comparison of ZnO vs MOF sensor material**

Utilize BDS metrology to conduct a comparative analysis of ethanol vapor sensing performance between ZnO nanorods and surface-anchored metal–organic-framework thin films (HKUST-1 SURMOF) as sensing materials, focusing on temperatures below 100 °C. This
investigation aims to uncover the differences in sensing capabilities and performance between the two materials, contributing to the advancement of ethanol sensing technology.
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CHAPTER 2

MATERIALS AND EXPERIMENTAL TECHNIQUES

The focus of this chapter is on the description of the synthesis and characterization of the two sensing materials used in this study, viz (ZnO and Metal-Organic Frameworks MOFs). An in-depth description of the measurement mechanism of broadband dielectric spectroscopy (BDS) and the details of the measurement setup for sensing are also presented in Chapters 4 through 7.

2.1 Sensing Material: ZnO

Zinc oxide (ZnO) is a versatile n-type MOS material with a wide range of unique properties and characteristics. It exhibits a large direct band gap of 3.4 eV, excellent chemical and thermal stability, a high electron mobility 200 cm$^2$/V⋅s, and possesses the electrical properties of a II–VI semiconductor with a large exciton binding energy of 60 meV. ZnO also demonstrates piezoelectric properties and self-carrier generation when subjected to tensile strain force or bending [1]. These properties, among others, make ZnO suitable for various applications, such as in antibacterial surface coatings, optoelectronics, photocatalysis, and photovoltaic devices. The excellent chemical and thermal stability and photoelectric response, make ZnO a promising choice for gas sensor [1-3].

2.1.1 Structural Properties of ZnO
Under moderate temperature and pressure conditions, the thermodynamically stable form of ZnO is the wurtzite structure [4]. The wurtzite ZnO has lattice parameters $a$ and $c$ measuring 3.2495 Å and 5.2062 Å, respectively. From a chemical perspective, the lattice can be described as two interwoven hexagonal close-packed Zn and O lattices. In this arrangement, each Zn$^{2+}$ ion is tetrahedrally coordinated by four O$^{2-}$ ions, and reciprocally, each O$^{2-}$ ion is coordinated by four Zn$^{2+}$ ions in a similar manner (refer to Figure 2.1). Table 2.1 displays fundamental physical characteristics of the ZnO structure [5]. Other crystalline morphologies of ZnO exists under special conditions: the cubic structure of zinc blende can be partially stabilized through the epitaxial growth of ZnO on seed crystal with cubic substrates, whereas the rock salt structure is only stable when subjected to high pressures [6].

Figure 2.1. The wurtzite unit cell of ZnO is illustrated, with Zn represented in yellow and O in grey [5].

TABLE 2.1
Basic physical parameters of ZnO structure.

<table>
<thead>
<tr>
<th>Physical Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable phase at 300 K</td>
<td>Wurtzite</td>
</tr>
<tr>
<td>Lattice Constants</td>
<td>(a = b = 0.32495 \text{ nm} ) and (c = 0.52069 \text{ nm})</td>
</tr>
<tr>
<td>Melting Point</td>
<td>1975 °C</td>
</tr>
<tr>
<td>Density</td>
<td>5.66 g/cm(^3)</td>
</tr>
<tr>
<td>Refractive Index</td>
<td>2.01</td>
</tr>
<tr>
<td>Band Gap</td>
<td>3.4 eV, Direct</td>
</tr>
<tr>
<td>Electron effective mass</td>
<td>0.24</td>
</tr>
<tr>
<td>Hole effective mass</td>
<td>0.59</td>
</tr>
<tr>
<td>Exciton binding energy</td>
<td>60 meV</td>
</tr>
<tr>
<td>Static dielectric constant</td>
<td>8.656</td>
</tr>
</tbody>
</table>

2.1.2 Native defects

Defects in ZnO are typically point defects, such as oxygen vacancies (V\(_\text{O}\)), interstitial zinc (I\(_\text{Zn}\)), interstitial oxygen (I\(_\text{O}\)), as well as interstitial hydrogen (I\(_\text{H}\)). In n-type ZnO under thermal equilibrium, V\(_\text{O}\), I\(_\text{Zn}\), and I\(_\text{H}\) are considered as potential donors, but they exist in small quantities. This suggests that any conductivity in ZnO is due to residual impurities. Interestingly, while zinc vacancies (V\(_\text{Zn}\)), interstitial oxygen (I\(_\text{O}\)), and antisite oxygen (O\(_\text{Zn}\)), are possible acceptors, the energy required to form defects indicates a preference for contributor defects over acceptors, regardless of whether the ZnO material is type-n or type-p. Thus, point defects will lead to surface imperfections within nanostructured ZnO which can influence its final properties [3].
The clearly depicted crystal structures show various types of structural imperfections, which can impact properties such as grain boundaries, mechanical characteristics, electrical conductivity in semiconductors, and atomic diffusion. These defects within crystalline structures are categorized into four fundamental types: point defects (zero-dimensional), line defects (one-dimensional), surface defects (two-dimensional), and volumetric defects (three-dimensional). These classifications correspond to the morphologies of nanostructures. Defects can arise during the synthesis process as a result of fluctuations in temperature, pressure, solvent composition, concentration and duration of synthesis. These factors can impact the morphology of the nanostructure and consequently alter the crystal lattice of the material [3].

2.1.3 Electronic Properties

The band structure of a semiconductor refers to the distribution of energy levels of the electrons in the material. It is an essential characteristic that determines the semiconductor's properties and potential applications in electronic devices. The band structure consists of two crucial components: the valence band and the conduction band. The valence band is the highest energy level occupied by electrons at absolute zero. On the other hand, the conduction band is the lowest energy level where electrons can move freely. The band structure of ZnO (Figure 2.2), a widely used semiconductor material, is a critical factor in determining its suitability for various device applications. By understanding the energy levels of the electrons in the material, scientists and engineers can tailor the properties of the semiconductor to optimize its performance in these devices. To accurately determine the band structure of ZnO, various theoretical approaches have been employed, ranging from simple models to more complex calculations based on quantum mechanics. These methods take into account various factors such as the crystal structure,
composition, and temperature to obtain a precise understanding of the electronic properties of the material [7].

X-ray or ultraviolet (UV) reflection, absorption, or emission techniques have long been used as effective tools for measuring electronic core levels in solids. These techniques are based on inducing transitions between electronic levels or exciting collective modes. For example, one can measure the energy difference between the upper valence-band states and the upper conduction-band states, the lower valence-band states, or excitations of plasmons. Another method that is widely used for investigating the energy region is photoelectron spectroscopy (PES). This technique is based on the photoelectric effect and is extended to the X-ray region. PES measures the kinetic energy of photoelectrons that are emitted from a sample when it is irradiated with X-rays. The emitted electrons carry information about the electronic structure of the sample, which can be used to determine core-level binding energies and other important properties of the material [7].

The band gap is a region in the energy levels of a material where there are no available electronic states. The calculated energy band structure of ZnO shows a direct-type band gap of about 3.4 eV. This gap is located either at the center of the Γ k-point grid or at the Brillouin zone path G-G [8]. The band structure of ZnO is primarily determined by the valence band, mainly composed of O 2p states, and the conduction band, dominated by Zn 3d states [9]. Experimental investigations of the electronic structure of zinc oxide have yielded detailed insights. The density of states analysis has shown two primary bands located between 0 and -10 eV measured from the valence band maximum. The upper band is primarily derived from the orbitals of O 2p and Zn 4s, while the lower band arises almost solely from Zn 3d electrons with a maximum located between -7 and -8 eV [10].
2.1.4 Overview of doping in ZnO

In an intrinsic semiconductor, native electrons are thermally promoted into the conduction band from the valence band to enhance the electrical conductivity the material; thus, these intrinsic semiconductors behave as insulators at 0 K. It is relatively easy to introduce “foreign” atoms into semiconductors to create impurities that alter the properties of the host materials, such as enhanced electrical conductivity. The doped semiconductor is then described as an ‘extrinsic semiconductor’ because its behavior is controlled by the introduced dopants.

When free atoms bond into a crystalline monolith their electronic orbitals interact to create new ones with energy levels that are different from those in the constituent atoms. In a semiconductor crystal, when the constituent atoms are located at a distance from the inter-atomic
distance apart, the highest occupied orbitals interact to create new symmetry formed orbitals, and with a large number of orbitals interacting, new energy bands. In semiconductors the energy levels split and form two continuous bands known as the conduction band (CB) and the valence band (VB). The band arrangement is made up of a sequence of symmetry driven closely spaced energy levels. The lower energy levels, i.e., valence band, are populated by the electrons of from the highest occupied atomic orbitals in the constituent atoms that participated in the bonding that created the crystal. On the other hand, the conduction band is made up of a series of symmetry informed energy levels. The energy difference between the valence and lowest of the conduction bands is known as the band gap energy ($E_g$) (Figure 2.3), and it significantly influences the electronic properties of the material. $E_g$ is also described as the minimum energy necessary to promote an electron from the valence energy band in its ground state to the otherwise empty conduction energy band. The width of an energy band is determined by the interaction between neighboring particles, and the number of levels within the band is influenced by the total number of interacting particles (which correlates to the quantity of atoms in a crystal). Different materials have different $E_g$ values. For example, ZnO has a $E_g$ of around 3.37 electron volt (eV) while that of pure silicon is around 1.12 eV.
The creation of energy bands for electrons in a silicon crystal possessing a lattice structure similar to that of diamond [12].

The Fermi energy or Fermi level, $E_F$, refers to the highest energy state occupied by electrons at absolute zero temperature in a system. It represents the energy level at which the probability of finding an electron is $\frac{1}{2}$ [13].

When a semiconductor is doped, it results in the creation of impurity states within or outside the $E_g$. If impurity states are generated within the range of the $E_g$, they will likely decrease the size of the gap and potentially move the $E_F$ into these impurity bands. They also increase surface defects which ultimately increases the surface area (a mandatory aspect if there is to be a significant increase in photocatalytic activity), and/or alter the electrical properties of the semiconductor metal oxide (such ZnO and TiO$_2$) [14]. Conversely, when impurity states form outside of the gap, they are not anticipated to significantly impact on the value of $E_g$. Essentially, doping with different elements can lead to either an increase or decrease of the $E_g$ value, depending on the specific type and amounts of dopants used.
Doped semiconductors can be classified into two types: n-type and p-type. An n-type doped semiconductor refers to a semiconductor where a foreign atom with more valence electrons (electron rich) than the original host atom is added, making electrons the majority carriers. Conversely, adding an atom with fewer valence electrons creates a p-type doped semiconductor with the majority carriers being holes [15-19]. The addition of impurities in the form of substitutional and interstitial doping (Figure 2.4) can significantly impact electronic and transport properties, lattice parameters, phase transitions, and various physicochemical properties and can reach up to pure metallic phases. For example, the modification of ZnO properties through doping plays a vital role in improving their intrinsic characteristics via alteration of their electronic structure and energy levels.

Doping can be classified into two types: substitutional doping and interstitial doping. Substitutional doping involves replacing atoms of the host metal with foreign atoms, while interstitial doping involves foreign atoms occupying the interstitial sites. Substitutional doping features foreign elements with atomic sizes and electronic properties that closely match those of the native atoms in the host crystal. While interstitial doping changes the electronic configuration, maintaining the stability of these alloys poses a challenge due to the dopant atom’s tendency to lack a strong preference for location and have low mobility barriers, leading to diffusion and instability at higher temperatures. This could result in in segregation or even loss of dopant, ultimately resulting in a blend of pure constituents. In metals, interstitial alloys form when foreign atoms are small enough to diffuse into the interstitial sites. Traditional examples of these alloys include metal hydrides, carbides, borides, and nitrides. These elements typically have small atomic radii and occupy the largest available interstitial site due to their dominant s–p orbitals [20].
Figure 2.4. A diagram illustrating the changes made to a face-centered-cubic host metal lattice by substitutional and interstitial atomic modifications using light elements. In (a), foreign light atoms are shown displacing the original atoms in a substitutional manner. In (b), the foreign light atoms are depicted as being inserted into vacant spaces within the lattice structure [20].

It is currently unclear how certain doping elements affect the texture (i.e., grain and grain boundaries) of ZnO [21]. This lack of clarity is probably due to the effects in diverse systems, under varying experimental conditions, where individual dopants may also be influenced by other multi-component dopants present in ZnO. Hence, additional research is required to gain a comprehensive understanding of how doping impacts the electronic structure and energy levels of ZnO across different doping configurations [21, 22].

Common dopants in ZnO

ZnO exhibits relatively straightforward n-type conductivity through surplus Zn or via substitution for Zn with doping group III A elements, such as Al, B, Ga, or In. Incorporating Al, In, or Ga into ZnO improves the material’s optical transmittance and reduces electrical resistivity at lower dopant levels [23, 24]. Similar to other optically transparent metal oxides, doping ZnO with p-type materials is challenging, due to the presence of native defects. Various group-V
dopants elements, such as, N, P, As, and Sb have been employed to generate p-type ZnO on the O-sites. Group IA elements, e.g., Li, Na, and K, as well as group 1B elements such as Cu, Ag, and Au, can also be used to achieve p-type ZnO via substitution on the Zn site [25, 26]. Nevertheless, achieving high-quality p-type ZnO with low resistivity and superior mobility is yet to be realized and precludes the successful fabrication of P-N junctions in ZnO. This challenge is also frequently observed in wide-bandgap semiconductors, where attaining both n- and p-type bipolar doping poses difficulties. Unlike ZnTe, which is challenging to dope n-type but easily achieves p-type doping, materials like ZnSe and GaN can be readily doped with the former facing hurdles in achieving p-type dopants [27, 28].

2.1.4.1 Roadblocks to achieving p-type ZnO

Typically, there are three main challenges in achieving p-type conductivity in wide gap semiconductors like ZnO: (i), the occurrence of defects that counteract p-type impurities; secondly, (ii) acceptors have low solid solubility and may form precipitates; and (iii) acceptor levels with considerable depth that do not ionize effectively at operational temperatures. Of these three difficulties, compensation is the most formidable challenge in widegap semiconductors.

When donors or acceptors are added to semiconductors, the position of Fermi level ($E_F$) is altered, causing the spontaneous creation of compensating charge defects. For example, when a semiconductor is doped with an acceptor impurity, $E_F$ moves closer to the valence band maximum. This decrease in formation energy promotes the formation of charged donor-type defects. Since the valence band minimum is energetically more distant from the vacuum level, there can be a significant reduction in formation energy for donor defects [29]. As a result, this enhances their
formation and offsets the presence of acceptor impurities that were initially introduced into the semiconductor material. The doping defects, which inhibit the formation of p-type ZnO, are O vacancies and Zn anti-sites. These are deep donors and exhibit low energies of formation in p-type ZnO.

Beyond the inherent challenge of acceptor compensation caused by defects, the presence of contaminants which may act as donor elements can also hinder achieving p-type material. These contaminants may diffuse out from the substrate or become incorporated into the growing ZnO film due to various factors such as sample holders, process gases, chamber walls, and impurities present in raw materials. Several donors can create this effect, including hydrogen and elements from Group III B (such as aluminum, gallium, and indium); they can substitutionally occupy the zinc sites, while Group I to V (for example fluorine, chlorine, and bromine) elements can occupy the oxygen sites in the ZnO crystal [29-31]. Similarly, the challenge of obtaining high hole concentrations in p-type ZnO using traditional carrier doping methods remains a significant hurdle. This difficulty arises from the substitution of host O anion in ZnO by acceptors like N, which have high formation energy and therefore low solubility as dopants. In addition, the instability of N dopants due to weak chemical bonding with Zn compared to that of Zn-O leads to reversion from p-ZnO back into n-type over time. Thus, the key to achieving high-hole-density p-type ZnO: N lies in increasing the solubility and stability of acceptors like N dopants [32]. Finally, the high electronegativity of oxygen leads to metal oxides like ZnO having significantly high ionization energies leading to a lower valence band maximum. This results in deep acceptor levels and presents a significant challenge for achieving p-type doping and fully harnessing the potential of ZnO as an optoelectronic material [33].
2.1.4.2 Methods of Doping ZnO

Numerous physical and chemical techniques have been employed to introduce dopants into the lattices of different metal oxides, such as ZnO. Among these are methods such as atomic layer depositions (ALD), chemical vapor deposition (CVD), spray pyrolysis, ion implantation, hydrothermal methods, evaporation techniques, vacuum arc deposition, Pulsed laser deposition (PLD), and sputtering [34, 35]. Each of these approaches offers its own set of benefits and drawbacks. For instance, in CVD and ALD, evaporation processes, or spray techniques, the elements responsible for film growth operate with thermal energies that typically range around 0.1 eV and do not damage the developing film. Conversely, plasma-assisted methods, like PLD or magnetron sputtering, involve species with much higher energies (around 1eV) impinging onto the growing film from the plasma, resulting in sputtering off, as well as introducing plasma generated defects in the growing. The benefit of higher energies is a heightened surface diffusivity and enhanced chemical reactivity [36]. Hence, it can be said that the energy level of the film-forming species exerts an influence on the doping efficiency. Figure 2.5 illustrates the lowest resistivity values reported for ZnO films doped using different deposition methods. Films with low resistivities ($\rho < 10^{-3}$ Ω cm) can be produced using various methods. Ion-assisted deposition techniques allow for resistivities within the range of $1^{-3} \cdot 10^{-4}$ Ω cm, while thermally stimulated methods are restricted to higher values in the range of $4^{-7} \cdot 10^{-4}$ Ω cm. [14, 36].
Figure 2.5. Lowest resistivities and highest free carrier concentrations achieved using various ion-assisted or thermal deposition methods [36].

The hydrothermal deposition process is significantly influenced by the experimental conditions, including temperature, concentration, and substance/substrate preparation. It can be utilized for introducing metals like Co, Al, Fe and Na into ZnO. This method of growth is more convenient as it operates at low temperatures and involves lower costs. The doping process during hydrothermal synthesis is straightforward and usually consists of mixing the precursors in a suitable ratio. However, despite its advantages, the performance of transition metal doped TiO$_2$ has been constrained by thermal stability issues along with an increase in charge carrier recombination centers and high costs [14, 37].
2.1.4.3 Effects of Doping on ZnO's Electronic Structure

Band gap engineering involves modifying the energy needed for electrons to transition from the valence band to the conduction band in a semiconductor material. Introducing dopants, also known as impurities, can alter electronic properties. Recently, researchers have been particularly interested in adjusting the band gap of ZnO semiconductor materials due to enhancements in their characteristics and advancements in device performance. This progress allows for precise modification of its band gap through doping with various metals such as main group metal elements, transition metals, rare earth elements, and noble elements [38].

2.1.4.3.1 Bandgap modification

Narrow bandgap semiconductors are desirable for effective operation under light irradiation. Achieving narrow bandgap engineering is challenging, as most semiconductors exhibit enlarged bandgaps with reduced dimensions due to surface defects [39]. The process of doping in ZnO has been found to play a crucial role in narrowing the bandgap, resulting in improved performance in various applications. Various elements such as non-metals, transition metals, rare-earth metals, and metal oxides have been studied for their ability to create new energy levels within the bandgap, thereby promoting the separation of photogenerated electron-hole pairs [40]. This narrowing of the bandgap is influenced by the type and quantity of dopant, resulting in localized states within the ZnO band structure and corresponding structural modifications [41]. Various mechanisms, such as band tailing, Mott critical density, the Burstein-Moss effect, and band-gap renormalization effects induced by doping different elements in the ZnO system have been attributed to this phenomenon by different research groups.
The introduction of dopants and defects in semiconductors disrupts the perfect band structure, resulting in the formation of tails within the energy gap and impacting the physical properties of the system. This phenomenon, known as band tailing, is caused by factors such as the creation of impurity bands, point defects, structural disorder, excitonic transitions, or variations in strain homogeneity. It has been observed in various semiconductor systems. When induced by doping, the decrease in the bandgap can be attributed to the introduction of dopant ions that create localized levels within the bandgap. At higher densities, these levels can overlap and form an impurity band, which may eventually merge with either the valence or conduction band as doping concentrations increase. Essentially, the interactions between electrons, holes, and impurities can lead to a downward shift of the conduction band and an upward shift of the valence band, resulting in bandgap narrowing [39].

In p-type conduction, where holes are the majority carriers, and in n-type conduction, where electrons dominate, exceeding a critical carrier concentration (Mott critical density) causes the overlap of donor wave functions. This overlap merges the impurity band into the conduction band, leading to a downward shift of the conduction band as the Fermi energy level enters it [39]. On the other hand, in highly doped n-type semiconductors, where donor electrons occupy states near the bottom of the conduction band, there are optical transitions that occur at higher photon energies in accordance with the Fermi exclusion principle [42]. This results in a widening of the band gap known as the Burstein-Moss effect. When the concentration of electrons surpasses a critical value called the Mott critical value, changes occur in crystal structure due to interactions and scattering between charge carriers and ionized impurities. These many-body interactions (to electron-electron and electron-ion interactions) cause a renormalization of the bandgap, in turn leading to narrowing of the band gap. Both effects, the Burstein-Moss shift and narrowing,
compete in determining the optical properties and performance characteristics of doped semiconductors devices \cite{39, 42}. In summary, the mechanisms for the narrowing of the bandgap in semiconductors involve various factors such as the creation of new energy levels within the bandgap, Mott critical density, the Burstein-Moss effect, and electron-impurity interactions. These findings collectively emphasize the importance of incorporating dopants to reduce the bandgap of ZnO, consequently improving its optical and photocatalytic characteristics.

2.1.4.3.2 Energy Levels

Individual energy levels are typically formed in the band gap when the dopant concentrations are low or moderate. This occurrence is attributed to the fact that the values of donor and acceptor concentrations (\(N_D\) and \(N_A\)) are significantly smaller than the effective density of states at the band edges, namely \(N_C\) and \(N_V\). This is referred to as non-degenerate doping. In this case, the presence of free carriers has minimal impact on the overall properties of the bulk semiconductor.

As \(N_D\) and \(N_A\) concentrations increase and approaches or exceeds \(N_C\) and \(N_V\), the energy levels of individual particles begin to overlap, resulting in the formation of energy bands instead of discrete energy levels. This phenomenon occurs at typical dopant concentrations of \(10^{19}\) and \(10^{20}\) cm\(^3\), which are comparable to the concentrations of \(N_C\) and \(N_V\) (both at \(10^{20}\) cm\(^3\)). This is referred to as degenerate doping, and their energy band diagram is depicted in Figure 2.6 \cite{43}.

Further, the energy levels of the dopants can hybridize (combine) with either the conduction or valence band, resulting in the Fermi energy being situated within the band. Consequently, semiconductors that are degenerate in nature exhibit characteristics more like
metals rather than typical semiconductors. These degenerate-doped semiconductors find application in certain opto-electronic devices such as lasers, owing to their high carrier concentration [44].
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**Figure 2.6.** In (a) n-type and (b) p-type semiconductors, impurities can create an energy band that can merge with the valence or conduction band. Unlike regular semiconductors, the Fermi level in degenerate semiconductors is within this energy band, not the band gap. As a result, degenerate semiconductors behave more like metals [43].

By adding specific impurities to a pure semiconductor material, dopants create new energy levels in the bandgap as stated above. This alters the number and type of charge carriers and thus affecting the material's conductivity; For example, the band gap of ZnO decreases from 3.25 eV to 2.75 eV as the doping concentration increases from 5 atoms % to 20 atoms %, probably due to the interaction between Mn$^{+2}$ dopant ions and ZnO host material through the s-p-d orbital electrons exchange mechanism. Incorporation of Mn$^{+2}$ into the ZnO lattice introduces impurity levels which result in orbital overlap between Mn d orbital, oxygen p-orbital, and Zn s-orbital. Consequently,
this leads to an exchange interaction that elevates the valence band maximum while reducing the conduction band minimum. Thus, highlighting how adjusting dopant concentration allows for tuning of the band gap property [45].

2.1.4.3.3 Carrier Concentration

The addition of dopants in ZnO has a significant impact on the concentration of carriers, resulting in modifications to its electrical and optical properties. Various types of dopants can influence the carrier concentration, leading to changes in resistivity, mobility, and the presence of free charge carriers [46]. For example, boron dopants have been found to effectively enhance the free-carrier concentration in ZnO films[47]. Additionally, computational first-principles calculations have been utilized to assess the n-type/p-type characteristics of each dopant in ZnO by identifying primary dopant configurations and calculating carrier concentrations at specific doping [48]. Furthermore, studies on hexagonal nanocrystals doped with Ga show that higher concentrations of Ga lead to a narrower bandgap, suggesting that dopant concentration plays a role in determining carrier concentration and the structure of energy bands [49].

In certain instances, the introduction of multiple elements into ZnO can result in high carrier concentration. This phenomenon is commonly referred to as dual or co-doping. By employing dual doping, it becomes possible to precisely adjust the carrier concentration, thereby enhancing the material's suitability for applications that necessitate an equilibrium between electrons and holes. This can be observed in a study on co-doped ZnO nano powders, where the introduction of dopants resulted in an increase in carrier concentration up to a specific ratio [50]. Furthermore, the addition of Al and Ga as dopants has been found to affect the carrier concentration
in ZnO thin films. The presence of Ga atoms diffusing into the ZnO from the GaN substrate leads to a high carrier concentration \[51\]. However, it is important to note that there is an optimal doping concentration where the positive effect on conductivity reaches its maximum. Beyond this critical doping level, the dopants can act as impurity scattering centers and degrade carrier mobility \[52\].

This increase in the number of charge carriers due to doping also improves the electrical conductivity and their mobility within the crystal lattices. Moreover, higher dopant concentrations usually result in decreased resistivity, thereby promoting electrical conductivity within the material \[53\].

In summary, doping ZnO with different elements has a substantial effect on carrier concentration, thus altering the electrical and optical properties of the material. The concentrations and types of dopants used, as well as any resulting structural and electronic modifications in the ZnO matrix, can influence the carrier concentration.

2.1.4.3.4 Impact on Optical properties

Multiple studies have extensively examined the effects of doping on the optical properties and photoluminescence characteristics of ZnO semiconductors. Researchers have investigated different dopants and techniques to observe various optical behaviors in ZnO materials. By carefully choosing appropriate dopants and controlling their amounts, it is possible to modify the bandgap of ZnO, thus customizing its optoelectronic properties for applications like solar cells, LEDs, and sensors.

These studies reveal that doping significantly influences the way ZnO emits light, altering its photoluminescence properties. For instance, Yuan et al. investigated how adding gallium (Ga)
to ZnO nanowires affects their n-type conductivity and transport properties, influencing the material's photoluminescence behavior. [54]. Similarly, Li et al. investigated the influence of Lu doping on the PL spectrum and photovoltaic performance of ZnO, demonstrating how Lu doping influences the PL properties of the material. These investigations emphasize that dopant introduction can effectively modify and tailor the emission characteristics of ZnO for various optoelectronic applications [55].

Moreover, doping ZnO has also been proven to improve its light absorption capability and suppress the recombination of electron-hole pairs. For example, Li et al. showed that the photocatalytic performance of ZnO nanowires can be enhanced through doping with metal ions, which improves light absorption and inhibits electron-hole pair recombination [56]. Likewise, Rissi et al. found that doped ZnO nanoparticles exhibited improved optoelectronic properties, including near-infrared absorption [57].

2.1.4.4 Experimental Techniques for Studying Doping Effects

2.1.5 Characterization methods

The following are some examples of the various experimental techniques have been employed to investigate the changes in the structural, electronic, and optical characteristics of doped semiconductors:

- Hall effect measurements: The Hall effect is a commonly employed method for determining the carrier concentration, mobility, and conductivity, which are essential parameters for understanding the behavior of the doped material. It entails applying a magnetic field
perpendicular to the current in the semiconductor to reveal the type (i.e., electrons or holes) and amount of charge carriers [58, 59].

- **Photoluminescence Spectroscopy:** The emission of light from semiconductors upon photon excitation can be analyzed using photoluminescence spectroscopy. This technique is used to study the emission spectra and obtain insights into the bandgap, defect states, and optical characteristics of the material. It allows for the investigation of factors, such as intensity, peak position, and width of the emission bands [60].

- **Raman Spectroscopy:** Raman spectroscopy is a very powerful tool that can be used to examine the vibrational and lattice characteristics of semiconductors. This technique can offer insights into the structural changes induced by doping and identify any vibration modes associated with the dopants [61].

### 2.1.5.1.1 Simulation and theoretical modeling (e.g., DFT) approaches

It is a well-known that the electronic structure of materials plays a critical role in determining their properties. However, it is only thanks to recent advancements in electronic structure theory, better software, and continually increasing computing power that we can now confidently and routinely perform precise material simulations. These simulations have become an indispensable tool in studying materials, enabling us to accurately interpret experimental data and even guiding the design of new experiments [62].

In particular, calculations like Density Functional Theory (DFT) are essential and have demonstrated their unparalleled accuracy in predicting the electronic and structural properties of solids [63]. The success in uncovering the phenomena behind certain materials has opened the
door to the concept of "materials by design." This idea proposes that by using DFT calculations, it is possible to predict new materials with superior properties as compared to the existing ones. DFT can predict not only the thermodynamically stable crystal structures under standard conditions but also extend these predictions to extreme pressures. This capability represents a significant advancement in material science, enabling the exploration and comprehension of materials across a vast range of conditions [62].

2.1.5.2 Electronic Structure Calculations

An accurate prediction of energy levels, band structures, and the density of states of electrons within the material is necessary to effectively calculate the electronic structure of doped ZnO. Simulating the addition of dopants to the ZnO lattice allows for the observation of resultant changes in electronic structure and associated properties such as electrical conductivity and optical absorption [64]. There are several DFT software packages available for the calculations, each with its strengths and limitations. Some may require more computational resources (money, expertise, time), accessibility, or specialized features to execute the desired calculations [65]. The most commonly used packages include Quantum Espresso and Siesta, which are free, and the Vienna Ab initio Simulation Package (VASP) or CASTEP, which are some of the best commercially available options [66].

Xue et al. conducted a comprehensive investigation utilizing density functional theory (DFT) to explore the electronic configurations and magnetic properties of Ni-doped zincblende ZnO. Their study exemplifies the application of DFT in the analysis of Doped-ZnO systems. By substituting Ni atoms for neighboring Zn atoms, they assessed the stability of magnetic interactions
and developed a model to further understand the behavior of these systems. To study Ni-doped zincblende ZnO, the researchers performed first-principles calculations using the VASP software package. They utilized specific parameter configurations, such as projector-augmented wave potentials to address the pseudopotential and the Perdew-Burke-Ernzerhof formulation of Generalized Gradient Approximation to determine the electron exchange-correlation potential. The calculated results reveal that the anti-ferromagnetic state exhibits metallic characteristics, while the ferromagnetic state displays half-metallic magnetic properties. This indicates that Ni-doped zincblende ZnO is an excellent material with half-metallic magnetic properties. The magnetic coupling is attributed to the 100% electron-spin polarization and the partially occupied $t_{2g}$ orbital electron. These significant findings provide valuable insights for utilizing ZnO as a Diluted Magnetic Semiconductor [67].

### 2.1.5.3 Applications of Doped ZnO

The intentional introduction of dopants into the ZnO allows for precise tuning of its electrical, optical, and magnetic characteristics. In the field of electronics, doped ZnO is utilized in the creation and enhancement of efficient transistors, sensors, memory devices, light-emitting diodes, solar cells, and various other optoelectronic devices. This is due to its enhanced conductivity and improved light absorption properties. The versatility of doped ZnO makes it a promising material with a broad spectrum of functionalities spanning multiple technological areas. It is highly sought after for applications ranging from optoelectronic devices to sensors and catalysis in different industrial processes [27, 68].
2.1.5.3.1 Use in optoelectronic Devices.

Doped ZnO materials offer a range of unique electrical, optical, and structural properties that make them ideal for optoelectronic devices. Dopants have been found to greatly enhance the optical and electrical characteristics of ZnO, making it a promising material for various optoelectronic applications including light-emitting diodes (LEDs), photodetectors, photocatalysis, touchscreens, displays, and solar cells.

2.1.5.3.2 Light-emitting diodes (LEDs)

LEDs are semiconductors which generate light when an electric current passes through them. This is achieved through a process called radiative recombination, where electrons flowing in one direction combine with holes flowing in the opposite direction. When these two currents meet, they recombine and neutralize each other and restore electrical balance. However, due to the higher energy level of the electrons compared to the holes, as the electron descends it emits light with a specific wavelength. The color emitted by an LED can be controlled by controlling how far the electron falls into its corresponding hole. Different voltage potentials between these two currents result in different wavelengths and thus different colors of light being produced. Ultimately, the chemical composition of the semiconductor determines both color and intensity of light output from LEDs [69].

Using doped ZnO in LEDs involves controlling the levels of doping to create p-type and n-type regions, forming a p-n junction. This enables efficient generation and recombination of electron-hole pairs, resulting in light emission. The distinctive optical and electrical properties of
doped ZnO make it an attractive material for LED applications, providing possibilities for developing efficient and high-performance light-emitting devices [70].

ZnO-based LEDs have promising applications, but there are challenges that need to be addressed for their commercialization. One challenge is the difficulty in fabricating reliable p-type ZnO, which is crucial for device development. Achieving high-quality p-n junctions in ZnO and obtaining desired threshold and breakdown voltages also pose obstacles for LED functionality. While diode-like behavior and light emission have been observed, more research is needed to fully understand these properties and improve ZnO-based LEDs [71].

2.1.5.3.3 Photodetectors

The concept of photodetection has garnered significant attention due to its wide-ranging applications in optical signal devices, industrial settings, and everyday use. Photodetectors, which convert light into electrical signals, are crucial for important tasks like ozone monitoring, space communications, and water purification. Incorporating wide bandgap semiconductors such as ZnS, GaN, and ZnO has been key in producing high-performance photodetectors [72]. The UV photoresponse in ZnO films was initially identified by Mollow in the 1940s, but it wasn't until the 1980s that research on ZnO-based photodetectors began to thrive. Initially, these devices had a simple structure, and their properties were not very impressive. However, as advancements in fabrication techniques for ZnO-based films emerged, more sophisticated photodetectors such as p-n junction, p-i-n junction and Schottky junction with high performance characteristics were developed [73, 74].
The addition of dopants has been demonstrated to have a substantial impact on the optical and electrical characteristics of ZnO. This allows for the creation of self-powered visible-light photodetectors with improved generation of photocurrent even without applying any bias [75]. Furthermore, modifying the shape and composition of colloidal nanocrystals with dopants has been shown to help create solution-processable UV photodetectors that have shorter cutoff wavelengths. This enhancement leads to improved device performance [76]. Additionally, advances in doped ZnO one-dimensional nanostructures have opened up new possibilities for creating high-performance photodetectors, especially when it comes to the contact technologies employed in their fabrication. These advancements highlight the potential of doped ZnO to transform photodetection technology by offering enhanced optoelectronic properties and broader applications in this field [77, 78].

2.1.5.3.4 Photocatalysis

The study of the interaction between photons and valence electrons of semiconductors was explored by Steinbach in 1972. In 1955, Markham discussed the various photochemical changes that metal oxides can undergo when exposed to UV light, including photoconductivity, fluorescence, phototropy, and photolysis. These findings have contributed greatly to the understanding of the behavior of materials under varying light conditions [79].

Photocatalysis is a widely applicable chemical process with significant industrial, research, and everyday life implications. In this process, which is inspired by natural photosynthesis, light energy can be harnessed to initiate or accelerate chemical reactions with high efficiency and precision. At the core of this process lies the photocatalyst material, which functions by absorbing
photons from light and utilizing them to propel the chemical reactions forward. Semiconductors are the most utilized photocatalysts, generating electron-hole pairs that drive the chemical reactions [80, 81].

The process has proven to be an invaluable tool in the fields of environmental purification and energy conversion. For instance, by using photocatalysts, it is possible to effectively remove organic pollutants from both air and water by using the reaction of electron-hole pairs generated, which serve to break them down into harmless byproducts during the process. Furthermore, photocatalysis plays a crucial role in various solar energy conversion processes. One such example is the splitting of water into hydrogen and oxygen.

ZnO is a widely used photocatalyst, and other metal oxides such as TiO$_2$ also exhibit photocatalytic properties. Of these, ZnO stands out as one of the few oxide semiconductor materials that display a quantum size effect. Additionally, it possesses excellent UV absorption and piezoelectric properties. Research has revealed a correlation between the surface composition and structure of ZnO nanoparticles and their photocatalytic properties. Oxygen vacancies on the ZnO surface have been observed to capture photogenerated electrons, indicating a strong interaction between oxygen vacancies and adsorbed oxygen, which benefits oxidation reactions. Consequently, a higher concentration of oxygen vacancies or defects results in enhanced photocatalytic activity [81, 82]. Chen et al. conducted research on N,S,C–ZnO using the precipitation method and found that non-metal dopants interfered with ZnO crystallization, leading to improved photoactivity through increased light absorption and more efficient electron-hole transportation [83].

The recombination of photoinduced holes and electrons poses a significant challenge in semiconductor-assisted photocatalysis, leading to reduced quantum efficiency and energy loss. To
enhance the effectiveness of photocatalysts, it is crucial to minimize the recombination rate and prolong the lifespan of charge carriers. The introduction of metal or non-metal elements can address this issue by improving the separation of charges between electrons and holes. Furthermore, dopants can also capture electrons, reducing the likelihood of electron-hole recombination and accelerating the photocatalytic process. Notably, incorporating non-metal elements into ZnO is highly beneficial in enhancing its characteristics for optoelectronic applications and environmental purification by narrowing bandgaps and shifting towards absorbing visible light. Using co-dopants can prevent the quick recombination of electron-hole pairs. Co-doped ZnO has been effective in eliminating dyes such as Methylene Blue, Naphthol Blue Black, Methyl Orange, Reactive Red 120, and Acid Black 1. The photodegradation effectiveness of co-dopant-ZnO surpasses that of pure ZnO and single-dopant ZnO frameworks because the co-dopants capture photo-induced electrons from ZnO's conduction band while also decreasing the recombination rate of electron-hole pairs. This sustained generation of electron-hole pairs through light exposure leads to a significant production of highly potent superoxide radical anions and hydroxyl radicals (•OH), thereby boosting dye photo-decomposition efficiency[82, 84].

2.1.5.3.5 Solar cells

Photovoltaic cells, also known as solar cells, are devices that convert light, typically from the sun, into electrical energy through the photovoltaic effect. This process creates an electric current when certain materials are exposed to light. Solar panels make use of photovoltaic cells to capture solar energy and utilize it for a wide range of applications [85]. They are typically made from semiconductor materials, such as silicon, and designed to efficiently capture and convert
sunlight into electricity. Extensive research has been dedicated to improving the efficiency and performance of solar panels by exploring various types of solar cells like crystalline silicon, thin-film, multi-junction, and perovskite cells with efforts focused on enhancing their efficiency, stability, and cost-effectiveness [86].

Zinc oxide is widely used as an n-type semiconductor material in modern solar cells due to its abundance, high stability, simple composition, and suitability for low-temperature processing. One of the main challenges is controlling its properties to optimize performance for photovoltaic applications. Doping ZnO offers a cost-effective way to modify the built-in potential and electron-driving force in various types of solar cells. For example, doping can be used to adjust the conduction band and Fermi level positions to improve device performance. A common method involves tuning the ZnO conduction band through magnesium doping, which raises the energy level of the Zn 4s orbitals at the minimum point within the ZnO conduction band, thereby increasing its band gap [87].

More than two decades after O'Regan and Grätzel's initial study on dye-sensitized solar cells, these devices continue to generate growing interest due to their appealing characteristics and their potential in providing an answer to many environmental and energy problems [88, 89]. These include transparency, various color options, seamless integration into architectural design, a rapid energy payback period, and the potential for cost-effective production. Recent progress has led to significant improvements with a power conversion efficiency of 12.3% achieved under simulated air mass 1.5 global sunlight conditions. The principle behind DSSC relies on using light to stimulate a dye, which then causes an electron to move into the conduction band of a structured metal oxide with a wide energy gap. The oxidized form of the dye is later restored to its original state by receiving an electron from a redox couple found in an electrolyte that surrounds the
sensitized structured metal oxide film. By effectively combining three materials - metal oxide, dye, and electrolyte - the process separates light absorption (i.e., charge generation) and transport of charge carriers [89].

TiO$_2$ has historically been the preferred metal oxide material due to its wide band gap, physical properties, and high electronic mobility that enhances electron transportation. However, ZnO is now considered the primary alternative for DSSCs. Both substances have similar electron affinities and nearly identical band gap energies at around 3.2 eV and 3.3 eV respectively. ZnO has notably greater electron diffusivity compared to TiO$_2$, with an impressive electron mobility of $115–155$ cm$^2$ V$^{-1}$ s$^{-1}$. This makes it particularly advantageous for facilitating good electron transport within the semiconductor and minimizing recombination rates in dye-sensitized solar cells when compared with TiO$_2$. Furthermore, owing to the various morphologies of ZnO, several designs of photoanodes can be realized for DSSCs using nanorods, nanowires, or nanosheets. As opposed to the crystalline structure of TiO$_2$, the crystalline structure of ZnO’s allows for anisotropic growth making it a prime candidate for use in DSSCs with varied photoanode configurations.

Generally, the cell's effectiveness is restricted by the recombination of injected electrons and holes within it. To address this significant challenge, a range of successful strategies have been implemented. These include altering the semiconductor film in DSSC with a metal oxide or mixing the semiconductor material with another substance to enhance electron transport in the resulting film. Several materials have been doped into ZnO to enhance electron transport in the photoanode and suppress recombination reactions between injected electrons of the conduction band of ZnO and tri-iodide ions in the electrolyte. For instance, Zhao et al. reported on hierarchically structured iodine-doped ZnO-based dye-sensitized solar cells using indoline D205 and N719 as sensitizers. These findings indicated that I-ZnO cells showed longer electron lifetimes, lower charge-transfer
resistances, stronger peak currents, and extended visible light harvest—all contributing to improved cell performance. It was observed that iodine doping increased the efficiencies of both D205-I-ZnO-based DSSC and N719-I-ZnO-based DSSC by 20.3 % and 17.9 %, respectively compared to cells without iodine enhancements [88].

2.1.5.4 Conclusion

Doped ZnO, with its tunable electrical, optical, and magnetic properties, plays a pivotal role in diverse electronic applications. In the realm of optoelectronic devices, it serves as a versatile material for creating efficient transistors, sensors, memory devices, LEDs, and solar cells. The enhanced conductivity and light absorption properties of doped ZnO make it highly desirable in emerging technological areas, for applications such as in LEDs with precise doping to create p-n junctions, enabling efficient generation and recombination of electron-hole pairs for light emission. Despite the promising potential of ZnO-based LEDs, challenges in fabricating reliable p-type ZnO and achieving optimal junction characteristics require further research for successful commercialization. Additionally, doped ZnO finds application in high-performance photodetectors, where advancements in fabrication techniques and the use of dopants contribute to the development of sophisticated devices, showcasing enhanced optoelectronic properties.

Moreover, doped ZnO exhibits significant contributions to photocatalysis and solar cell technologies. In photocatalysis, ZnO serves as a widely utilized material for environmental purification and energy conversion processes. The quantum size effect, excellent UV absorption, and piezoelectric properties of ZnO, coupled with doping strategies, contribute to improved photocatalytic activity. Non-metal dopants, introduced to ZnO, enhance photoactivity and
electron-hole transportation. In the domain of solar cells, ZnO's role as an n-type semiconductor material facilitates its use in various cell types, including dye-sensitized solar cells (DSSCs). Doping ZnO offers a cost-effective means to modify its properties, optimizing performance for photovoltaic applications. Compared to traditional choices like TiO₂, ZnO demonstrates superior electron diffusivity and varied morphologies, presenting opportunities for tailored photoanode configurations in DSSCs. Research highlights the effectiveness of co-doping ZnO in enhancing electron transport, reducing recombination rates, and ultimately improving the efficiency of DSSCs. Ongoing advancements showcase the potential of doped ZnO in addressing key challenges and expanding its applications in cutting-edge electronic and optoelectronic technologies.

2.1.6 Synthesis Methods for ZnO nanorods

Current thin-film ZnO gas sensors are considered to be state-of-the-art technology, but they have been found to suffer from some limitations. These limitations include insufficient sensitivity, long response times, and long recovery times [90]. To address these shortcomings, a lot of research has gone into the development and synthesis of one-dimensional ZnO nanostructures, such as nanorods, nanotubes, nanowires, and nanofibers, due to their unique properties such as high surface-to-volume ratio, crystalline structure, and charge confinement ability. The benefits of this approach include improved sensitivity, faster response times, and shorter recovery times. These improvements will make the sensors more efficient, reliable, and effective [91]. The synthesis of ZnO nanomaterials can be broadly classified into two categories, namely wet and dry processing routes. Wet processing routes include hydrothermal methods, sonochemical growths, chemical bath depositions, and so on. In contrast, dry processing routes include vapor phase transport, sputtering, and thermal evaporation. These methods can be used to produce a variety of
morphologies which have unique properties that can be exploited for specific applications. For instance, ZnO nanowires exhibit excellent electrical and optical properties, making them suitable for use in field-effect transistors, solar cells, and optoelectronic devices. On the other hand, ZnO nanorods, nanotubes and nanobelts have high surface areas, which make them ideal for gas sensing applications [91]. Nanorods possess distinctive shape anisotropy, making them a compelling subject for research and well-suited for various applications. The enhanced capabilities of nanorods compared to spherical particles are attributed to their increased aspect ratio, which leads to heightened excitation of surface plasmons in the nanoparticles. This greater aspect ratio results in a more pronounced dipole moment within a nanoparticle, leading to stronger electrical fields in nanorods as opposed to spherical particles [92]. In this work, we used atomic layer deposition ALD for the growth of the ZnO seed layer on top of a native oxide covered p-type silicon substrate. Subsequently, a hydrothermal growth method was used to promote the growth of the ZnO nanorods from the seed layer.

2.1.6.1 Atomic Layer Deposition

Currently, the primary techniques for producing flat ZnO films consist of magnetron sputtering, atomic layer deposition (ALD), pulsed laser deposition, molecular beam epitaxy, the sol-gel process, chemical vapor deposition, and others. Of these fabrication methods, ALD is the only technology which is capable of precise control of deposition thickness and composition at the Angstrom level [93]. This study will take advantage of ALD’s ability to deposit the ZnO Seed layer on a Si wafer one atomic layer per growth cycle with the two precursors Diethylzinc and water vapor at a growth rate of 1.6 Å/cycle at 200 °C where water vapor serves as the oxidizing agent (as shown in Figure 2.7).
Figure 2.7. The relationship between the growth rate of ZnO and the temperature at which it is grown when diethylzinc (DEZ) and water are utilized as precursors in the ALD process [94].

ALD is used for the deposition of thin films for nanotechnology (<100 nm) in the gas phase. It involves exposing the substrate to a sequence of alternating vapor phase reactants. The ensuing self-saturating surface reactions enable precise control of film thickness at the atomic level. In the ALD process, the two reactants, called precursors, are introduced into the reaction chamber one at a time, and each precursor dose is followed by a purge step, during which the chamber is evacuated and filled with an inert gas such as nitrogen or argon. This purging step removes any excess precursor molecules and reaction by-products from the chamber, ensuring that only the desired reaction products are deposited on the substrate surface. By repeating this cycle of precursor introduction and purging, a uniform, conformal thin film can be deposited on the substrate surface with precise control over its thickness and composition.

A typical ALD process involves multiple ALD cycles, and each cycle comprises four characteristic steps:
The first step involves the introduction of the first precursor into the reaction chamber, followed by its adsorption onto the substrate surface in a self-terminating reaction.

In the second step, any unreacted precursor is purged from the chamber as well as the by-products.

The second precursor is introduced. The second precursor reacts with the adsorbed first precursor to form a monolayer of the desired material.

In the third step, any excess second precursor is purged from the chamber.

The process is repeated for subsequent cycles until the desired thickness is achieved [95].

This process is illustrated in figure 2.8.

Figure 2.8. The following is a schematic representation depicting the sequential procedure involved in the ALD process [94].
ZnO, or zinc oxide, was one of the earliest compounds to be deposited using atomic layer deposition (ALD). The first study on ALD deposition of ZnO was reported in 1985, which used zinc acetate (ZnAc) and water as precursor materials. Since then, a variety of ALD processes have been developed for ZnO growth, using different precursor combinations. These include Zn/water, ZnCl$_2$/water, diethylzinc (DEZ)/water, dimethylzinc (DMZ)/water, DEZ/O$_2$, and methylzinc isopropoxide/water. Currently, the DEZ/water precursor pair is the most popular for ZnO deposition. This is due to the high vapor pressures and strong reactivity of DEZ and water, as well as the wide range of deposition temperatures (23 – 350 °C) that can be achieved with this precursor pair. Additionally, DEZ and water are readily available and cost-effective, making them an ideal choice for large-scale ZnO deposition [96]. The ALD ZnO growth cycle is depicted in Figure 2.9.

The formation of ZnO from diethylzinc and water precursors can be represented by the following overall reaction [97]:

![Figure 2.9. Schematic representation of the suggested surface reaction of ALD ZnO using DEZ and water as the precursors [96].](image-url)
\[ Zn(C_2H_5)_2 + H_2O \rightarrow ZnO + 2C_2H_6 \] (1)

The anticipated elementary sequences of reactions are the following:

DEZ pulse: \[ Zn(C_2H_5)_2 + I\text{-}O\text{-}OH \rightarrow I\text{-}O\text{-}Zn\text{-}C_2H_5 + C_2H_6 \] (2)

Water pulse: \[ H_2O + I\text{-}O\text{-}Zn\text{-}C_2H_5 \rightarrow I\text{-}O\text{-}Zn\text{-}OH + C_2H_6 \] (3)

where “I\text{-}” denotes the surface [97].

### 2.1.6.1.1 ALD reactors

An ALD reactor must meet certain key requirements. To begin, the reactor is responsible for heating the samples to reach the desired deposition temperature. It also involves injecting pulses of precursors and co-reactants into the reactor volume, while an inert gas often purges the reactor volume between these steps. Typically, continuous pumping of the reactor volume is necessary to maintain specific low pressure levels ranging from 0.1 to 10 Torr; however, pressures at mTorr levels and atmospheric pressure are also feasible. The design of the reactor is determined by the specified requirements. Many ALD reactor designs are based on CVD reactors. Unlike CVD, however, ALD is not a continuous process, so it's essential to efficiently fill and purge the reactor volume to achieve reasonable cycle times. Additionally, precise automation of precursor and co-reactant pulsing with accurate timing is necessary. It should be noted that growth occurs on all surfaces in the reactor exposed to both precursor and co-reactant. Figure 2.10 illustrates a summary of the reactor varieties that have been addressed [98].
Figure 2.10. A diagram displaying the different types of ALD reactor systems. [98]

**Flow-type ALD reactor**

A flow-type reactor operates like a furnace with gases passing through (Figure 2.11) The substrate is positioned at the bottom of the reactor and heated by the elevated temperatures of the walls. An inert carrier gas is used to transport the precursor and co-reactant. Each precursor pulse is isolated from the next by adequate flow or inert gas, along with a sufficiently long purging time. By choosing an inlet gas flow and pumping speed, it's possible to achieve an optimal flow (e.g., laminar or streamline) and pressure, for example 1 Torr [98].
For the deposition of the ZnO seed layers for the work in this thesis, a flow type reactor was used as shown in figure 2.11.

**Showerhead ALD reactor**

Upon entry into the reactor, a showerhead evenly disperses precursor and co-reactant flux for incoming gases. This design is advantageous for very large samples like industrial sized 300mm Si wafers and for processes that may have a limited CVD component or experience chemical side effects such as decomposition, etching, surface poisoning, and process interaction. When elevated substrate temperatures are required, a heated substrate platform can be utilized with the wall temperature adjusted lower for practical purposes (e.g., to avoid using costly high-temperature-resistant components). These types of reactors are referred to as "warm wall" or even "cold wall" reactors.
**Batch ALD reactor**

To enhance the efficiency of ALD reactors in industrial settings, batch reactors can be utilized. This type of reactor, illustrated in figure 2.10, typically consists of a furnace capable of accommodating multiple substrates (usually 50-500) for simultaneous coating. Due to the larger volume and slower gas diffusion within the reactor, extended exposure and purging times are necessary to maintain ALD behavior. However, the benefit of processing numerous wafers simultaneously generally outweighs the drawback of longer processing times. The extended cycle times may result in smaller CVD components or chemical side-effects having a more significant impact on uniformity compared to single-wafer tools.

**Others**

Some other types of ALD reactors include the plasma energy-enhanced ALD reactor, which is used for processes that require more than just thermal energy to obtain a high-quality film. There's also the spatial ALD reactor, where the exposure of the precursors occurs at different positions using various reaction zones separated by purging areas.

ALD methods can be carried out in reactors that operate under different pressure regimes, ranging from atmospheric to ultra-high vacuum. There are two main categories of reactors used for ALD: inert gas flow reactors and high- or ultra-high-vacuum reactors. Inert gas flow reactors operate under viscous or transition flow conditions at pressures above approximately 1 Torr. These reactors utilize an inert carrier gas, such as nitrogen or argon, to transport precursor gases to the substrate surface. The reactive gas is then introduced to the substrate surface, which reacts with the precursor gas to form a thin film. High- or ultra-high-vacuum reactors, on the other hand,
operate under molecular flow conditions. These reactors are characterized by extremely low pressures, typically in the range of $10^{-6}$ to $10^{-9}$ Torr. In these reactors, precursor and reactive gases are introduced to the substrate surface using a molecular beam [100].

### 2.1.6.1.2 ALD precursors

ALD methods heavily rely on precursors, whose characteristics such as reactivity, thermal stability, and volatility significantly impact the success of the ALD process. Ideally, these precursors should exhibit high reactivity, thermal stability, and volatility and surface saturating properties while maintaining a high level of purity to prevent contamination of the thin film. Moreover, they need to react on the surface at suitable temperatures without decomposing in order to avoid undesirable side products [101]. The most frequently utilized chemical precursors include metal halides, metal alkyls, metal alkoxides, metal alkylamides, metal nitrides, metallic B-diketonates, and metal cyclopentadienyls [102].

### 2.1.6.1.3 Advantages of ALD

ALD stands out in comparison to other thin film deposition techniques such as CVD and physical vapor deposition (PVD) due to the self-limiting chemisorption of precursors in each half-cycle. CVD and PVD are continuous methods that do not rely on stepwise growth, leading to variable growth rates determined by the rate and time of precursor exposure. Moreover, heterogenous nucleation, which often results in film discontinuities, is common with CVD and PVD [103, 104]. This sets ALD apart in its ability to control both sub-nanometer film thickness and conformality, with consistent growth-per-cycle values using the same precursors across
different equipment. ALD can produce high-quality films with excellent conformality at low temperatures. It is particularly adept at coating surfaces with ultra-high aspect ratios and creating multilayer films with high-quality interfaces [104].

ALD is different from other deposition techniques because it does not rely on a line-of-sight process, allowing it to uniformly coat surfaces with varying compositions, porosity, roughness, and high aspect ratios. The self-limiting nature of the half-reactions in ALD ensures precise control of film thickness by depositing the same number of atoms or molecules in each cycle. Through adjusting the number of precursor pulses, ultrathin films with thicknesses less than 10 nm can be created with Angstrom level precision.

One of the main advantages of ALD is its chemical selectivity. This is because adsorption to a surface is based on a chemical reaction at the surface. Depending on the location of reactive sites on the substrate surface, the technique can be area-selective, which means that it can deposit material only on specific areas of the surface.

Additionally, surface reactions in ALD can be carried out at very low temperatures which is beneficial for working with temperature-sensitive materials. Furthermore, ALD occurs through chemisorption, which means that the molecular self-assembly of layer formation reduces nucleation. As a result, the film has fewer discontinuities in the growth grain that would cause increased compressive stress in the final product [103].

2.1.6.1.4 Challenges in ALD

ALD is still a relatively small research and technology field. Currently, the challenges in depositing materials as thin films by ALD can be divided into different categories, such as:
- Some materials (like halides other than fluorides, borides, sulfates) have never been deposited using ALD.
- Certain materials (like electropositive metals, boron nitride) have been difficult to deposit.
- Improvement is needed in the ALD processes for many metals and nitrides, ternary compounds.
- Process development (fine-tuning) for specific applications is required.
- There is also a need to develop novel precursors and find suitable precursor combinations [105].

2.1.6.2 Hydrothermal synthesis

Nanorods are typically formed by controlling the growth of nuclei instead of their transverse expansion. Several techniques have been proposed for creating nanorods, such as thermal hydrolysis, hydrothermal synthesis, sol-gel method, vapor condensation, spray pyrolysis, pulse laser decomposition, laser ablation, thermal evaporation, and low energy beam deposition.

The hydrothermal technique has attracted significant interest due to its distinct benefits. It is a simple process that operates at low temperatures (60–100°C), yielding high quantities at minimal cost while producing well-defined structures and controllable processing, alongside excellent morphology [92].

Hydrothermal synthesis involves a solution-based reaction method that allows for the formation of nanomaterials. By employing either low-pressure or high-pressure conditions based on the vapor pressure of the primary composition in the reaction, one can control the morphology of the materials being prepared. A variety of nanomaterials have been effectively produced using
this technique. The hydrothermal synthesis method offers significant advantages over other methods. It can produce nanomaterials that are not stable at high temperatures and create nanomaterials with high vapor pressures while minimizing material loss. Furthermore, the composition of synthesized nanomaterials can be carefully controlled in hydrothermal synthesis through liquid phase or multiphase chemical reactions [106].

The detailed fabrication parameters for the hydrothermal synthesis of the ZnO nanorods in this research are as follows:

Figure 2.12 Schematic diagram of the process steps for the hydrothermal solution growth of ZnO nanorods [133].

Figure 2.12 illustrates the detailed process steps essential for synthesizing ZnO nanorods via hydrothermal growth. To initiate the synthesis:
1. Zinc nitrate hexahydrate and Hexamethylenetetramine (HMTA) serve as the precursor materials, meticulously dissolved in deionized (DI) water at an equimolar concentration of 25 mM.

2. Employing a magnetic stirrer, the solutes undergo complete dissolution within the solvent to ensure the preparation of a homogeneous reaction solution.

3. The substrate, Si coated with a finely grained polycrystalline ALD ZnO seed layer, is securely enclosed within an autoclave housing the prepared reaction solution.

4. Subsequently, the reaction autoclave undergoes heating up to 90°C within a laboratory oven for a duration of 16 hours. Throughout this incubation period, the nucleation of single crystal ZnO nanorods occurs atop the seed layer, constituting a crucial phase of the synthesis process.

2.2 Sensing Material: Metal Organic Frameworks (MOFs)

2.2.1 Introduction

Metal-organic frameworks (MOFs) are a relatively new class of porous solids which have garnered significant interest due to their distinct crystalline characteristics. MOFs are designed scaffold-like compounds that consist of metal ions connected by organic ligands, resulting in ordered high porosity structures that can accommodate up to 90% free volume and a substantial internal surface area exceeding 6,000 m²/g (Figure 2.13). The late 1990s marked the rapid growth of research on metal-organic frameworks, spearheaded by Omar Yaghi at UC Berkeley. With over 90,000 reported MOF structures and continuous expansion in number, their versatility and
potential applications continue to drive ongoing research and development. Their high porosity and internal surface area make them appealing for various clean energy applications including as storage media for gases like hydrogen and methane due to their ability to store significant amounts of gas. Additionally, they can function as high-capacity adsorbents for meeting diverse separation needs such as separating carbon dioxide from other gases in industrial processes. Furthermore, researchers have begun exploring the potential of MOFs as chemical sensors because of their unique structure's selective adsorption capabilities which make them useful for detecting specific chemicals.[107].

![MOF structure formation](image)

**Figure 2.13.** The MOF structure is formed through the creation of chemical bonds between metal ions as nodes and organic molecules as linkers [108].

The MOFs used in this research are called HKUST-1, derived from the abbreviation of Hong Kong University of Science and Technology-1, composed of Cu$^{2+}$dimers connected by benzenetricarboxylate (BTC) units represented by the chemical formula [Cu$_3$(BTC)$_2$(H$_2$O)$_3$]$_n$, possess open metal sites within their structure and exhibit a rigid porous open-framework. These open metal sites exhibit a strong affinity for coordination with polarizable molecules or guest molecules, including water and ethanol (Figure 2.14) [109].
2.2.2 MOF Synthesis and Structures

2.2.2.1 Synthesis methods

MOFs consist of metal ions and organic ligands or bridging linkers. They are created by mixing these components to produce porous and crystalline materials. Various preparation methods have been developed over the past few decades, including conventional solvothermal methods, unconventional methods, and alternative methods.

2.2.2.1.1 Solvothermal synthesis

The solvothermal approach is commonly used to synthesize MOFs due to its simplicity, high crystallinity, and favorable yield. This method involves stirring metal salts and organic ligands in protic (such as methanol, ethanol, or mixed solvents) or aprotic (like acetonitrile and toluene).
organic solvents containing the formamide group. When water is used as a solvent in MOF synthesis, it's known as the hydrothermal method. The mixture is then placed into a closed vessel at elevated pressure and temperature for several hours or even a day. Glass vials are suitable for low temperatures while high-temperature reactions require Teflon-lined stainless-steel autoclaves. One crucial parameter of this reaction mixture is the temperature - determining whether it's classified as either a solvothermal or non-solvothermal reaction. High-pressure conditions help heat the solvent above its boiling point and melt the salt to facilitate the reaction process. Slow crystallization from a solution is essential for obtaining large crystals with high internal surface areas [108].

2.2.2.1.2 Microwave-assisted synthesis

Microwave-assisted approaches are widely used for rapid MOF synthesis under hydrothermal conditions, resulting in the production of small metal and oxide particles. This method efficiently heats the solution through electromagnetic waves interacting with solvent charges, leading to rapid crystallization and formation of nanoscale products. The process involves placing a substrate mixture in a Teflon vessel and subjecting it to microwave radiation for an appropriate duration to elevate the temperature. By choosing the right frequency, this approach enables uniform size nanocrystals to be produced due to direct interaction between radiation and reactants. Frequencies between 300 and 300 000 MHz are typically utilized for this purpose [110].
2.2.2.1.3 Electrochemical synthesis

The electrochemical method is used for the rational construction of a vast number of MOFs. HKUST-1 was first synthesized in 2005 through the electrochemical method, aiming to isolate anions like chloride, perchlorate or nitrate throughout the synthesis procedure and avoiding corrosive anions (nitrate and chloride). This approach is considered green chemistry for MOFs preparation due to its avoidance of corrosive anions like nitrate and by-products while being environment friendly with metal ions added through an electrochemical procedure rather than metal salts or acid reactions. The electrode placed in a solution containing the primary building unit (PBU) and electrolyte allows controlled deposition near the surface using electrons as a source of metal ions passed through a reaction mixture containing organic linker molecules. This methodology ensures consistent higher solid content compared to ordinary batch reaction processes [110].

2.2.2.1.4 Mechanochemical synthesis

Mechanochemistry focuses on solid reactions initiated using mechanical energy. A metal salt and an organic ligand are ground in a ball mill or with a mortar and pestle without solvent, followed by mild heating to remove volatile compounds and H₂O formed during the reaction. This approach simplifies the preparation of MOFs compared to other methods since it involves chemical transformation through mechanical breaking of intramolecular bonds at room temperature without the use of organic solvents. The first MOF synthesis through this method was reported in 2006, and it is now widely used for preparing various types of MOFs [108].
2.2.2.1.5 Sonochemical synthesis

The sonochemical method is used for rapid synthesis of MOFs as it decreases the time for crystallization through ultra radiation. A cyclic mechanical vibration (from 20 kHz to 10 MHz) is applied in a horn-shaped Pyrex reactor with a sonicator bar and variable power output, where a mixture of the metal salt and organic linker is added without external cooling. The main factor impacting liquid cavitation during sonication is ultrasonic waves, which lead to the development and collapse of bubbles in the solution. This process produces very fine crystallites at high temperatures around 4000 K and pressures up to 1000 bar. Sonication was first used for MOF synthesis in 2008 [108].

2.2.2.1.6 Layer-by-Layer Synthesis

Traditional hydro/solvothermal synthesis poses challenges in controlling film thickness and formation, as well as high costs from reactant consumption and waste production. The LBL deposition strategy provides precise control over film thickness and roughness by keeping metal and organic precursors separate. This concept is rooted in surface chemistry and is closely connected to the solid-phase creation of complex (bio-)organic polymers, such as peptides, DNA, etc., using a suitably functionalized organic surface as a starting point for nucleation. This method involves depositing alternating layers of oppositely charged precursor species to produce well-defined MOF thin films, particularly for surface-mounted metal-organic frameworks (SURMOFs) [110, 111].
2.2.3 Classes of MOF films

MOF films can be classified into two categories: polycrystalline powder films and highly oriented Surface-anchored Metal-Organic Frameworks (SURMOFs).

2.2.3.1 SURMOFs

MOF’s can be affixed to a surface leading to a desired orientation known as SURMOFs (figure 2.15). Initially, the process involves anchoring the MOF onto the glass substrate by first functionalizing the gold covered substrate surface with MHDA (16-mercaptohexadecanoic acid) a self-assembled monolayer SAM to achieve highly oriented SURMOF films. Subsequently, the framework's cage structure is constructed atop the initially anchored MOF in a layer-by-layer spray process. Following this, the MOF is loaded, after which it becomes viable for use as a sensor [112]. SURMOF films are composed of extremely thin layers of MOF in the nanometer scale. They offer advantages such as precise control over film thickness, crystallographic orientations, low processing temperatures, compatibility with automatic deposition instrumentation, and the ability to fabricate a wide variety of structures on different substrates. Often, they are grown quasi-epitaxially on the substrate, allowing for precise control over film thickness and crystallite domain size interdependency. The optimal SURMOF would also possess sizable single-crystal domains within its plane [113].
Figure 2.15. Illustration of the SURMOF assembly process via Layer-by-Layer spray deposition where the substrate was pre-treated with MHDA (16-mercaptohexadecanoic acid) a Self-Assembled Monolayer (SAM) for surface functionalization [112].

2.2.3.2 Polycrystalline

Polycrystalline films or powders are composed of MOF crystals or particles that are arranged on a surface. These crystals can be oriented randomly and form a disordered structure, or they can be well-integrated and cover the surface completely, or they can be scattered with holes and gaps. The attachment of crystals in one direction can occur due to the interaction with the surface, which leads to preferential orientation. This preferential orientation can be useful in creating functional films with specific properties. The thickness of these films is determined by the size of the MOF particles or crystallites and is usually in the micrometer range. The properties of these films are expected to be like those of the bulk powder material, which means that their performance can be evaluated and modeled based on the properties of the bulk material [113].
2.2.3.3 Applications of MOFs

MOF films possess numerous advantageous characteristics, including high porosity and a substantial specific surface area. Consequently, they have found diverse applications in various chemical fields like gas sensing, gas storage and separation, catalysis, and drug delivery.

2.2.3.3.1 Gas Storage and Separation

MOFs have been identified as potential adsorbents for gas storage since their permanent porosities were first discovered. In contrast to traditional porous materials like activated carbons and zeolites, MOFs possess advantageous structural characteristics including high porosity, large surface area, adjustable pore size and shape, and modifiable pore surfaces. Therefore, the development of MOFs holds significant promise for the storage of important gases such as hydrogen (H\textsubscript{2}), methane, and acetylene (C\textsubscript{2}H\textsubscript{2}). Hydrogen storage plays a vital role in the application of hydrogen energy. It relies primarily on weak van der Waals forces. Thus, pure MOF configurations may not offer sufficient effectiveness for achieving targeted limits of hydrogen storage. This issue can be addressed by introducing active metal sites or incorporating benzene rings into the MOF structure. By employing these derivatives of MOFs, one can attain the desired storage capacities at low temperatures. [114].

MOFs can serve not only for the storage of pure gases but also for the selective separation of gases within a mixture. Gas separation processes are crucial for manufacturing fuels, polymers, and plastics. Membrane separations dominate the gas separation market due to their cost-effectiveness and easy large-scale production. MOFs have emerged as ideal adsorbents for gas separation because of their high surface area, porosity, modularity, and thermal stability. MOF
membranes for gas separation can be categorized into pure MOF membranes and mixed matrix membranes [115].

2.2.3.3.2 Catalysis

As industries continue to evolve and grow, there is a constant demand for finding ways to make procedures more cost-effective and efficient. This pursuit of more economical and streamlined processes has become a driving force in diverse sectors such as manufacturing, energy production, and chemical engineering. One area that has received significant attention in this quest for improved efficiency is the exploration of catalysts. Catalysts are substances that facilitate chemical reactions by lowering the activation energy required for the reaction to occur. They are used in various industrial processes to increase the rate of reaction, reduce energy consumption, and enhance product yield. MOFs can function as catalysts in chemical reactions, offering high substrate selectivity and ease of separation from reaction media for reuse. In the literature, researchers have reported the catalysis of diverse chemical reactions at both small and large scales using MOFs, including conventional catalysis, biocatalysis, and electrocatalysis. The development and application of these materials on an industrial scale are highly valuable due to their exceptional catalytic properties. Nonetheless, addressing the stability of MOFs under different reaction conditions such as pH levels, temperature variations, and organic solvents remains a significant challenge for researchers [116].

2.2.3.3.3 Drug Delivery
The limitations of traditional orally administered drugs in providing controlled release of medication have sparked significant interest and research into new approaches for drug delivery. Innovative delivery systems that have been developed include those based on polymers, liposomes, microporous zeolites, mesoporous silicon, and other mesoporous materials. These diverse delivery methods can be broadly categorized as organic or inorganic systems. Organic systems offer a wide range of biocompatibility and the ability to accommodate various drugs but lack a mechanism for controlled release. In contrast, inorganic delivery materials are capable of delivering adsorbed drugs at a controlled rate due to their ordered porous structure; however, they have reduced loading capacity compared to organic systems. As hybrid compounds combining organic and inorganic elements, MOFs offer potential as effective drug-delivery materials due to the ability to customize the functional groups of the framework and adjust pore sizes. The use of MOFs allows for leveraging the advantages of both organic materials (biocompatibility and high drug absorption capacity) and inorganic materials (controlled release). Nevertheless, a notable disadvantage is that their small pore size, typically falling within the microporous range, restricts the amount of drugs that can be absorbed or stored within the framework. Addressing this issue requires synthesizing MOFs with pores in the mesoporous range [117].

2.2.3.3.4 Sensing

Detection of substances in the gaseous state poses significant challenges across various fields, including environmental monitoring, security, public health, food safety, and industrial processes. The use of MOFs can be expanded to include detecting small molecules, solvents, and explosives. MOFs are characterized by their extensive surface areas and functional groups that create strong interactions with guest molecules. These interactions can alter the properties of MOFs
through changes in optical, electrical, and mechanical signals. Main approaches for gas sensing include optical methods (e.g., vapochromism, luminescence, and interferometry), mechanical techniques (such as quartz crystal microbalance, surface acoustic wave devices, microcantilevers), magnetism-based sensing, and electrical methods (including impedance measurements and chemiresistive techniques) [118]. The effectiveness of MOF-based detection heavily relies on the method used for signal transduction. Incorporating an analyte effectively into the sensing material helps achieve lower detection limits.[119].

2.2.3.4 Challenges and Limitations

Despite the advancements in numerous MOF-related research fields, several challenges persist:

- Firstly, the precise mechanism of MOF growth remains unclear and understanding the self-assembly process is limited, making it difficult to control target structures for pristine MOFs. A deeper comprehension of this mechanism is essential for designing suitable MOFs with specific pore structures, composition adjustability, and high surface area.
- Secondly, the exact process of MOF growth is not fully understood, and there are limited insights into the self-assembly process. This hinders our ability to effectively control the formation of desired structures in pristine MOFs. A more thorough understanding of this mechanism is crucial for creating tailored MOFs with precise pore structures, adjustable composition, and high surface area.
• Thirdly, controlling the production of various materials derived from MOFs is difficult because it's challenging to precisely shape and size the pores, despite their high surface area and porosity.
• Lastly, finally, concerns surrounding expenses, durability, electrical conductance, and other factors need to be resolved in order to make practical advancements on an industrial level. There is still work to be done in developing cost-effective methods for producing MOFs on a large scale [120].

2.3 Characterization Techniques

To perform the characterization of the ZnO nanorod sensing material, several techniques were employed. Scanning Electron Microscope (SEM) was used to analyze the morphology of the material, Energy Dispersive X-ray Spectroscopy (EDS) was used for the elemental analysis or chemical characterization, and Raman spectroscopy is used to provide fingerprint spectra.

2.3.1 Scanning Electron Microscope (SEM)

The scanning electron microscope (SEM) is a powerful and versatile tool for optical characterization of nanostructured materials. Since its inception in 1965, it has significantly contributed to the advancement of nanotechnology and has found applications in medical, forensic, life sciences, biology, and other disciplines. The SEM generates images through the interaction between the specimen's surface and a high-energy electron beam. This interaction can induce elastic or inelastic scattering leading to various types of emitted electrons collected by detectors attached to the SEM. Despite its usefulness and diverse applications, the SEM is expensive and
sensitive with associated disadvantages. Overcoming these challenges has led to several developments in the instrument over time [121].

2.3.1.1 Resolution

The limit of resolution defines the minimum distance for two structures to be distinguished as separate objects, which is dependent on the wavelength of the illumination source. This can result in blurry magnified images when the resolution exceeds the limit due to diffraction and interference, creating an Airy disk where the image appears larger than the source. As shown in figure 2.16, two wavefront peaks can only be distinguished when separated by a distance equivalent to the radius of an Airy disk [122].

![Airy disk patterns and wavefront peaks](image)

Figure 2.16. Depiction of resolution through (a) Airy disk patterns and (b) wavefront peaks [123].

In a perfect optical system, resolution is mathematically described by Abbe’s equation:

\[ d = \frac{0.612 \lambda}{n \sin \alpha} \]  

(4)
where \( d \) is the distance of resolution, \( \lambda \) denotes the wavelength of the imaging radiation, \( n \) is the medium refractive index between the light source and the lens, \( \alpha \) is the half-angle aperture of the light source. The term in the denominator of equation 4 (\( nsina \)) is referred to as the numerical aperture (NA) [124].

De Broglie combined quantum theory with some principles of classical physics and proposed his equation:

\[
\lambda = \frac{h}{mv} \tag{5}
\]

where \( \lambda \) is the wavelength of the electrons, \( h \) is Planck’s constant, \( m \) is mass of the particle, and \( v \) is the velocity of the electron. Therefore, if electron beams where to be used as a source, rather than light, which has a longer wavelength, the following equation can be used to calculate the wavelength of the electron beam:

\[
\lambda = \frac{1.22 \times 10^{-9}}{\sqrt{v}} \tag{6}
\]

Equations 5 and 6 demonstrate the importance that electron beams hold as a source of illumination for high resolution in electron microscopy [125].

### 2.3.1.2 Fundamental Principles

The SEM forms images by scanning a high-energy electron beam across the specimen. The interaction of the beam with the sample surface produces different types of information for SEM detectors to interpret, classified into elastic and inelastic interactions. The elastic interaction results from the deflection of the incident electron beam by the electric field of the atom on the sample
surface, leading to a new trajectory with minimal energy loss. The probability of elastic scattering is described mathematically as follows:

\[
Q = 1.62 \times 10^{-20} \left( \frac{Z^2}{E^2} \right) \cot^2 \left( \frac{\phi_0}{2} \right)
\]

where \( Q \) represents the elastic scattering cross-section, \( Z \) stands for the atomic number, \( E \) denotes the energy of the electron (in keV), and \( \phi_0 \) is referred to as the threshold elastic scattering angle. This electron scattering cross-section \( Q \) also allows us to estimate the mean free path of an electron, which is essentially the average distance that an electron beam needs to travel for an elastic scattering event to occur. When primary electrons undergo elastic scattering with an angle greater than 90°, they are termed as backscattered electrons.

Inelastic scattering involves the incident primary electron losing energy to the atom it encounters at the sample surface [123]. The amount of energy lost is related to properties such as binding energy, which can result in secondary electrons, characteristic X-rays, continuum X-rays due to deceleration of the electron beam by the electric field of the atom, heating of specimen, and permeation of conducting metallic solids [122].

**Secondary Electrons**

Secondary electrons are produced when the specimen atoms receive enough kinetic energy from the inelastic scattering of the electron beam (Figure 2.17). The generated secondary electrons can propagate inside the solid, but only a small amount is able to breach the surface energy barrier and escape through the surface due to their low energy levels. More than 90% of them are emitted
with energies lower than 10 eV, allowing them to only escape from a distance of a few nanometers from the material's surface.

There are two types of secondary electrons: SE1 and SE2. SE1 electrons, formed closer to the surface due to beam-atom interaction, provide high-resolution signals for topographic contrast in SEM. On the other hand, SE2 electrons result from interactions between backscattered electrons and specimen electrons, possessing higher kinetic energy that allows them to escape from greater depths in the sample. While they offer lower image resolution than SE1, they provide different lateral and depth characteristics. An increase in SE2 results in better image contrast, making the observed region appear brighter. Additional types of secondary electrons (SE3 and SE4) generated from BSE interaction with SEM chamber walls contribute only noise to images [123, 126].

Figure 2.17. Illustration of the various kinds of signals generated upon impact of the primary beam with the surface specimen [123].

The collector of SE in SEMs is the Everhart–Thornley detector. It determines the strength of the signal based on the number of collected SEs, resulting in better contrast for surface features
oriented towards it. Low-energy SEs are attracted to the ET detector under positive bias (200-300 V). The electrons pass through a Faraday cage and make contact with the scintillator surface coated with thin metal, generating light upon impact that is converted into an electrical signal for image formation displayed on a monitor [122, 123].

The total secondary electron coefficient ($\delta$) is given by the following expression:

$$\delta = \frac{N_{SE}}{N_B} = \frac{i_{SE}}{i_B}(8)$$

where $N_{SE}$ is the number of secondary electrons emitted from the sample, $N_B$ is the number of incident primary electrons, and $i$ denotes their corresponding currents. When the beam energy is lowered, $\delta$ rises consequentially [122].

The secondary electron coefficient is greatly affected by the tilt angle $\theta$ of the specimen with respect to the electron beam, as given by the following equation:

$$\delta(\theta) = \delta_0 \sec \theta (9)$$

where $\delta_0$ represents the SE coefficient when the e-beam is perpendicular to the surface of the specimen (zero tilt). As the tilt angle increases, $\delta$ also increases due to a longer primary electron path [122]. In contrast to BSE, SE emission is typically not significantly affected by the atomic number of the specimen elements [126].

**Backscattered Electrons**

Backscattered electrons are created by elastically scattered beam electrons with deflection angles greater than 90°, escaping the material's surface. They offer a spatial resolution of around
50-100 nm for beams at 10-20 eV, but their resolution is significantly worse than secondary electron images due to a larger volume of beam energies within the sample. However, BSE images are valuable in distinguishing between different chemical phases and can reveal subsurface defects as well as details about catalysts, multiphase materials, and contaminants. Notably, they are useful for observing biological specimens despite their low yield from these samples; heavy elements such as gold or lead attached to molecular groups make them appear brighter in BSE images [122, 126].

The total backscattering electron coefficient ($\eta$) is given by the following expression:

$$\eta = \frac{N_{BSE}}{N_B} \frac{i_{BSE}}{i_B}$$  \hspace{1cm} (10)

where, $N_{BSE}$ is the number of backscattered electrons emitted from the sample, $N_B$ is the number of incident primary electrons, and $i$ is their corresponding currents [122, 126].

The backscattering electron coefficient is greatly affected by the tilt angle $\theta$ of the specimen with respect to the electron beam. As the angle increases, a larger amount of BSE can escape from the surface, leading to an increased BSE signal when the incident beam angle is small. The stable increase in $\eta$ with $\theta$ is given by the following equation:

$$\eta(\theta)(1 + \cos\theta)^{-\frac{9}{\sqrt{2}}}$$  \hspace{1cm} (11)

The direction of the emitted BSE influences the $\eta$ value, as they follow the direction with which they escaped the surface. Therefore, $\eta$ will have its largest value along that direction [126].
**X-rays**

The interaction of the electron beam with the specimen produces various signals such as SEs, BSEs, and characteristic X-rays. When inner-shell electrons are ejected from their orbit, they leave behind a vacancy in the orbital which leads to ionization and excited state. This is then followed by energy release when an outer shell electron moves to fill the vacancy. The excess energy can be released through Auger electron emission or emitted as characteristic x-rays. Atoms with larger sizes and more electrons result in a larger number of x-ray photons, leading to the production of an x-ray spectrum. The x-ray photon energy is given by the following equation:

\[ E_{X-ray} = hν = E_K - E_L \]  

(12)

where \( h \) is Planck’s constant, \( ν \) is the frequency, \( E_K \) is the K shell binding energy, and \( E_L \) is the L shell binding energy. \( E_K - E_L \) is the difference in the binding energies of the two shells.

Every shell around an atom holds a specific amount of energy, known as the atomic energy level. This characteristic energy release occurs when x-ray photons are emitted, representing a specific element, and creating characteristic X-ray lines used to detect and quantify elements present in the interaction. Additionally, deceleration and kinetic energy loss due to repulsion from atomic electrons result in the generation of continuous spectrum X-rays known as the X-ray continuum or Bremsstrahlung with energies ranging from zero up to that supplied by the beam electron. These continuum X-rays do not have a relationship with a unique element and appear as background noise in the X-ray spectrum, affecting measurements of characteristic X-rays [126].

In addition to the primary electron beam, other signal types are generated by the interaction with the specimen. These include auger electron emission, cathodoluminescence, and transmitted
electrons. These signals provide chemical information and can be used for imaging at high resolution. Specimen current is also a significant factor in surface analysis [122, 123, 126].

Instrumentation

The SEM consists of the electron column, specimen chamber, and a computer system for control. These components, along with various types of detectors, are crucial for microscopy and microchemical analysis. The electron column contains several devices such as the electron gun, electron lenses, scan coils, condenser, and objective aperture. To prevent scattering by air, electrons within the column must travel in a high-vacuum environment at all times [123].

Applications of SEM

SEM results are useful in various scientific disciplines like biology, forensic science, life science, gemology, and medical science. Using different detectors, a variety of information can be extracted from the specimen under observation. Some applications of the instrument include looking at film thicknesses and coatings, observing particle dispersion and shape in composites, detecting surface contaminants, analyzing microstructures, and identifying crystal structures [125, 127].

Advantages and Disadvantages

Using an SEM instrument has several benefits such as the ability to study large surface areas, high resolution and depth of field, convenient sample orientation change, and simple sample
preparation. However, SEMs are expensive and require a lot of space due to their size. Operating in a vacuum presents challenge when working with liquids. Special training is necessary for operation and sample preparation under observation. There are also safety risks associated with radiation exposure from electron scattering beneath the sample surface [127].

2.3.2 Energy Dispersive X-ray Spectroscopy (EDS)

Elemental analysis using EDS microanalysis involves the generation of characteristic X-rays in atoms of the specimen by incident beam electrons. After interacting with the atoms, two primary physical phenomena take place: elastic scattering and inelastic scattering. Upon ionization, the atoms emit characteristic X-rays as they return to their ground state. The energy of the emitted X-ray photon is a result of the potential energy difference between the two orbitals involved in this transition, which is unique to each element [128].

Characteristic X-rays serve as the analytical signals utilized in electron microscopy to conduct chemical analysis. The X-ray spectrum emitted by the specimen offers both qualitative and quantitative data, enabling the determination of which elements are present in the sample and their respective quantities. Aside from the emitted X-rays, a small amount of secondary X-rays may also be generated during the passage of primary X-rays through the specimen, interacting with its atoms [129].

2.3.3 Raman spectroscopy

When electromagnetic waves (e.g., with light) interacts with matter, the incident radiation is scattered. In elastic scattering, there is no change in photon frequency, wavelength, or energy.
In contrast, inelastic scattering involves a shift in photon frequency due to excitation or deactivation of molecular vibrations which can result in either gaining or losing energy. Three types of phenomena can occur:

1. When light strikes a molecule, it may interact with the molecule without any net exchange of energy \((E = E_0)\), resulting in scattered light with the same frequency as the incident light. This phenomenon is referred to as Rayleigh scattering.

2. Alternatively, if the interaction results in an exchange of energy equal to one molecular vibration, the scattered light's frequency will be higher than that of the incident light \((E = E_0 + E_V)\). This type of interaction is known as anti-Stokes Raman scattering.

3. On the other hand, if the molecule gains energy from the photon during this interaction, then the frequency of the scattered light will be lower than that of the incident light \((E = E_0 - E_V)\). This process is termed Stokes Raman scattering.

In Raman spectroscopy, the shift in wavelength of scattered radiation by molecules to frequencies different from those of the incident beam and is to study molecular vibrations and gather information about molecule structure, symmetry, electronic environment, and bonding. It allows for both quantitative and qualitative analysis of individual compounds.

In its essence, Raman spectroscopy measures the frequency shift of inelastically scattered light from a sample, producing Stokes Raman scattering with lower frequency photons or anti-Stokes Raman scattering with higher frequency photons. The shift in wavelength depends on the chemical composition, structure, chemical environment, of the analyte species responsible for scattering and can be used as a fingerprint tool for different compounds, allowing qualitative analysis for unknown samples or mixtures [130, 131].
A Raman spectrometer consists of a light source, monochromator, sample holder and detector. Factors affecting the analysis include high signal-to-noise ratio, instrument stability and sufficient resolution. Several types of lasers are available for use as the excitation source, such as argon ion (488.0 and 514.5 nm), krypton ion (530.9 and 647.1 nm), He:Ne (632.8 nm), Nd:YAG (1064 nm and 532 nm) and diode laser (630 and 780 nm).

Raman spectroscopy has been employed coupled with various analytical techniques such as high-performance liquid chromatography, micro chromatography, scanning tunneling microscopy, and atomic force microscopy. This allows for useful analysis at trace level studies. Revolutionary developments in Raman instrumentation now make it possible to acquire spectra more quickly on more affordable and user-friendly equipment compared to the past [132]. This technique has been used in real-time monitoring systems to detect illegal drugs, toxic materials, and chemical and biological warfare agents [130].

The detailed characterization data are listed in chapter 5.
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CHAPTER 3

BROADBAND DIELECTRIC SPECTROSCOPY (BDS)

The electromagnetic spectrum encompasses a wide range of frequencies, from 0 to $10^{23}$ Hz, featuring diverse phenomena such as direct current (DC), radio waves, microwaves, terahertz radiation, infrared light, visible light, ultraviolet radiation, X-rays, and gamma rays. Materials exhibit unique behaviors across this spectrum, influencing their sensing capabilities. Understanding the interplay of electromagnetic waves with materials involves exploring amplitude, frequency, wavelength, and energy [1]. This chapter delves into the theory of electromagnetic radiation, scattering parameters, dielectric theory, dielectric properties, and microwave spectroscopy.

3.1 Electromagnetic Theory

3.1.1 Basic Concepts

The electromagnetic spectrum's behavior is determined by the interaction of waves with materials, resulting in varied transmission, reflection, and absorption characteristics. Metals, for example, transmit low radio frequencies while reflecting and absorbing visible light and X-rays. In contrast, glass acts as an insulator against low radio frequencies, prioritizing the transmission of visible light and X-rays. Electromagnetic properties are interconnected through time, power,
and wavelength considerations, where an oscillating field at a specific frequency corresponds to a specific wavelength and energy level [1].

### 3.1.2 Amplitude and Frequency

Amplitude, representing the wave's magnitude, is crucial, measured as the maximum amplitude multiplied by the sine of the associated angle. Frequency, expressed in Hertz, quantifies the number of complete waveforms occurring in one second. The speed of light (c) in a vacuum is related to frequency (f) and wavelength (\(\lambda\)) by equation 1.

\[
c = f\lambda
\]  

highlighting the interdependence of these fundamental parameters.

### 3.1.3 Energy and Planck's Constant

Energy is determined by the interplay of frequency and Planck's constant (h). The relationship is expressed by equation 2:

\[
E = h \times f
\]  

where E represents photon energy. Beyond 3 PHz (\(3\times10^{15}\)) electromagnetic energy becomes ionizing radiation, capable of dislodging electrons from atoms. Below this threshold, non-ionizing radiation interacts with ions, inducing molecular rotation and elevating electrons to higher energy states.

Figure 3.1 illustrates the electromagnetic spectrum, depicting associated frequencies and applications within the radio frequency and microwave frequency ranges [1].
3.2 Electromagnetic Radiation

3.2.1 Electric and Magnetic Components

Electromagnetism comprises distinct electric and magnetic components, each exhibiting separate yet interconnected phenomena. Electric fields arise from charge magnitude, while the motion of charge generates magnetic fields.
3.2.2 EM Wave Propagation

Radiation involves the emission of energy in wave form and is linked to the presence of oscillating electrical and magnetic fields that mutually sustain and facilitate propagation. The movement of electrical currents generates electric (E) and magnetic (H) fields that oscillate perpendicularly to the direction of wave propagation (transverse) and at right angles to each other (orthogonal) (See figure 3.2). Electromagnetic radiation contributes to increased resistance in the transmission line, where energy is transformed into electromagnetic radiation rather than heat, as observed in ohmic resistance. Radiation from an AC source distributes energy in two distinct spatial regimes: near-field and far-field. The near field, also known as the reactive field and storage field, operates in close proximity to the source. In this zone, absorption of radiation may provide feedback, influencing the impedance of the sensor. This contrasts with far-field radiation, which does not offer feedback and affect the sensor's impedance. The measurement of near-field radiation proves inherently challenging, as any instrument introduced into the field interacts with the source, altering the resultant field. The near-field radius can be calculated using equation 3:

\[ R = \frac{A}{2\lambda} \]  

(3)

where R denotes the field's radius, and A represents the area of the antenna. This understanding of radiation characteristics and spatial regimes is pivotal for evaluating and optimizing sensor performance [1].
3.3 Dielectric Theory

Dielectrics, materials with low electrical conductivity, support electrostatic fields. These substances exhibit polarization when subjected to an external electric field [4]. The introduction of an external electric field to a material prompts the storage of electrical energy through interactions with the material's molecular and structural properties. This electric field exerts a net force on charged particles, displacing them from their average random orientation. The removal of the external electric field allows these charged particles to revert to their initial random arrangement, leading to the release of a charge. The material's capacity to store energy in this manner is quantified by its permittivity ($\varepsilon$), typically expressed as a product of the permittivity of free space ($\varepsilon_0$) [1]. Dielectric materials are particularly valuable in capacitors, especially at radio frequencies and in the construction of radio-frequency transmission lines. Most dielectric materials
are solid, such as ceramics, mica, glass, plastics, and various metal oxides. Additionally, some liquids and gases can be good dielectrics; for instance, dry air functions as an excellent dielectric used in variable capacitors and specific types of transmission lines. Distilled water serves as a decent dielectric while vacuum stands out as an exceptionally efficient one. Furthermore, materials have specific electrical characteristics based on their dielectric properties, allowing for accurate measurements to aid in material integration and manufacturing quality control [4].

3.3.1 Dielectric Polarization

Dielectric materials, characterized by their nonmetallic nature, permanent or induced dipoles, negative temperature coefficient of resistance, absence of free charge, and high specific resistance, impose limitations on electron movement due to strong bonds with the parent molecule. These substances possess a substantial energy band gap exceeding 3 eV, preventing electron transition between the valence and conduction bands under normal thermal energy and voltage conditions. Dielectrics fall into two broad categories: active and passive. Active dielectrics actively accept electric charges in an electric field for energy storage applications, whereas passive dielectrics like rubber, mica, and glass function as insulators, hindering the flow of electricity.

Polarization is the rearrangement of charges within a dielectric material in response to an external electric field. This phenomenon occurs through two distinct mechanisms: stretching and rotation. In the presence of an external electric field, a neutral atom, consisting of a positively charged nucleus and a negatively charged electron cloud, experiences forces that align the positive part with the field direction and the negative part in the opposite direction. Equilibrium is reached when these forces balance out, resulting in no atom movement. Various mechanisms contribute to polarization generation, and most molecules exhibit polarization under a strong external electric
field. The categorization of polarization types is based on the mechanisms governing the process. Four well-known polarization mechanisms include ionic, orientation, atomic, and electronic polarization. Figure 3.3 illustrates the frequency-dependent variation of these polarization mechanisms.

![Diagram of polarization mechanisms](image)

Figure 0.3. Polarization mechanisms versus frequency range [5].

*Electronic or Atomic polarization*

Electric and atomic polarization can take place in neutral atoms when an electric field causes displacement of the nucleus in relation to the surrounding electrons, as well as when neighboring positive and negative ions undergo stretching due to an applied electric field. These processes are particularly significant at microwave frequencies, with resonance occurring at a higher frequency [4]. At lower frequencies, there is a reconfiguration in the positioning of atomic nuclei within a molecule or lattice, which is known as atomic polarization. When subjected to an external electric field, dielectric materials cause all atoms in the material to produce a temporary dipole moment and assume an asymmetric shape. Atomic polarization, also referred to as vibrational polarization, is closely associated with electronic polarization. Due to its greater mass
involvement, atomic polarization shows lower resonant frequencies. Electronic polarization primarily occurs in the optical band while atomic polarization prevails in the infrared band. Electronic polarization is recognized as an induced effect and remains independent of temperature; it makes a significant contribution to overall dielectric constant of materials [5].

**Ionic Polarization**

Ionic polarization is the separation of positive and negative charges observed in materials with ions, such as salts or ionic compounds, when subjected to an external electric field [4]. This polarization type arises from the asymmetric sharing of electrons among different atoms within a molecule. Consequently, the electron cloud shifts toward the atom with stronger binding, causing the atoms to acquire charges of opposite polarity. When subjected to an electric field, ionic species typically shift, resulting in a remarkably high dielectric constant. Not influenced by thermal energy, ionic polarization is commonly identified in ceramics, inorganic crystals, and glasses [5].

**Orientation or Dipolar Polarization**

When atoms bond and share one or more electrons, they create a molecule. This electron rearrangement can result in an uneven distribution of charge, leading to a permanent dipole moment [4]. Orientation polarization manifests in dipolar materials which have a permanent dipole moment, generated by the transfer of valence electrons forming ionic bonds between molecules. This permanent dipole moment is determined by the product of the charges of transferred valence electrons and the interatomic distance. Initially, in dipolar materials, all dipoles are randomly oriented in space. However, when subjected to an electric field, they undergo a torque that leads it
to align in the same direction as the applied field, resulting in a net polarization in that direction. The rate of dipolar orientation is significantly influenced by intra- and intermolecular interactions, allowing molecular dipoles to orient over a broad range of frequencies, dictated by the ease with which dipoles rotate. In microwave or high-frequency fields, dipoles strive to follow the rapidly changing field, leading to orientation polarization, characterized by the alignment of dipoles in the direction of the electric field. The temperature impacts this polarization since thermal energy randomizes the molecular alignment. Furthermore, the movement of dipoles leads to changes in both $\varepsilon'_r$ and $\varepsilon''_r$ at frequencies related to relaxation often observed in the microwave region [5].

### 3.4 Dielectric Properties

**Capacitance**

Capacitance is the ability of a material to hold an electrical charge, measured as the amount of electric charge stored for a given electric potential. The capacitance can be calculated based on the geometry of conductors and dielectric properties between them. For example, for a parallel-plate capacitor with plates of area (A) separated by distance (d), the capacitance (C) is approximately given by:

$$C = \varepsilon_r \varepsilon_0 \left(\frac{A}{d}\right)$$

where $\varepsilon_r$ represents relative dielectric permittivity and $\varepsilon_0$ signifies vacuum permittivity. Dielectric spectroscopy extensively involves evaluating the system's permittivity in different conditions using capacitance measurements.
**Permittivity**

Permittivity is a measure of how an electric field affects, and is affected by, a dielectric medium. It relates to the material's ability to transmit an electric field [4]. The permittivity of a material is intricately linked to its chemical composition, structural arrangement, molecular makeup, and atomic valence. Serving as a metric for diverse polarization phenomena, permittivity manifests across various frequency ranges of oscillating electric fields. One such manifestation is dipolar polarization, induced in molecules possessing an inherent dipole moment, often referred to as orientation polarization. When subjected to an external electric field, molecules with dipole moments undergo rotation over a duration proportional to the dipole moment and the local viscosity of the material. The dipole moment signifies the separation of positive and negative charges within a molecule, determining its overall polarity.

Due to a time delay in dipolar polarization aligning with the applied oscillating field, dispersions occur, preventing molecules from fully aligning with the higher frequency oscillating electric field. This phenomenon, known as dielectric relaxation, is notably observed in the microwave region of the electromagnetic spectrum. Beyond this frequency range, oscillating electric fields cease to induce molecular polarity in the material [1].

**Dielectric Constant**

A material is considered a dielectric if it has the capability to retain energy when an external electric field is applied. When a DC voltage source is connected across a parallel plate capacitor, the presence of a dielectric material between the plates allows for more charge storage compared
to having no material (a vacuum) between the plates. The dielectric material enhances the capacitor's storage capacity by counteracting charges at the electrodes that would normally contribute to the external field. The capacitance with the dielectric material is determined by its dielectric constant, often denoted as $\varepsilon_r$ or sometimes $K$ or $\kappa$, which is defined as:

$$\varepsilon_r = \frac{\varepsilon}{\varepsilon_0} \tag{5}$$

where $\varepsilon$ is the static permittivity of the material.

**Resistivity**

Electrical resistivity, also known as specific electrical resistance or volume resistivity, is a measure of how strongly a material opposes the flow of electric current. A low resistivity indicates that the material readily allows the movement of electrical charge. The term "electrical resistivity" ($\rho$) can be defined in two ways: first by $\rho = E/J$ where $\rho$ is the static resistivity (measured in volt-meters per ampere, V m/A), $E$ is the magnitude of the electric field (measured in volts per meter, V/m), and $J$ is the magnitude of the current density; secondly by $\rho = R \cdot \ell/A$ where $\rho$ represents static resistivity, $R$ denotes electrical resistance, $A$ stands for cross-sectional area and $\ell$ represents length [4].

### 3.5 Dielectric Relaxation

The reduction of polarization to zero is not an immediate occurrence; instead, it unfolds over a finite duration when a prolonged direct voltage is exerted on a dielectric material. Correspondingly, when the electric field is eliminated, the same duration is necessary for the
dipoles to revert to a random distribution, influenced by the temperature of the medium. In situations where an abrupt direct voltage is applied, molecules need a finite amount of time to orient themselves, giving rise to the observed polarization effect. This phenomenon is referred to as dielectric relaxation [6]. Mathematical models, including Debye, Cole-Cole, and Cole-Davidson equations, describe dielectric relaxation behaviors in materials.

One of these models which was developed by Dutch born physicist Peter Debye gives an equation which puts dielectric relaxation in its simplest form.

\[
\varepsilon' = \varepsilon + \frac{\Delta\varepsilon}{1+j\omega\tau}
\]

(6)

Where \( j \) signifies the imaginary unit \((j = \sqrt{-1})\), occasionally denoted as \( \kappa \), \( \omega \) is the angular frequency \((\omega = 2\pi f)\), \( \tau \) is the orientational relaxation time of the dipole. Debye relaxation characterizes the dielectric response of an ideal and non-interacting assembly of dipoles when subjected to an alternating external electric field.

Debye relaxation is insufficient in describing all relaxation phenomena, leading to modifications to accommodate diverse materials in varying states. An enhancement to Debye's original equation was introduced by K.S. Cole and R.H. Cole, incorporating an empirical parameter denoted as \( 0 < \alpha < 1 \) (Equation 7). Notably, when \( \alpha \) equals 0, the equation reverts to the Debye equation.

\[
\varepsilon' = \varepsilon + \frac{\Delta\varepsilon}{(1+j\omega\tau)^{1-\alpha}}
\]

(7)

The Cole-Cole equation, as presented above, holds applicability for materials demonstrating a consistent and symmetrical distribution of relaxation times. Nevertheless, various relaxation phenomena, particularly evident in synthetic polymers, do not adhere to this
symmetrical pattern. Recognizing this non-uniform distribution, Cole and Davidson introduced an asymmetry parameter denoted as $0 < \beta < 1$ (Equation 8). It's noteworthy that when $\beta$ equals 1, the equation aligns with the Debye equation. This augmentation addresses the intricacies of non-symmetrical relaxation distributions, providing a more comprehensive framework to capture the diverse relaxation behaviors observed in certain materials, such as synthetic polymers.

$$\epsilon' = \epsilon + \frac{\Delta \epsilon}{(1+j \omega \tau)^{\beta}}$$  \hspace{1cm} \text{(8)}

The equation evolved further with input from Havriliak and Negami. Their proposal involved merging the Cole-Cole and Cole-Davidson equations (Equation 9). In this formulation, when $\alpha$ equals 0, the equation transforms into the Cole-Davidson equation. Similarly, if $\beta$ equals 1, the equation reverts to the Cole-Cole equation. This combination offers a versatile approach, allowing the equation to align with either the Cole-Davidson or Cole-Cole model based on the values assigned to $\alpha$ and $\beta$ \cite{1,7}.

$$\epsilon' = \epsilon + \frac{\Delta \epsilon}{(1+j \omega \tau)^{(1-\alpha)\beta}}$$  \hspace{1cm} \text{(9)}

Dielectric spectroscopy serves as a powerful tool for precisely measuring the material's permittivity in its complex form. The complex permittivity is intricately defined by the real and imaginary components, elegantly expressed through equation 10.

$$\epsilon^*(\omega) = \epsilon_r + \frac{\sigma^*}{j \omega}$$  \hspace{1cm} \text{(10)}

Here, $\epsilon^*$ symbolizes the complex permittivity, and $\sigma^*$ represents conductivity. The real and imaginary facets of the complex permittivity intricately capture the energy stored and lost by the
material. In an ideal relaxation scenario, the descent of $\varepsilon'$ harmonizes with the ascent of $\varepsilon''$ to its pinnacle.

The quantification of a material's permittivity commonly adopts the approach of relative permittivity, where the material's permittivity is computed in relation to the permittivity of free space. This calculation is expressed in equation 11.

$$
\varepsilon^*_r = \frac{\varepsilon^*}{\varepsilon_0} = \frac{\varepsilon'(\omega) - j\varepsilon''(\omega)}{\varepsilon_0} = \varepsilon'_r - j\varepsilon''_r
$$

(11)

Here, $\varepsilon^*_r$ is the relative permittivity, $\varepsilon_0$ is the permittivity of free space, and $\varepsilon'_r$ and $\varepsilon''_r$ denote the real and imaginary components of the relative permittivity, respectively.

### 3.6 Dielectric Spectroscopy

#### 3.6.1 Introduction

Dielectric spectroscopy analyzes electrical properties of a material under test (MUT) across frequencies. This non-destructive, non-ionizing method relies on the interaction between an externally applied electric field and the electric dipole relaxation moment of the MUT, expressed in terms of real and imaginary permittivity. Various approaches have been developed, involving the measurement of capacitance and conductance of the MUT at different frequencies. The resulting dielectric spectra are then analyzed to differentiate between different MUTs.
A typical microwave sensor system includes three main components: a sensor, a vector network analyzer (VNA), and a graphical user interface (GUI) (See figure 3.4). The VNA, commonly used in Radio Frequency (RF) design, helps characterize RF and microwave devices by measuring network scattering parameters (S-parameters). It provides precise readings with a high number of sweep points, and the data can be presented in terms of magnitude, phase, and complex data. The GUI controls the entire system, initializing the VNA, configuring parameters, collecting information from a sensor via the VNA, analyzing data, and displaying relevant information on a computer screen [8].

![Diagram of a microwave sensor system](adapted from [8]).

The VNA displays the reflected signal as $S_{11}$ parameters and the transmitted signal as $S_{21}$ parameters, which can then be interpreted to calculate the permittivity of the material under test. The dielectric constant, dielectric loss, and loss tangent of the MUT can be determined using specific equations. This comprehensive method provides valuable insights into the electrical behavior of materials across different frequency ranges [1].

$$
\varepsilon' = \frac{\nu_{c}(f_{c}-f_{s})}{2\nu_{s}f_{s}} + 1
$$

(12)
\[
\varepsilon'' = \left( \frac{V_c}{4V_s} \right) \left( \frac{1}{Q_s} - \frac{1}{Q_C} \right) \quad (13)
\]
\[
\tan \delta = \frac{\varepsilon''}{\varepsilon'} \quad (14)
\]

=energy lost per cycle/ energy stored per cycle.

In the equations (12-14), \(\varepsilon'\) represents the dielectric constant, while \(\varepsilon''\) signifies the dielectric loss. \(\tan \delta\) is also referred to as the loss tangent [4]. The variables \(f_c\) and \(f_s\) denote the resonant frequencies of the empty and loaded cavity, respectively, whereas \(V_S\) and \(V_C\) represent the volumes of the sample and cavity. \(Q_C\) and \(Q_S\) are the quality factors of the empty and loaded cavity, respectively. This method, although relatively straightforward, comes with certain limitations. When dealing with materials characterized by high losses, accurately determining the cutoff frequency of the waveguide can be challenging due to significant signal attenuation. Additionally, the assessment of permittivity is constrained by the physical dimensions of the waveguide, limiting its application to a specific range of frequencies [1].

This technique is appealing because it is non-invasive and non-destructive, and it is cost-effective with immediate results. The results can be presented in different ways, such as magnitude, phase angle, Smith chart, or polar format (see Figure 3.5). The output comprises both amplitude and phase, making it a vector quantity. For example, the amplitude, represented as the reflection coefficient magnitude (\(|S_{11}|\)), is displayed as a spectral response in dB on the y-axis against frequencies on the x-axis. This representation indicates the amount of energy absorbed at a specific frequency. To summarize, these outputs illustrate how the response varies at specific frequencies due to the permittivity of the MUT. For low frequencies, impedance (Z) measurements are used, including both resistance (R) and reactance (X) as described by Equation 13.
\[ |Z| = \sqrt{R^2 + X^2} \] (15)

Figure 0.5. Example of raw output data as a reflection coefficient from a VNA [3].

By examining the electromagnetic spectral response, it becomes feasible to recognize changes associated with the MUT. However, it's crucial to note that the response can also be influenced by variations in other factors like temperature, density, and pressure. Overcoming potential interferences in the output signal requires a comprehensive understanding of these contributing factors [3].

### 3.6.2 Measuring methods

Numerous techniques exist to measure complex permittivity, each constrained by specific frequencies, materials, and applications. Examples include transmission/reflection line, open-
ended coaxial probe, free space, and resonant methods. Table 3.1 provides instances of materials, S-parameters, and dielectric properties measured using these methods [9].

### TABLE 0.1
Comparison between measurement methods (adapted from [9]).

<table>
<thead>
<tr>
<th>Measurement techniques</th>
<th>Materials</th>
<th>S-parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission/Reflection Line</td>
<td>Coaxial line, waveguides</td>
<td>$S_{11}$, $S_{22}$, $S_{12}$, $S_{21}$</td>
</tr>
<tr>
<td>Open-ended coaxial probe</td>
<td>Liquids, biological specimen, semi-solids</td>
<td>$S_{11}$, $S_{22}$</td>
</tr>
<tr>
<td>Free space</td>
<td>High temperature material, large flat solid, gas, hot liquids</td>
<td>$S_{11}$, $S_{22}$, $S_{12}$, $S_{21}$</td>
</tr>
<tr>
<td>Resonant Method (Cavity)</td>
<td>Rod shaped solid materials, waveguides, liquids</td>
<td>Frequencies, Q-factors</td>
</tr>
</tbody>
</table>

**Transmission/Reflection line method**

In the Transmission/Reflection line method, a sample is placed in a segment of waveguide or coaxial line, and a VNA is used to measure the complex scattering parameters at two ports (See figure 3.6). Calibration precedes the measurement, and parameters like reflected ($S_{11}$, $S_{22}$) and transmitted signal ($S_{21}$, $S_{12}$) are assessed. These scattering parameters are closely tied to the material's complex permittivity and permeability through specific equations. Converting S-parameters to complex permittivity and permeability involves utilizing specialized software for
solving these equations. In many cases, preparing the sample includes machining to ensure a precise fit in the waveguide or coaxial line. Calibration techniques in transmission line measurements yield various resonant behaviors using different terminations. For accurate dielectric measurement, an open-circuited or other capacitive termination is employed to maximize the electric field. When conducting coaxial line measurements, calibration may include using short-circuited, open-circuited, or matched load terminations. This approach enables the determination of a material's permittivity effectively.

Figure 0.6. Schematic of a transmission line utilizing the waveguide technique (R = power reflected, T = power transmitted) [10]

In the transmission/reflection line method, the VNA undergoes initial calibration at the connector calibration plane, with the material under test (MUT) securely placed in a holder to minimize air gap-induced measurement uncertainty. Two methods extend the calibration plane to the sample surface. The first method manually incorporates the phase factor, adjusting the calibration plane from connector to MUT surface. The second method employs the VNA's de-
embedding function, canceling out the holder's influence on material measurement. Both approaches yield identical results. Post-processing the measured s-parameters with dedicated software determines complex dielectric properties. This method is advantageous for samples with medium to high loss, allowing determination of both permittivity and permeability. However, accuracy is limited by air-gap effects, and precision diminishes when the sample length is a multiple of one-half wavelength in the material.

Open-ended coaxial probe

The open-ended coaxial probe method is a well-established non-destructive testing technique. It involves pressing the probe against a specimen or immersing it in liquids (Figure 3.7). The measured reflection coefficient helps determine permittivity. Notably, for certain measurements, especially with biological specimens where material characteristics may change, cutting out a sample might not be feasible. This method allows placing the sample in close contact with the probe without altering its characteristics. A VNA calibrates the probe system, referencing reflection coefficient measurements to the probe aperture plane. Calibration is achieved through two methods. The first method involves direct calibration at the open-end using reference liquids, though uncertainties arise from characterizing these liquids. Water, saline, and methanol are common choices. Standard one-port full calibration is then applied to measurements on the MUT, with post-processing using a program to derive dielectric parameters [9].
Figure 0.7. Network analyzer and dielectric probe measuring the permittivity of contaminated soil [6].

In the calibration process, the VNA is calibrated at the connector plane using standards (open, short, and match), and the probe is then connected at the connector plane. To minimize reflections from the connector, the VNA's time domain feature with a gating function is employed. Complex coefficient data ($K_C$) referenced to the connector plane are recorded and processed in two steps. The first step involves a de-embedding model that compensates for probe propagation characteristics, translating the measurement reference from the connector plane to the probe aperture plane. The second step applies a rational function model to calculate the sample's permittivity using the embedded reflection coefficient ($K_a$). The method has advantages such as no sample machining, easy preparation, and rapid measurement of dielectric properties for numerous samples after calibration. It allows measurements in a controlled temperature environment. However, it is limited to reflection measurements and can be affected by air gaps in specimen measurements [9].

*Free space method*
Free space measurement enables testing materials under high temperatures or hostile environments, operating across wide band frequencies. This method requires the MUT to be large and flat. Two antennas, connected to a network analyzer, are positioned facing each other for measurements. Calibration is crucial, with through-reflect-line (TRL), through-reflect-match (TRM), and line-reflect-line (LRL) being common methods. LRL calibration typically yields the highest quality. The line standard is achieved by separating antenna focal planes to about a quarter of a wavelength, while the reflect standard involves placing a metal plate on the sample holder between the antennas. Once calibrated, s-parameters of an empty sample holder are measured, and using the de-embedding function, the influence of the sample holder is canceled when determining the MUT's s-parameters. Time domain gating prevents multiple reflections in the sample and eliminates energy diffraction from antenna edges. Post-processing measured coefficients with dedicated software determines dielectric properties.

![Diagram of free space measurement](image)

Figure 0.8. Measurement of sample using free space method [11].
Figure 3.8 illustrates the idea of transmission and reflection free space method. The antennas and the space between them form a two-port network, characterized by four S-parameters [11].

Advantages of the free space method include its applicability for high-frequency measurements, non-destructive nature, suitability for measurements in hostile environments, and the ability to evaluate both magnetic and electric properties. However, it has limitations, requiring a large and flat MUT, potential for multiple reflections between antennas and the sample surface, and susceptibility to diffraction effects at the sample's edge [9].

**Resonant method**

Resonant measurements, while highly accurate for obtaining permittivity, have limitations related to material frequencies and loss characteristics. Various resonant methods exist, including reentrant cavities, split cylinder resonators, and cavity resonators. Two commonly used resonant measurements are perturbation methods, suitable for all permittivity and magnetic material measurements, and low-loss methods, applicable to larger samples with low loss. The perturbation method, particularly with a transverse magnetic cavity geometry, is popular. By monitoring the resonance characteristics of the material under test (MUT) in the cavity, including quality factor and resonance frequency, dielectric parameters can be determined. This involves measuring the resonant frequency and quality factor of an empty cavity, repeating the measurement with the MUT, and calculating permittivity or permeability using frequency, volume, and q-factor.
Calibration of the network analyzer is unnecessary for this type of measurement. An example of a cavity resonator is shown in figure 3.9.

![Cavity Resonator Diagram](image)

Figure 0.9. Measurement of thin film using cavity resonator [9].

Advantages of the resonant method include the ability to measure very small MUT and the use of approximate field expressions in the sample and cavity. However, it has limitations, requiring a high-frequency resolution VNA and being limited to a narrow band of frequencies [9].

### 3.7 Scattering Parameters

The detection instrument used in this study is specifically designed for operation within the microwave region, encompassing wavelengths ranging from 1 mm to 1 m, corresponding to frequencies between 300 MHz and 300 GH. At these frequencies, the application of high-
frequency theory supplements traditional circuit theory. Instead of utilizing lumped impedance and reactance to characterize circuits, the focus shifts towards the relevance of reflected and transmitted power, given the distributed nature of the elements.

3.7.1 S-Parameter Matrices

At high frequencies, measuring total voltage or current becomes challenging. Hence, S-parameters, also known as "scattering parameters," are commonly utilized. These parameters, encompassing measurements like gain, loss, reflection/transmission coefficient, and impedance/admittance, offer simplicity and avoid the need for connecting undesirable loads to the MUT. The number of S-parameters for a device equals the square of its port number; for instance, a two-port device has four S-parameters. The numbering convention designates the first number after "S" as the port where energy emerges, and the second number as the port where energy enters. Thus, \( S_{21} \) measures the power emerging from port 2 due to a high-frequency stimulus at port 1, while identical numbers (e.g., \( S_{11} \)) indicate a reflection measurement [12, 13].

The scattering parameters are represented by the following equations:

\[
b_1 = S_{11}a_1 + S_{12}a_2
\]

\[
b_2 = S_{21}a_1 + S_{22}a_2
\]

In these equations, the traveling wave variables \( a_1, b_1 \) at port 1 and \( a_2, b_2 \) at port 2 in the two-port network. These variables are defined in terms of total voltage and current phasors (\( U_1, I_1 \) at port 1 and \( U_2, I_2 \)) and the reference impedance \( Z_0 \) according to the following equations:

\[
a_1 = \frac{U_1 + I_1Z_0}{2\sqrt{Z_0}} \quad a_2 = \frac{U_2 + I_2Z_0}{2\sqrt{Z_0}}
\]
\[ b_1 = \frac{U_1 - I_1 Z_0}{2\sqrt{Z_0}} \]
\[ b_2 = \frac{U_2 - I_2 Z_0}{2\sqrt{Z_0}} \]  \hspace{1cm} (18)

The wave variables' magnitudes \(|a_1|^2, |a_2|^2, |b_1|^2, |b_2|^2\) represent incident and reflected power in a two-port network. \(|a_1|^2\) is the power incident on port 1, \(|a_2|^2\) is the power incident on port 2.

S-parameters are measured by connecting the network to a transmission line with a network analyzer. The reference impedance is often set to be \(Z_0 = 50 \Omega\).

The S-parameters are measured by connecting to a matched load \((Z_L = Z_0)\), eliminating reflected waves from the load \((a_1=0)\). The S-parameter equations 15 & 16 above then simplify to 19a and 19b.

\[ S_{11} = \frac{b_1}{a_1} \Bigg|_{a_2=0} \quad S_{21} = \frac{b_2}{a_1} \Bigg|_{a_2=0} \]  \hspace{1cm} (19a & 19b)

By reversing the roles of the generator and load, similar measurements can be made for \(S_{12}\) and \(S_{22}\):

\[ S_{12} = \frac{b_1}{a_2} \Bigg|_{a_1=0} \quad S_{22} = \frac{b_2}{a_2} \Bigg|_{a_1=0} \]  \hspace{1cm} (20a & 20b)

Parameter \(S_{11}(S_{22})\) corresponds to the input (output) reflection coefficient, while \(S_{21}(S_{12})\) corresponds to the forward (reverse) transmission coefficient as depicted in figure 3.10. Each scattering parameter is generally complex, denoted as \(S_{ij} = |S_{ij}| e^{j\theta_{ij}}\), where \(|S_{ij}|\) is the amplitude ratio, and \(\theta_{ij}\) is the phase difference of traveling waves \((a_1, b_1, a_2, b_2)\) [12, 13].
Figure 0.10. The S-parameter matrix of a two port system [14].

3.7.2 Advantages of using S-parameters

Advantages of using S-parameters include gaining valuable insights into the performance of linear electrical networks like amplifiers, filters, and RF components. They capture details on signal reflection, attenuation, signal magnitude, and phase. Furthermore, S-parameters enable the extraction of various transmission line parameters using specific mathematical models and equations such as R, L, C, G, TD, and Z₀. They facilitate circuit optimization by identifying locations of signal loss and impedance mismatches. Additionally, the S-parameters of an S-matrix can be easily transformed into other parameters, including Z-parameters, Y-parameters, H-parameters, T-parameters, and ABCD-parameters, offering flexibility and convenience in analyzing and designing electronic circuits.

Return Loss serves as an indicator of signal degradation caused by reflection or disturbances in a transmission line, measured in decibels (dB) as a scalar (amplitude-only) parameter. A well-matched MUT contributes to substantial power dissipation in the reflected signal, yielding a heightened return loss. Conversely, a poorly matched MUT characterized by
heightened reflections results in diminished loss, hence a reduced return loss. The logarithmic expression for return loss is given by the formula [15]:

\[
\text{Return loss (dB)} = -10 \times \log \left( \frac{\text{Incident Power (W)}}{\text{Reflected Power (W)}} \right) \tag{21}
\]

*Insertion loss* represents the energy attenuation experienced by a signal during its journey along a cable link. This phenomenon, known as attenuation, is an inherent aspect of any transmission, be it electrical or data. The extent of signal reduction, influenced by the cable's length, directly correlates with insertion loss—the longer the cable, the more pronounced the insertion loss. Additionally, any connection points within the cable link, such as connectors and splices, contribute to insertion loss. The equation for insertion loss is given by equation [5].

\[
\text{Insertion loss (dB)} = 10 \times \log \left( \frac{\text{Incident Power (W)}}{\text{Transmitted Power (W)}} \right) \tag{22}
\]

### 3.7.3 Relationship between S-parameters and Impedance

VNA’s are useful test instruments for characterizing rf circuits and amplifiers. But what about the measurement of simple passive components? How can a chip impedance be calculated from the measured S-parameters? The following equations show how this is done for the reflection and transmission [16-18].

For Reflection (\(Z_r\)):

\[
Z_r = \frac{Z_0(1+S_{11})}{1-S_{11}} \tag{23}
\]

For Transmission (Low-level Impedance):

\[
Z_t = \frac{Z_0S_{21}}{2(1-S_{21})} \tag{24}
\]
For Transmission (Average and high-level Impedance):

\[ Z_t = \frac{2Z_0(1-S_{21})}{S_{21}} \]  

(25)

3.8 Practical Considerations for BDS

3.8.1 Instrumentation - Network Analyzers

Network analysis involves creating a data model for transfer and/or impedance characteristics of linear networks, achieved through stimulus response testing across the frequency range of interest. Network analyzers perform this through point-to-point frequency testing or sweeping the entire frequency band at once. While network analysis is typically limited to defining linear networks, sine wave testing is ideal for characterizing magnitude and phase response with frequency variation. These analyzers measure transfer and impedance functions by separating signals from the device under test, requiring detection of appropriate signal ratios and displaying the results. In microwave frequencies with potential standing waves, analyzers must handle signal separation from travelling waves. Automatic Vector Network Analyzers (AVNA) are commonly used for precise measurements, available in both scalar (magnitude only) and vector (both magnitude and phase) types. Two detection methods are employed: broadband detection covers the full frequency spectrum of the input signal, while narrow-band detection uses tuned receivers converting continuous wave (CW) or swept RF signals to a constant intermediate frequency (IF) signal. Each detection scheme offers its advantages [10].
Scalar analyzers typically utilize broadband detection techniques, which reduce instrument costs by eliminating the need for the IF section found in narrowband analyzers. However, this sacrifice results in lower noise and harmonic rejection. Broadband systems are advantageous for making measurements when input and output frequencies differ, such as in assessing the insertion loss of mixers and frequency doublers—an ability not present in narrowband systems.

On the other hand, VNAs typically employ narrowband detection techniques, leading to more sensitive and low-noise detection of a constant IF. This enhances accuracy and dynamic range for frequency-selective measurements compared to broadband systems. Analyzer systems offer adaptability and flexibility, showcasing impedances on a Smith chart overlay for a polar display. S-parameter measurements can be performed by attaching a suitable test set. Computer-controlled network analyzers can be programmed for automated setup and measurements, accelerating the process. Additionally, the computer's capability to store, transform, summarize, and output data in various formats to multiple peripherals further expedites the measurement process. Furthermore, functions initially displayed in the frequency domain can be converted to the time domain for additional analysis [10].

3.8.2 Microwave Measurements with VNA’s

When using a network analyzer system for microwave measurements, inherent errors fall into two categories: instrument errors and test set/connection errors. Instrument errors involve variations due to noise, imperfect conversions, crosstalk, logarithmic conversion inaccuracies, non-linear displays, and system drift, with modern analyzers exhibiting minimal instrument errors. Test set/connection errors at ultra-high frequency and microwave frequencies contribute to measurement uncertainty in a probe network analyzer system, quantified as directivity, source
match, and frequency tracking errors. Hewlett Packard has developed an analytical model to correct reflectivity measurements, especially for in-vivo measurement probes, incorporating equations that account for open-circuit fringing capacitance. For accurate microwave frequency measurements, power rather than voltage or current is preferred due to variations along the transmission line.

Noise, categorized into internal and external, influences signal-to-noise ratios (SNR), which is vital for electronic system evaluation. SNR is expressed in decibels and considers the ratio of signal to noise power.

Frequency measurements at microwave frequencies can be made directly with a frequency counter or through down-conversion techniques like prescaling, transfer oscillator, and harmonic heterodyne. Prescaling involves dividing the frequency of the input signal to make it countable. However, its frequency limitations must be considered. Also, when the amplitude of the microwave signal is low, the detector operates in its quadratic or square-law region, while in its linear region, it rectifies the applied signal when the microwave signal power exceeds -15 dBm [10]. Table 3.2 compares a wide range of microwave dielectric measurement systems.
<table>
<thead>
<tr>
<th>Slotted line reflection system</th>
<th>Guided wave transmission system</th>
<th>Free space transmission system</th>
<th>Filled cavity resonance system</th>
<th>Partially filled cavity resonance system</th>
<th>Probe reflection system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>broad band</td>
<td>banded</td>
<td>single</td>
<td>single</td>
<td>broad band</td>
</tr>
<tr>
<td>Sample size</td>
<td>moderate</td>
<td>moderate</td>
<td>large</td>
<td>large</td>
<td>very small</td>
</tr>
<tr>
<td>Temperature monitoring/control</td>
<td>difficult</td>
<td>difficult</td>
<td>very easy</td>
<td>very easy</td>
<td>easy</td>
</tr>
<tr>
<td>Accuracy for:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low-loss material</td>
<td>very low</td>
<td>Moderate</td>
<td>Moderate</td>
<td>very high</td>
<td>high</td>
</tr>
<tr>
<td>High-loss material</td>
<td>low</td>
<td>moderate</td>
<td>moderate</td>
<td>does not work</td>
<td>low</td>
</tr>
<tr>
<td>Sample preparation</td>
<td>easy</td>
<td>difficult</td>
<td>easy</td>
<td>very difficult</td>
<td>easy</td>
</tr>
<tr>
<td>Most suitable test material</td>
<td>solids, semi-solids</td>
<td>solids</td>
<td>large flat sheets</td>
<td>solids, semi-solids, liquids</td>
<td>solids, semi-solids, liquids</td>
</tr>
<tr>
<td>To test material</td>
<td>destructive</td>
<td>destructive</td>
<td>non-destructive</td>
<td>destructive</td>
<td>destructive non-destructive</td>
</tr>
<tr>
<td>Commercial vendors</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

TABLE 0.2
A Broad Comparison Of Microwave Dielectric Measurement Systems [10].
3.8.3 Lecroy SPARQ

The VNA employed in this study is the SPARQ-4004E manufactured by Teledyne LeCroy (See figure 3.11). SPARQ stands out as an excellent tool for analyzing multi-port devices often encountered in signal integrity applications, all while being more affordable compared to conventional methods. Its versatility makes it suitable for various tasks, including the development of measurement-based simulation models, design validation, compliance testing, high-performance time-domain reflectometry (TDR), PCB testing, and fulfilling portable measurement needs [19].

Figure 0.11. A Lecroy SPARQ analyzer connected to a pc with a USB cable [20].

3.8.4 Microstrips and Waveguides

A microstrip is a printed circuit version of a wire placed over a ground plane. As the distance between the ground plane and the strip increases, it tends to emit radiation. To minimize radiation while avoiding narrow strip widths, a substrate thickness of a few percent of a wavelength is ideal. The Microstrip line exhibits dispersion, meaning that as frequency increases, the effective dielectric constant gradually approaches that of the substrate, resulting in a decrease in phase
velocity. This holds true even with non-dispersive substrate materials, where the dielectric constant typically decreases with frequency.

A coplanar waveguide (CPW) comprises a conductor separated from two ground planes, all etched on one side of a dielectric on the same plane. The dielectric should be sufficiently thick to attenuate electromagnetic fields within the substrate. Another type of CPW, known as grounded coplanar waveguide (GCPW), features a ground plane on the opposite side of the dielectric. GCPW is preferred over microstrip for thick substrates [21, 22]. GCPWs, used as an alternative to microstrip lines on printed circuit boards, typically have a gap between the strip and ground larger than the substrate thickness. This concentrates the GCPW field between the strip and the substrate ground plane, behaving similarly to microstrip. By connecting ground planes with vias, GCPW is less prone to radiation and offers higher isolation than microstrip [22].

The advantages of CPWs include simple fabrication, straightforward surface mounting and assembly, absence of via holes, and reduced radiation loss. Additionally, CPWs' ground planes isolate adjacent signals, effectively minimizing crosstalk commonly encountered in close-proximity conductive lines. The design of a coplanar waveguide transmission line consists of a center conductor acting as the signal line, surrounded by two ground planes [21].

In this study, a ground–signal–ground (GSG) CPW fabricated from gold-covered alumina (1 mm thick polished alumina with a dielectric constant of 9.5) is utilized. End launch connectors hold it together, connecting it to the VNA for measurement (see figures 3.12 and 3.13). Details and dimensions of the waveguide and end launch connectors are shown in APPEN Figure 13 shows the dimension of the GSG CPW. Most of the samples I used were deposited on highly resistive Si substrates. Despite the high resistivity, they are still conductive. As such the sensing
substrate is isolated from the gold signal traces by a Corning glass cover slide cover to prevent shortening of the ground and signal traces.

Figure 0.12. Image of the top-down view of the grounded coplanar waveguide with end launchers.

Figure 0.13. A schematic cross section of a GSG coplanar waveguide with its dimensions shown [23].
3.9 Some examples of BDS use in other studies

This section highlights the diverse applications of Broadband Dielectric Spectroscopy (BDS) in the investigation of dielectric responses in different systems. The examples presented demonstrate the versatility of BDS in studying water structure, alkali metal chlorides, and biomolecules.

3.9.1 Water Structure

In a study conducted by Shiraga et al., they explore how saccharides affect freezing and dehydration by examining their hydration properties and impact on water's hydrogen bond network. Researchers measured dielectric constants of glucose solutions at different frequencies and analyzed the data to understand underlying mechanisms. The results show that water around glucose has slower relaxation times and disrupted hydrogen-bonded structures, indicating that saccharides break down hydrogen bonds in water [24].

3.9.2 Alkali Metal Chlorides

Alkali metal chlorides, like table salt, dissolve in water, forming strong electrolyte solutions. In Chen et al.'s study, dielectric relaxation of KCl and CsCl solutions was examined at 25°C using various measurement methods. The findings, similar to those for NaCl, were well-matched by a Cole-Cole equation. The spectra from their results revealed that the impact of the solute on the water structure was evident in the reduction of bulk-water relaxation time with increasing electrolyte concentration and follows this sequence: NaCl>KCl>CsCl. This effect was proportional to the surface-charge density of the cation [25].
3.9.3 Biomolecules

Understanding the electromagnetic properties of biomolecules is crucial for advancing interactions between electric fields and biosystems, aiding the development of innovative biomedical diagnostic and therapeutic approaches. A study conducted by Havelka et al., introduces a method for designing radiofrequency and microwave chips to quantitatively sense the dielectric properties of biomolecule solutions. The approach involves determining the primary frequency band of interest based on the targeted molecule's relaxation time through the Stokes–Einstein–Debye equation. A microwave sensing chip is then proposed, its performance evaluated through analytical modeling and numerical electromagnetic simulations. The fabricated chip is experimentally shown to extract the complex permittivity (0.5–40 GHz) of water solutions of alanine, a common amino acid, without requiring calibration liquid and with a significantly smaller volume than commercial methods. Molecular dynamics simulations help interpret the observed dependence of complex permittivity on alanine concentration. This method can be broadly applied for developing dielectric sensing of various polar biomolecule solutions [26].

3.10 How BDS was used for this Research Work

Conventional methods for gas sensing, such as resistance-based direct current (DC) methods, require establishing electrical connections with the sensing materials. However, these connections are prone to imperfections, leading to inaccuracies in measurements. The present study introduces an alternative approach by exploring the viability of utilizing contactless BDS
as a metrology technique for gas monitoring. By employing BDS, the aim is to circumvent the issues associated with inaccuracies in resistivity values caused by the use of probes and unintended interactions between measurement tools and the material being measured [27, 28].

This study demonstrates that BDS-based metrology offers a promising solution to these challenges. By eliminating the need for physical contact with the sensing material, BDS minimizes distortions in the reported resistivity values and reduces parasitic errors resulting from interactions between the measurement tools and the material under observation. Furthermore, the analysis of BDS data at specific frequencies enabled the extraction of valuable electrical insights that can be linked to fundamental processes occurring within the sensing material. For instance, these electrical signals can be correlated to phenomena such as charge-transfer reactions involving point defects in materials like ZnO and the adsorption of molecules from the surrounding gaseous environment [29]. The exact experimental details and parameters concerning the application of BDS to measure the performance of the sensors are provided in Chapters 4, 5, 6 and 7.
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CHAPTER 4

THE USE OF ZnO AS SENSING MATERIAL


4.1 Introduction

Metal-oxide (MO) nanostructures are used in multiple fields, including optoelectronics, microelectronics and gas sensing. In gas sensing applications, most of the MO tend to be II-VI semiconducting metal oxide materials due to their low cost, simple design and ease of production, short response time, wide detection range, and resistance to harsh working environments [1-2]. We have developed and demonstrated the utility of ZnO and ZnO/Al2O3 MO nanorods for ethanol detection [3]. However, the intrinsic properties of these MO and their complex point defect physics are not well understood, partly due to tool-measurand interactions because of the electrical techniques used in the characterization. The electrical contacts to the metal oxide devices invariably introduce parasitic artifacts that distort the measurands. Thus, we need non-contact metrology that will enable an unbiased understanding of how these metal oxide devices work; broadband dielectric spectroscopy (BDS) has the potential for probing the intrinsic properties of material systems [4-5].

ZnO is a well-known in gas sensing due to its good inherent electrical properties, wide band gap of 3.37 eV, ≈60 meV exciton binding energy at room temperature, high electrochemical- and mechanical stabilities. In general, ZnO based gas sensors tend to work well for ethanol
detection with high sensitivity, short response time, and fast recovery time. However, the state-of-the-art thin film ZnO gas sensors suffer from insufficient sensitivity, long response times, and long recovery times. To address this shortcoming, we synthesized ZnO nanorods (see Fig. 4.1) to increase the surface-to-volume ratio offering significantly increased sensing surfaces. [3]

Mechanistically, when n-type MO semiconductor material, such as ZnO, are exposed to oxygen-rich ambient, oxygen molecules adsorb on the metal oxide moieties, and in a standard oxidation reaction withdraw electrons from the conduction band of ZnO, resulting in a layer of oxygen-negative ions being formed on the surface. This leads to a decrease in its majority carrier density, plus an increase in the width of the depletion region, and the built-in potential barrier on the MO-air interface. This causes the resistance of a MO gas sensor material to increase.

As a standard volatile organic compound (VOC) sensor activation step, the MO solid-state gas sensors need to be heated to their operating temperature. This MO sensor preparation step is typically conducted in ambient air, with oxygen ionic species adsorbing and oxidizing the n-type ZnO surface. In this chemical oxidation reaction, electrons transfer from the conduction band of the semiconducting ZnO nanorod surface into the adsorbed oxygen species, causing a negative charge build-up on the nanorod surface. This, in turn, causes an increase in the depletion width and results in the initial increase of resistance during the sensor preparation step. In the subsequent sensing step, upon exposure to a reducing target gas (in our case ethanol), electrons are injected back into the conduction band, thus restoring the depletion layer with increasing majority carrier density and decreasing the electrical resistance of the MO solid-state sensor device.

Microwave signals are absorbed when inserted into such materials due to the interactions with the intrinsic electrical and magnetic properties of the material, in addition to the changes in the polarizability of the MO-adsorbate interface. In general, the electromagnetic signal-material
interactions result in changes in the signal’s characteristics such as attenuation constant and phase constant, used to define the propagation constant, which can be monitored with a 2-port vector network analyzer. Contactless broadband dielectric spectroscopy (BDS) is most advantageous for monitoring reactions involving some degree of charge transfer regardless of the nature of the charge carriers, i.e., electrons and holes [6]. This makes BDS an ideal method for monitoring gas-sensing reactions, especially volatile organic compounds (VOC) interactions with metal-oxides, since they involve reversible charge transfer reactions that result in measurable changes in the electrical properties of the sensing element such as the ac impedance [7-8]. In this work, we demonstrate the feasibility of the BDS, as an alternative technique, and use it to investigate the sensor activation step for VOC detection with our ZnO nanorod materials.
Figure 0.1. Planar view and Cross-sectional FE-SEM images of intrinsic ZnO nanorods highlighting the fine grain polycrystalline ALD ZnO seed layer underneath and the resulting morphology of a dense array of ZnO nanorods (adapted from Reference 3).

4.2 Experimental

For this study, the MOS solid-state gas sensor device consisted of hydrothermally synthesized ZnO nanorods grown on a fine grain ZnO seed layer fabricated by atomic layer deposition (ALD) on a highly doped p-type silicon substrate [3, 8]. We note that the resistivity of the substrate is not critical to the ZnO growth. The ZnO samples were used as-received, and 1 ml of target gas (analytical grade ethanol, C\textsubscript{2}H\textsubscript{5}OH, EtOH) was injected into the reactor via a long-needled hypodermic syringe as needed.
Because of the low resistivity of the silicon substrate, the sample chip (4.5 mm wide by 9 mm length) was insulated from the 50 Ohm ground-signal-ground coplanar waveguide (CPW) by a 0.2 mm thick precleaned glass microscope slide coverslip (24 mm by 24 mm) to prevent shorting the signal lines as shown in Figure 4.3. The sample-CPW assembly was situated in a thermally heated Pyrex tube, with porous endcaps, that allowed us to independently control the environment around the ZnO nanorods, as shown in Figure 4.2. The temperature of the assembly was manually controlled with a power supply from room temperature to approximately 120 °C; the heater was turned off after about 26 min. Both the S-parameters in the 0.1 GHz to 20 GHz range and the temperature were measured every 30 s.

Figure 0.2. A schematic representation of experimental setup used in this study showing the ZnO sample on a ground-signal-ground (GSG) waveguide situated in a controlled environment (Pyrex tube).
The CPW was fabricated from a tin-covered printed circuit board (RF4, 61 mm long, with 5 mm wide ground lines separated from the 1.5 mm wide signal line by 1.2 mm gaps). The cables to the VNA were connected to the CPW with edge mount connectors (Amphenol RF SMA). This configuration effectively converts the coaxial mode signal into microstrip mode propagating towards the device under test (DUT). The cables connecting the CPW were de-embedded, with a 2-port short-open-load-through (SOLT) calibration in which the calibration standards were attached to the end of the feed cables, i.e., the reference plane of the measurement was moved from the port faces of the VNA to the connector/cable interface. Thus, the launch connectors and CPW itself were part of the device under test (DUT), and the reported S-parameters are those resulting from experimental perturbations to the DUT. In this configuration, the ZnO gas sensing element perturbs the electric fields emanating from the signal and terminating on ground lines in the CPW. While the system response in a broadband (0.1 GHz to 20 GHz) range was monitored, a reporting
frequency of 6 GHz was chosen based on the sample dimensions and the fact that it provided data free of resonances and minimized signal reflections due to the experimental setup [9].

4.3 Results and Discussion

In the following discussion of the results, elapsed time and reactor temperature are the independent variables. Figure 4.4 shows the time evolution of the reactor temperature, measured with a thermocouple attached to the RF cable from the VNA port-1 and hovering over the GSG waveguide, as shown in Figure 4.2. Thus, the changes we observe in the S-parameters are both temperature and time-dependent. The data from the 10-24 minutes time window represent the steady temperature state, any observed changes in that time window is time dependent.

Figures 4.5 and 4.6 show a phenological and an electrical equivalent circuit model without the host silicon substrate, respectively, of the ZnO nanorods under microwave interrogation in a gaseous ambient during the oxidative sensor preparation step as used in this study. In Figure 4.5 we distinguish three electrically distinct zones: the residual core ZnO nanorod ($\phi_{\text{bulk}}$), the depletion layer ($\phi_d$) around the core ZnO due to the adsorption of polarizable electroactive gaseous species from the ambient onto nanorods, and the adsorption layer ($\phi_{\text{ads}}$) comprised of a complex mix of negatively charged species confined to the surface of the nanorods. In Figure 4.5 the quantities $R_{\text{bulk}}$, $C_{\text{bulk}}$ and the $\phi_{\text{bulk}}$ are the residual resistance, capacitance, and diameter, respectively, of the bulk ZnO nanorod after the depletion layer formation, while $R_d$, $C_d$, and $\phi_d$ are the resistance, capacitance and diameter (strictly, the arc length because of radial length of the electric fields associated with the GSG waveguide), respectively, of the depletion layer, while the $R_{\text{ads}}$, $C_{\text{ads}}$ and $\phi_{\text{ads}}$ are the characteristics of the adsorption layer formed due to the adsorption of electroactive
gaseous species on the ZnO nanorods. The electrical elements in Figure 4.6 are related to features in Figure 4.5 by equations 1 and 2 below. $C_{ads}, C_{bulk}$, are to be determined experimentally.

$$R_{bulk} = K \phi_{bulk}, \text{ where } K \text{ is a constant} \quad (1)$$

Note that $R_{bulk}$ is not constant; it is only a constant before the start of the oxidative sensor preparation step. As soon as negative charge accumulates on the surface, the ZnO nanorods surface become depleted. Instead, the growing depletion width is restricting the available conducting bulk cross-section and causing an increase in the dc resistance. As we modulate the depletion width, we automatically increase $R_{bulk}$ by progressively reducing the bulk ZnO nanorod cross-section.

The negative oxide charge on the surface following the preparation step can be regarded as wrap-around gate charge surrounding the semiconducting ZnO nanorod cylinder. Thus, the depletion capacitance in a semiconductor cylinder is given. Using the standard formula for capacitance of coaxial cylinders gives:

$$C_d = \frac{2\pi \varepsilon \varepsilon_0}{\ln(r_2/r_1)} \quad (4.2)$$

where $\varepsilon$ is the silicon dielectric constant, $\varepsilon_0$ is the vacuum permittivity and $r_1, r_2$ are the inner and outer radii of the depletion region, respectively [10].
Figure 0.4 The time evolution of the reactor temperature during the experiments described in this work.

Figure 0.5. A phenological model of a ZnO nanorod under microwave interrogation in a gaseous ambient during sensor preparation step, where adsorbed oxygen species cause a negative charge build-up on the nanorod surface as used in this study. $E$ is an electric field fringe from the microwave emanating from the signal line and terminating on the ground line of the GSG coplanar waveguide, $l_{\text{ZnO}}$ is the mechanical length of the nanorod, while $\phi_{\text{bulk}}$ is the diameter of the bulk, and $\phi_d$ is the depletion layer thickness of the ZnO nanorod, respectively. It is important to note that the seed ZnO layer thickness is exaggerated for illustrative purposes in Figure 4.5; it is very small compared to the length of the ZnO nanorods as seen in the cross-sectional SEM micrograph of Fig.1.1.
In the experimental configuration we used, the ZnO nanorods were interrogated by the interaction of the electric fields emanating from the signal line and terminating on the ground lines of the coplanar waveguide. Given the thicknesses of the glass cover slip, silicon substrate and the ZnO seed layer, the electric fields reaching the nanorods can be approximated as a planar field (although in reality it is actually an arc length / segment). With this approximation, the microwave insertion loss (i.e., S21) measures the fraction of energy that is transmitted from the source to the detector through the device under test (DUT, i.e., ZnO sample). With proper calibration, the S21 amplitude can be correlated to the total impedance of the GSG waveguide, the glass cover slip and ZnO/Si device. Thus, we can use the S21 magnitude as an index to the changes in the DUT in response to external perturbation.

Figure 0.6. An electrical equivalent circuit model of the ZnO nanorod configuration in Figure 4.5 as used in this study. Note that inductance has been excluded from the seed layer representation.
With reference to Figure 4.6, the total impedance is the sum of the bulk ZnO resistance and reactance of the interfaces. The latter is mostly due to the variable capacitances of all the interfaces, as identified in Figure 4.5, and as described by Equation 3. Analysis of the BDS data (at specific frequencies) provides electrical information that can be correlated to elementary processes, such as charge-transfer reactions involving the point defects in the ZnO material, and adsorbed molecules from the gaseous environment [11].

\[
X = \frac{1}{2} \pi f C_s \sim \frac{L}{A} \left[ \frac{1}{2} f \varepsilon_0 \varepsilon' \rho^2 \right]
\] (3)

\(X\) is the reactance, where \(C_s\) is the total series capacitance of the interfaces between the bulk-ZnO and the depletion layer, the interface between the depleted area and the adsorbed ambient species interface, and the interfaces between the overlayers of ambient species within the adsorbed layer, \(\rho\) is the resistivity of the interfacial layer (assuming the layer is mechanically very thin), \(f\) is the frequency, \(L\) is the length, \(\varepsilon'\) is the effective permittivity of all the interfacial layers, as shown in Figures 4.5 and 4.6, and \(\varepsilon\) is the permittivity of free space.
Figure 0.7. Temperature dependence of microwave insertion loss (S21 amplitude) of ZnO on Si in air and in alcohol gaseous environments, monitored at 6 GHz as a function of elapsed time.

Figure 4.7 shows the time evolution of temperature at 6 GHz in our experimental setup. The S21 amplitude was stable below 100 °C, while the system became less resistive at above that temperature. This suggests that, in air, the impedance was relatively high at temperatures below 100 °C and decreased with temperature in a series of discrete steps within the temperature range of 100 °C to 140 °C, as shown in Figure 4.7. These changes could be attributed to the temperature dependence of the intrinsic semiconductor resistivity of the ZnO-silicon substrate combination, at temperatures above 100 °C. Indeed, the observed reduction of system impedance with increasing temperature is consistent with the well-characterized ZnO resistance decrease with increasing temperature at temperatures below 200 °C due to the temperature dependence of the resistive
metal-oxide semiconductor such as ZnO in the 100 °C to 200 °C temperature regime [12-14]. However, the discrete nature of the impedance transitions indicates contributions from other phenomena besides resistivity changes due to the mobility of carriers in the ZnO nanorods. The stepped impedance change with increasing temperature could be due to differences in the temperature dependence of resistivity in the ZnO seed layer and the nanorods, due to the differences in crystallography and defect densities in the two ZnO allotropes [15]. The interface capacitances, as shown in Figure 4.5, could also contribute to the observed impedance changes. This is supported by the impact of ethanol vapor on the impedance change in Figure 4.7. The ethanol molecules could adsorb on, and react through a redox reaction with, the pre-existing oxygen adsorbed layer on the ZnO nanorod surface to alter the electronic structure of the adsorbed layer in Figure 4.5. We suggest that the stepped impedance changes with increasing temperature have contributions from events at the interfaces, possibly involving the adsorption / desorption and speciation of molecules from the ambient on the ZnO rods. The system became more resistive when ethanol was injected into the reactor at the 24-minute time stamp, i.e., the impedance of the ZnO was relatively higher in the ethanol environment than in air. In our experiment, the introduction of ethanol resulted in a reactor temperature drop, due to energy consumed in the analyte’s evaporation that could not be compensated for due equipment constraints. The changes in the insertion loss may not be due to ethanol’s interaction with the ZnO, as the reactor temperature may be too low.

Alternatively, the steps in the microwave insertion loss (S21 amplitude) response may be simply due to the thermal characteristics of the GSG waveguide as shown in Figure 4.8. The RF4 substrate used for GSG waveguide fabrication has a glass transition temperature (Tg) of 115 °C to 200 °C and may undergo structural deformation at the temperatures used in this work. The
alternative explanations for the observed impedance changes with temperature and ambience will be fully resolved in future work.

Figure 0.8. Comparison of the temperature dependence of microwave insertion loss ($S_{21}$ amplitude) of the waveguide-cover glass stack with / without the ZnO/Si sample in air monitored at 6 GHz.

We quantified energy dissipation into the ZnO material by calculating the microwave attenuation constant (i.e., the real part of the microwave propagation constant) by numerical RLCG modeling using a custom MATLAB (MathWorks, Natick, MA) code to process the raw S-
parameter data [16]. Figure 4.9 presents a flow diagram delineating the process by which raw data undergoes conversion into RLGC values and subsequent exportation for visualization.

Figure 0.9. Flow diagram illustrating the conversion process of raw data into RLGC values.

The attenuation represents the total microwave signal losses probably due to the reorientation of electric dipoles of the charge transfer adducts on the MO surface. The changes in attenuation constant give us indications of changes in the chemical and electrical properties of the MO material matrix, especially when polar defects are generated during the experiments. As shown in Figure 4.10, the attenuation constant depends on the reactor temperature and the gaseous environment; the attenuation constant was higher in the ethanol environment but converged to that of the air at temperatures below 100 ºC. In any event, the attenuation data clearly indicates that the impedance changes on the ZnO samples are reversible within the temperature range of our current experiments, and that the impedance modulates in response to interfacial events, including possible redox reactions occurring on the ZnO nanorod surfaces [11]. It is remarkable, that we observe
these impedance changes in the 100 °C to 120 °C temperature range, associated with the sample activation step, well below the optimum direct current resistance sensing temperature of around 320 °C [3, 8].

Figure 0.10. A comparison of the temperature dependence of microwave attenuation constant of ZnO on Si in air only and with air-ethanol vapor mixture present in the reactor environments, monitored at 6 GHz. The data suggest that the attenuation constant is independent of the gaseous environment in the temperature regime used in this work.

In air at least two competing processes impact the resistance of the ZnO sample. Atmospheric water chemisorbs and dissociates on the ZnO surface to form hydroxyl (OH\(^-\)) ions on the surface, and directly introduce electrons into the conduction band to increase the conductivity of the n-type sensor. Ambient oxygen also adsorbs on the MO surface initially as O\(^-\) and slowly transforms into O\(^2-\), at temperatures around 100 °C, through the acquisition of electrons from the ZnO surface, thereby removing electrons from the conduction band of the n-type semi-
There is ample evidence in the literature to suggest that the homolytic dissociation of water and the subsequent electron transfer reactions on the surface dominate in air ambient leading to net reduction of the ZnO resistance \[18\]. Such changes in surface polarization are readily detected by BDS. The ZnO nanorod samples used in this work have very large surface areas relative to their volume and can adsorb large quantities of gaseous species to form polarons on the surface \[15-16\]. When exposed to microwaves, at temperatures above 100 °C, the polarons appear to fluctuate, thus dissipating the microwave energy through dipolar relaxation \[20\]. In the temperature regime of this work, the resistance increase from the depletion of the carriers from the ZnO surface can be neglected, so the energy dissipation from the polarons on the ZnO surfaces dominates the observed impedance change. Thus, the impedance we measured by BDS on the ZnO nanorods is probably predominantly due to dielectric relaxation, with a small contribution from the conductivity due to carrier concentration. The observed impedance changes are attributable to the discrete charge transfer events occurring in the ZnO sensing surface in response to various environmental conditions at temperatures above 100 °C.

Figure 0.11. The real part of the S\textsubscript{21} data, denoted as the S\textsubscript{21} amplitude, positioned on the left, and the imaginary part, known as the S\textsubscript{21} phase, located on the right where the four data points at volume indicate measurements at the four temperatures (40, 60, 70, 80 °C in ascending order).
Upon closer examination of the S\textsubscript{21} data and its variations under different conditions, the data was segregated into two distinct components (Figure 4.11): the real part, denoted as the S\textsubscript{21} amplitude, and the imaginary part, known as the phase. Figure 4.11a shows a three-dimensional plot illustrating the correlation between the S\textsubscript{21} amplitude, temperature, and the volume of injected ethanol. Starting from the initial data point at 0 (prior to ethanol addition), the S\textsubscript{21} value diminishes with increasing temperature, indicating heightened resistivity within the system and a subsequent reduction in stored energy, a phenomenon associated with the formation of the depletion layer. Upon ethanol introduction, the system initially exhibits reduced resistivity, with the S\textsubscript{21} decreasing uniformly across all temperatures. Subsequently, the S\textsubscript{21} value diminishes proportionally with ethanol concentration until reaching approximately 0.4 ml, beyond which the system's responsiveness plateaus, indicative of non-linearity. This behavior suggests the occurrence of chemical redox reactions driving electrons into the conduction band, concurrent with ethanol adsorption at the surface, thereby increasing the adsorbed layer. Two reactions ensue: an increase in the adsorbed layer with temperature and a chemical reaction facilitating electron transfer to the conduction band, thereby reducing resistance/impedance with rising temperature.

A noteworthy observation is seen in the phase behavior (Figure 4.11b), which irrespective of temperature, exhibits a linear decrease as ethanol concentration increases. Above 0.4 ml, just like the amplitude, the phase enters a distinct regime. Initially, at 0 volume, the phase reflects the adsorbed oxygen layer on the nanorod's surface. Upon ethanol introduction, which adsorbs onto the existing oxygen layer, a reduction in phase occurs relative to volume, until saturation around 0.5 ml, leaving the system unresponsive to further changes in ethanol concentration.
The variation in phase data with temperature underscores its sensitivity to the underlying chemistry. Alterations in ethanol concentration on the surface affect the ZnO's conductivity, thereby influencing the phase. In contrast, the amplitude, being related to material permittivity, offers insight into the system's dielectric properties.

Moreover, the phase's strictly linear dependence on ethanol volume presents calibration opportunities for accurate ethanol concentration detection, with potential applications in device development. Consequently, we have filed a patent disclosure for this technology (Appendix D).

4.4 Conclusions

Using microwave signal attenuation, we have demonstrated physics consistent with increasing conductivity of the semiconductor ZnO with increasing temperature during the sensor activation step in the 100 °C to 120 °C range. However, the semiconductor behavior is perturbed by depletion layer thickness modulation and charge transfer to the gaseous species adsorbed on the ZnO nanorod sensing element. The charge transfer reactions create polarized species on the ZnO nanorod, and fluctuations of the polarons dominate the impedance of the ZnO. Further, the $S_{21}$ data was analyzed, and separated into two components: the $S_{21}$ amplitude and phase. Changes in $S_{21}$ amplitude with temperature and ethanol volume indicated alterations in system resistivity, while phase exhibited a linear decrease with ethanol concentration, suggesting potential for calibrated ethanol detection, highlighting its sensitivity to underlying chemistry and conductivity variations. Thus, the BDS technique affords new mechanistic insights into the elementary events that occur on the ZnO surface during the initial activation step for ethanol detection.
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CHAPTER 5

METAL-DOPED ZnO AS THE DETECTION ELEMENT

5.1 Introduction

Chapter 2 provided an overview of doping in ZnO and discussed the advantages provided in various applications. The purpose of this chapter is study transition-metal doped ZnO nanorods, specifically doping with Cobalt (Co), as well as the coinage metals silver (Ag) and gold (Au) in order to improve the gas response of the sensor. Introducing impurities into the ZnO structure is done to change its electronic characteristics by adjusting the bandgap and affecting the density of charge carriers, which in turn influences its conductivity [1].

Transition metals are commonly applied to the surface of MOS materials, serving as sites for adsorbates, catalysts, or promoters for surface reactions. They also contribute to enhancing the thermodynamic stability of nanostructured materials [2]. When transition metals are doped into ZnO, they adjust the energy levels and surface states, leading to changes in electrical, optical, and magnetic properties [3]. Co, as a transition metal, is frequently utilized as a surface modifier known to enhance gas sensing capabilities. Being a relatively cost-effective noble metal, Co²⁺ ions are promising candidates for successful doping and are compatible with Zn²⁺ ions. Co²⁺ ions also exhibit higher solubility within the ZnO matrix compared to other dopants. Moreover, Co doping introduces morphology regulation and active sites into ZnO. Hence, Co-doping offers several desirable properties at various levels [4]. Coinage metal nanostructures have remarkable
properties, including catalytic, electrical, optical, and chemical properties. These properties are influenced by the size and shape of the nanostructures, making them highly interesting for development and exploration of potential applications.

Doping ZnO with Ag and Au, affords some notable distinctions compared to doping with other transition metals; the Ag and Au dopant atoms tend to occupy both interstitial and substitutional sites within the lattice. In contrast, most other transition metal dopant atom typically only occupies interstitial sites which limits the dopant concentrations that are achieved within the lattice. The distinctive doping behavior of Ag and Au in ZnO can bring about significant modifications in the material's optical, electrical, and structural properties. For example, introducing Ag can enhance its optical absorption while Au doping can elevate the material's catalytic activity. Overall, the distinct characteristics of coinage metal nanostructures combined with their unique doping behavior in ZnO offer great potential for various applications [1].

Yousefi et al. [5] reported that the doping of ZnO with silver improved its sensitivity and selectivity towards ethanol detection, due to the catalytic effects of the silver dopant [1]. Meanwhile, Deshwal et al. [6] showed that ZnO thin films doped with 3% Au can act as an acetone sensor, with significantly higher sensitivity and faster response and recovery times at a lower optimal working temperature compared to undoped ZnO thin films. Further analysis showed that at a concentration of 500 ppm acetone vapors and a temperature of 280°C, the Au-doped ZnO thin films demonstrated notably superior response compared to undoped ZnO thin films. The addition of Au to ZnO significantly enhanced sensing responses, leading to shorter response and recovery durations[1].

The objective of this study was to produce ZnO nanorods by incorporating transition metals like Co and coinage metals such as Ag and Au. Efforts to dope our ZnO nanorods with other metals
like Cu and Pt were unsuccessful; the ZnO nanorods were damaged during the doping processes, rendering them unsuitable for sensing applications.

5.2 Experimental Details

5.2.1 Chemicals and materials

A thin ZnO seed layer with nano-sized crystals was uniformly deposited onto a highly doped p-type silicon substrate using atomic layer deposition (ALD). The ALD process involved the use of diethyl zinc (DEZ, Zn(C₂H₅)₂) with a .015 sec pulse time and water vapor (H₂O) with a .015 sec as chemical precursors, which were introduced alternately into the chamber by N₂ carrier gas flow (20 Sccm). The polycrystalline ZnO seed layer was grown at 200°C and controlled to a thickness of 30 nm. Subsequently, it underwent annealing at 350°C for 30 minutes in ambient atmosphere.

Subsequently, an in-situ hydrothermal process was utilized to produce Co-doped ZnO nanorods. A solution comprised of 0.07437 g of zinc nitrate hexahydrate (Zn(NO₃).6H₂O), 0.088 g of hexamethylenetetramine ((CH₂)₆N₄), and .0727g of Cobalt(II) nitrate hexahydrate ((NO₃)₂·6H₂O) was dissolved in 100 ml deionized water. The prepared ZnO seed layers were sealed in an autoclave in the solution and incubated at 90°C for 16 hours.

For the doping of Ag and Au, a similar hydrothermal synthesis process was employed after the pristine ZnO nanorods were synthesized. The doping solution comprised of 0.07437 g of zinc nitrate hexahydrate (Zn(NO₃).6H₂O) and 0.088 g of hexamethylenetetramine ((CH₂)₆N₄) dissolved in 100 ml deionized water. Then the prepared ZnO seed layers were sealed in an
autoclave along with the reaction solution at 90 °C for 16 hours. The ZnO surface was subsequently doped with Au and Ag nanoparticles.

For the preparation of self-assembled gold nanoparticles, an HAuCl₄ solution (1 mL of 1% in 100 mL water) was boiled with vigorous stirring, followed by the rapid addition 4 mL of 1% sodium citrate solution. The solution was then boiled for another 20 min until it turned wine red, indicating the formation of citrate stabilized reduced gold nanoparticles [7]. Similarly, Silver nanoparticles were synthesized using silver nitrate to create a 1 mM aqueous precursor solution, which was then reduced using 250 μL of a fresh aqueous solution of 180 mM sodium borohydride (NaBH₄) in the presence of the capping agent beta-cyclodextrin. The resulting silver solution was stirred for two hours to facilitate nanoparticle formation [8]. These nanoparticles were deposited uniformly on the surface of hydrothermally formed ZnO nanorods resulting in 2–3 nm nanoparticles on their surface [9].

5.2.2 Characterization

The morphological characterization of the as synthesized doped ZnO nanorods was performed by scanning electron microscopy (SEM, JEOL JSM-6060LV) with an acceleration voltage of 15 kV. The elemental analysis of the nanorods was performed by energy-dispersive X-ray spectroscopy (EDS) using a solid-state detector attached to the SEM. The Raman spectra were recorded at room temperature on a LabRAM HR Evolution confocal microscope (HORIBA JOBIN–YVON) using laser light excitation at 473 nm and equipped with a Synapse Plus detector. Gas sensing performance were done in a similar fashion as was explained in Chapter 4 with the undoped ZnO. The sensitivity studies were carried out over different concentrations of ethanol gas
from 0 ml to 0.3 ml of injected neat technical grade ethanol volume at temperatures well above the flash point of ethanol.

5.3 Results and Discussion

5.3.1 Morphological and elemental characterization (SEM/EDS)

Figure 5.1a shows the SEM micrograph, and Figure 5.1b, the EDS spectrum of the Ag-doped ZnO deposited on a p-type silicon substrate. Figure 5.2 shows the SEM image of the metal particles deposited on a p-type silicon substrate as well as the EDS spectra of Au nanoparticles doped ZnO revealing the Au peak. Figure 5.3 shows the SEM image of the metal particles deposited on a p-type silicon substrate as well as the EDS spectra of Co-nanoparticles doped ZnO showing the Co peak.

Figure 0.1. a) SEM images and b) EDS spectra of Ag nanoparticles doped ZnO nanorods
Figure 0.2. a) SEM images and b) EDS spectra of ZnO nanorods doped with Au nanoparticles.

These peaks are indicative of the silicon substrate and the ZnO nanorods grown on them. Additionally, the metal dopants can clearly be seen as shown by their peaks.

Figure 0.3. a) SEM images and b) EDS spectra of ZnO nanorods doped with Co nanoparticles.
5.3.2 Structural Characterization (Raman spectroscopy)

The Raman spectra were measured at room temperature in the range between 100 and 600 cm\(^{-1}\) wavelength to probe the disorder induced to the lattice structure of the ZnO crystals by incorporating various metal dopants.

The Raman scattering technique measures the frequency shift (\(\Delta \nu = \nu_{\text{phonon}}\)), which represents the difference between the incident light frequency (\(\nu_{\text{inc}}\)) and scattered light frequency (\(\nu_{\text{scat}}\)). The process where \(\nu_{\text{phonon}}\) represents the vibration of optical phonon modes is referred to as Raman scattering. In contrast, when \(\nu_{\text{phonon}}\) corresponds to an acoustic phonon, this phenomenon is known as Brillouin scattering. In this case, \(\nu_{\text{acous}} \ll \nu_{\text{opt}}\) represents the significant difference between their frequencies. In Raman scattering, incident light undergoes inelastic scattering, causing changes in the polarizability of bonds. The scattered light contains photons with an unchanged frequency (known as Rayleigh scattering) (\(\Delta \nu = 0\)) and photons with higher or lower frequencies due to molecular vibration. This results in Raman spectra being symmetrical around the Rayleigh spectral line, with higher frequency lines corresponding to Stokes region and lower frequency lines belonging to anti-Stokes region. The scattering frequency is defined as \(\nu_{\text{scat}} = \nu_{\text{inc}} + - \nu_{\text{phonon}}\) [10, 11].

Crystal lattice vibrations (phonon modes) determine a wide range of material properties, such as thermal conductivity, heat capacities, the chemical reaction free energies, and the. There are 12 phonon modes in total in wurtzite ZnO crystals belonging to the \(C_4^{\text{h}}_6\nu(P6_3\text{mc})\) space group, with an irreducible representation given by:

\[
I^r = 2A1 + 2B1 + 2E1 + 2E2
\]  

(5.1)
where the A1, E1, and E2 modes, which originate from Brillouin's point, are Raman active. A1 and E1 are phonon modes that describe the vibrations of oxygen atoms along different axes. A1 vibrations occur along the c axis, while E1 vibrations happen perpendicular to it [10]. Figure 5.4 visually illustrates the movement of atoms within the ZnO structure corresponding to the active optical modes.

![Figure 5.4: A visualization of the movement of atoms associated with the active optical modes in the wurtzite structure of ZnO [10].](image)

These vibrations cause oscillating polarization, which splits the A1 and E1 modes into longitudinal (LO) and transversal (TO) optical modes, each with distinct frequencies that are intrinsically linked to the macroscopic electric fields of LO phonons. The E2 modes are nonpolar and do not undergo LO-TO splitting. Their presence is indicative of ZnO, and their width and...
intensity determine the quality of ZnO crystals. There are six peaks in total with their overtone counterparts observed in Raman spectra of bulk ZnO samples, but their visibility depends on measurement arrangements used [10, 12, 13].

Figure 0.5. TEM image depicting Au nanoparticles decorating ZnO nanorods, with EDS spectra confirming the presence of Au [9].

The Raman spectra depicted in the figure 5.6 exhibit only the signals in the Stokes region, with the Rayleigh spectral line being excluded through filtering. Thus, Raman spectroscopy is an effective method for gathering data about the vibrational properties of crystal lattices. Further, phonon modes are important for describing physical phenomena such as superconductivity phase transitions and ferroelectricity, which are critical to the performance of emerging and established
functional materials. Additionally, they provide important spectral signatures (e.g., IR/Raman), which are frequently used for identification and characterization [14].

Figure 0.6. Raman spectra of pure and metal-doped ZnO samples taken at room temperature in the range of 100–600 cm\(^{-1}\).

The introduction of Co doping leads to a reduction in the peak intensity, indicating a dopant induced disruption in the packing of the ZnO nanorods or the amorphization of the ZnO nanorods. Conversely, Au doping results in an increase and broadening of the peak intensity, suggesting an enhancement in the packing regularity of the ZnO nanorods [13, 15]. This suggestion is supported by the red-shift of the E2 mode frequency upon Au doping. Red-shifts are commonly associated with increased crystallinity in materials [16]. The Raman peaks at 332 cm\(^{-1}\) and 380 cm\(^{-1}\) are
attributed to the E$_{2H} - E_{2L}$ modes (the difference mode between the E2 high and E2 low frequencies) and A1 modes, respectively. The intensities of both peaks are reduced in the Co-doped ZnO because of the dopant-induced disorder and are much increased in the case of the Au-doped ZnO which is an indication of Surface-Enhanced Raman Scattering (SERS) due to Au nanoparticles on the ZnO rod surface. Figure 5.5 from a study by Fattah et al., demonstrates that employing solution-based doping of Au, using an HAuCl$_4$ solution (1 mL of 1% in 100 mL water) with the rapid addition of 4 mL of 1% sodium citrate solution, invariably results in self-assembled Au nanoparticles on the surface of ZnO nanorods, giving rise to the observed SERS signal.

In our hands, we were unable to obtain the Raman spectra of the Ag-ZnO nanorod samples because the incident laser appears to damage the sample (vaporize). Consequently, further exploration of the phenomena pertaining to that sample was impeded. Conversely, other researchers, such as Zeferino et al. and Saravan et al., have reported successful acquisition of Raman spectra using lasers of different wavelengths, indicating feasibility in their studies [17, 18].

These findings suggest that different dopants have varying effects on the Raman scattering properties of ZnO nanorods, potentially altering their structural and vibrational characteristics [10, 12-14].

### 5.3.3 Gas Sensing

These metal doped ZnO films were evaluated as microwave VOC sensing agents, by variations in detection temperature and analyte concentrations. The experimental results were substantially different from those on undoped-ZnO nanorods. While undoped ZnO sensors yielded linear responses, the introduction of metal doping led to intriguing and unexpected findings. With
undoped ZnO (Figure 5.7a), observable changes in both amplitude and phase were gradual. However, upon introducing silver doping (Figure 5.7b), a notably reactive behavior was observed, particularly evident at low temperatures and concentrations. Contrary to anticipated linear responses, the system exhibited saturation beyond these thresholds, suggesting a potential decomposition phenomenon.

Figure 0.7. Contour plots of the amplitude and phase of Ethanol (EtOH) detection as a function of temperature with a) undoped ZnO nanorods and b) Ag doped ZnO nanorods. Each color on the legend to the right of each plot represents a mean S21 amplitude or phase value at .5 GHz.
Figure 0.8. Contour plots of the amplitude and phase of EtOH detection with a) Co-ZnO nanorods and b) Au-doped ZnO nanorods.

The behavior of Au-doped ZnO nanorods presented even more peculiar characteristics (figure 5.8b). As concentrations increased, the system displayed heightened resistivity, counterintuitively hindering electron incorporation rather than facilitating it. This counteraction even suggested a possibility of electron withdrawal. Such anomalous behaviors deviated from conventional expectations, prompting a reassessment of the system's underlying dynamics.

Presently, our investigation primarily focuses on lower temperatures, allowing for a meticulous examination of phenomena. However, the impending concern lies in understanding the system's response at elevated temperatures, where decomposition processes may exert substantial influence, thereby raising questions regarding the true nature of observed phenomena in the literature.
Comparatively, Co-doped ZnO nanorods demonstrated behavior similar to the undoped ZnO nanorods than to the coinage metals (Figure 5.8a). Notably, an increase in cobalt concentration corresponded to a linear increase in the system's response. This divergence in behavior suggests a closer alignment of the Co-doped ZnO with undoped ZnO nanorods and implies that the drastic behaviors observed with Ag- and Au-doped ZnO films may be related to the catalytic decomposition of the ethanol analyte on those surfaces which in turn limits the measurability of the analyte.

5.3.4 Examples of Catalytic Decomposition of VOC

The notion of catalytic decomposition is not novel. Literature examples demonstrate that the application of isopropanol on ZnO leads to its decomposition into carbon dioxide and water, releasing electrons whose fate remains uncertain [19]. Similarly, experiments with metal doped NiO nanorods show how the composition of the doped material can influence the catalytic decomposition of ethanol, suggesting multiple potential pathways dependent on the structure and composition of the adsorbed ethanol layer [20, 21].

Hence, two plausible pathways for detecting ethanol on metal-oxide sensing elements emerge: one involving the reduction of impedance through redox reactions on undoped ZnO, and another where the analyte undergoes complete catalytic decomposition on coinage metal-doped ZnO nanorods, resulting in a fundamentally distinct mechanism. Further exploration is required to elucidate these pathways and their implications comprehensively.
5.4 Conclusions

This chapter focuses on doping ZnO nanorods with Co, as well as coinage metals Ag and Au, to enhance gas sensing capabilities. Coinage metal nanostructures offer unique properties influenced by size and shape, making them promising for various applications. Doping ZnO with transition metals like Co modifies its electronic characteristics, influencing conductivity. Experimental results, including morphological, elemental, and structural characterization, along with gas sensing performance, highlight the diverse effects of metal doping on ZnO nanorods. Furthermore, literature examples illustrate the catalytic decomposition of VOCs on ZnO, indicating the need for further exploration to understand these mechanisms thoroughly.
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CHAPTER 6

METAL-ORGANIC FRAMEWORK MOF FILMS AS SENSING MEDIA

***Part of this chapter is a reprinted adaptation from Papa K. Amoah, Zeinab M. Hassan, Rhonda R. Franklin, Helmut Baumgart, Engelbert Redel, and Yaw S. Obeng; “Broadband Dielectric Spectroscopic Detection of Aliphatic Alcohol Vapors with Surface-Mounted HKUST-1 MOFs as Sensing Media,” Chemosensors, vol. 53, no. 13, p. 135104, 2022, doi: 10.1088/1361-6463/abd3ce with permission from MDPI Publishing.***

6.1 Introduction

Chemical sensors are based on reversible and proportional changes in physicochemical properties of the detector when exposed to the target analyte [1,2]. In addition, most gas sensors must be cost effective and usable in rather harsh conditions [3]. Emerging gas sensors based on metal-organic frameworks (MOFs) appear to meet these criteria [4]. These MOFs could potentially address the difficulties with selectivity [5] that limit other sensor materials [6]; in principle, the charge transfer processes in these MOF materials which result in altering band structures are similar to those in the met-al-oxide semiconductor, and could be suitable as gas sensors [2,6].

Moreover, MOFs are highly porous materials which are able to form coordination complex clathrate-like structures with gas molecules, making them ideal for selective gas sensors [7–10]. The MOFs used in this research are called HKUST-1, derived from the abbreviation of Hong Kong University of Science and Technology-1, represented by the chemical formula \([\text{Cu}_3(\text{BTC})_2(\text{H}_2\text{O})_3]_n\) [11]. HKUST-1 surface-anchored MOF thin films (SURMOFs) doped with TCNQ [7,7,8,8-tetracyano-quinodimethane] is a well characterized platform for investigating selective gas detection [7,12,13]. Doping with TCNQ is done with the purpose of modulating the electrical conductivity of the HKUST-1 material (Figure 6.1) [14].
It has been shown elsewhere [15] that the thermal conductivities of SURMOF are commensurate with their single crystalline MOF analogues, and decrease in the presence of adsorbates, due to increased vibrational scattering and guest molecule-induced hybridization of low frequency modes [16]. When coupled with emerging transient electrical techniques, these MOF platforms enable highly selective and ultra-trace gas-phase sensing. For example, AC-impedance spectroscopy has been used in combination with optimized hydrophobic MOFs to selectively detect iodine with part-per-billion (ppb) level sensitivity [17]; the microwave resonant cavity technique has been used to detect and distinguish between methanol, ethanol, and acetone in the 0–200 ppm range at room temperature [18]; and HKUST-1-like Cu-BTC nanoparticles have been used in the capacitive sensing of VOCs [7].

We have also demonstrated elsewhere that in contrast to the traditional coulometric techniques, surface mounted ZnO nanotubes, and HKUST SURMOF, can sense ethanol at temperatures under 100 °C, using broadband microwave dielectric spectroscopy (BDS) [19,20]. While gas monitoring with such emerging metrology has been demonstrated, the performance metrics such as selectivity, sensitivity, reproducibility, and long-term stability are not yet well established. Furthermore, the impact of such environmental factors as temperature and humidity are currently not well understood [21]. Thus, there is a need to improve our fundamental knowledge of these metrology tools such as microwave gas sensors.
Figure 0.1. Schematic illustration depicting the structure of HKUST-1 SURMOF films, where the pores are loaded with TCNQ (TCNQ, tetracyanoquinodimethane) [14].

In this study, broadband dielectric spectroscopy (BDS) was investigated [22], in combination with TCNQ-doped HKUST-1 SURMOF, to sense aliphatic alcohol and acetone vapors. First, the alcohol vapor analyte access (i.e., size limited loading) to the reactive metal sites in the SURMOF for detection was investigated. Then, the thermodynamic- and kinetic-controlled analyte uptake by the SURMOF sensing medium from the responses of neat solvents and 1:1 v/v methanol - ethanol mixture was compared. Finally, the proposed cooperative electrocatalytic oxidation mechanism were investigated by comparing the responses of the aliphatic alcohols and acetone. It was expected that the acetone reacts differently from alcohols as the former cannot form the prerequisite alkoxide intermediate, under the experimental conditions [23].
6.1.1 Broadband Dielectric Spectroscopy (BDS) Background

Broadband dielectric spectroscopy (BDS) [22] rapidly interrogates a wide range of material physicochemical characteristics through the movement of dipoles in the presence of an external electric field such as microwaves (MW). It measures the material under test’s (MUT’s) complex relative permittivity (i.e., dispersive, and dissipative dielectric behavior) in response to the rapidly changing electrical and magnetic fields, which in simple one-component systems is mainly due to dielectric polarization [24]. Thus, BDS should lend itself well to the electronic detection of volatile organic compounds (VOCs) as they invariably involve changes in polarizability, including, but not limited to, changes in bond polarizability [20]. The microwave signal is scattered by the analyte (i.e., MUT) according to the material’s permittivity. The signal reflecting from the electrical connections and transmitted between the two connectors is summarized as a matrix of scattering parameters (S-parameters). These parameters capture how RF energy travels through a multiport network, such as using a vector network analyzer (VNA), with the analyte between the source and receiver. Thus, the output of the S-parameters is convoluted with the transfer function of the sensor loaded with the MUT, i.e., (h(f)) [25]; thus, the S-parameters can be deconvoluted to produce the circuit elements characteristic of the analyte [26].

In this work, we used the S-parameters to evaluate the chemo-induced changes (CIC) that result from the volatile organic compounds (VOCs, e.g., aliphatic alcohols) adsorbed on the SURMOF sensing materials, by measuring the MW insertion loss characteristics of the transmitted signal ($S_{21}$) as a function of the experimental variables. In the experimental configuration used, the sensing material was interrogated by the interaction of the electric fields which are emitted from the signal line, located in the center of the electrode, and terminated on the two ground lines adjacent to the signal line of the coplanar waveguide (GSG CPW). The electric fields reaching the
sensing materials can be approximated as a planar field. With this approximation, the microwave insertion loss (i.e., $S_{21}$) measures the fraction of energy that is transmitted from the source (port 1) to the detector (port 2) through the device under test (DUT) with the gas sensing device on top. In this work, we used the S-parameters to evaluate the chemo-induced changes (CIC) that result from the volatile organic compounds (VOCs, e.g., aliphatic alcohols) adsorbed on the SURMOF sensing materials, by measuring the MW insertion loss characteristics of the transmitted signal ($S_{21}$) as a function of the experimental variables. In the experimental configuration used, the sensing material was interrogated by the interaction of the electric fields which are emitted from the signal line, located in the center of the electrode, and terminated on the two ground lines adjacent to the signal line of the coplanar waveguide (GSG CPW). The electric fields reaching the sensing materials can be approximated as a planar field. With this approximation, the microwave insertion loss (i.e., $S_{21}$) measures the fraction of energy that is transmitted from the source (port 1) to the detector (port 2) through the device under test (DUT) with the gas sensing device on top. In our experimental setup, the device under test (DUT, comprised of the waveguide, end-launchers, and the MUT) matched very well to the characteristic impedance ($Z_0$) of the VNA; it had very low reflections ($S_{11}/S_{22}$) [27]. Thus, with proper calibration, the $S_{21}$ amplitude and phase can be correlated to the total impedance of the GSG CPW waveguide and gas sensing device.

6.2 Experimental

6.2.1 Preparation of the TCNQ Doped HKUST-1 MOF Sensing Material Preparation
HKUST-1 SURMOF films were made available through a research collaboration with Dr. Engelbert Redel from Karlsruhe Institute of Technology (KIT) in Germany. The compact polycrystalline SURMOF films were grown in a layer-by-layer (LbL) fashion on plasma-activated borosilicate SiO$_2$ glass substrates as illustrated in figure 6.2 [16,28]. Before MOF film deposition, the glass substrates were cleaned with ethanol and activated with O$_2$ plasma cleaning. Subsequently, the gold covered substrate surface was functionalized with MHDA (16-mercaptohexadecanoic acid), a self-assembled monolayer (SAM), to achieve highly oriented HKUST-1 SURMOF films. The MOF precursors, i.e., the copper acetate solution (1.0 mM) and the benzene-1,3,5-tricarboxylic acid (BTC) linker solution (0.2 mM), were subsequently sprayed on the substrate with spraying times of 15, and 25 s, respectively, followed by a rinsing step with pure EtOH for 5 s for each spray deposition cycle. By varying the number of spray cycles, the HKUST-1 film thickness could be easily tuned; in this work the thickness of SURMOF films was $\approx$35 nm, formed from 30 spray cycles [29].

![Figure 0.2 Schematic representation illustrating the HKUST-1 SURMOF film growth with MOF precursors Copper acetate inorganic solution (1.0 mM) and Benzene tricarboxylic acid BTC organic linker (0.2 mM). Copper atoms are depicted in green, oxygen atoms in red, and carbon atoms in gray [72].](image)
The 7,7,8,8-tetracyano-quinodimethane (TCNQ) loading of fresh HKUST-1 SURMOF was accomplished as described in the open literature [30,31]. The greenish color of our films is indicative of mixed valent Cu$^{2+}$/Cu$^+$ defects [32] that form reactive adducts with dioxygen molecules and are probably responsible for the catalytic aerobic oxidative properties of the HKUST-1 SURMOF films [33]. The samples were diced into 1.5 cm by 2.5 cm pieces and stored in a pure nitrogen atmosphere prior to use.

Analytical grade solvents—methanol, ethanol, 2-propanol, and acetone—were obtained from Sigma-Aldrich (Milwaukee, St. Louis, MO, USA), and were used as received.

6.2.2 BDS Setup and Measurements

In this work, we used a ground–signal–ground (GSG) coplanar waveguide (CPW) fabricated from gold-covered alumina (1 mm thick polished alumina (dk 9.5)). The cables from the CPW to the vector network analyzer (VNA, SPARQ 4004E, Teledyne LeCroy, Chestnut Ridge, NY, USA) were connected through edge mount connectors (Model 1492-04A-6, Southwest Microwave, Tempe, AZ, USA). This configuration effectively converts the coaxial mode signal of the cable into a coplanar waveguide mode propagating towards the material under test (MUT). A two-port short-open-load-through (SOLT) calibration is used to shift the VNA reference plane to end of the connector/cable interface by attaching the calibration standards to the ends of the cables. The cables connecting to the CPW were de-embedded, moving the reference plane of the measurement from the port faces of the VNA to the connector/cable interface. Thus, the device under test (DUT) is defined as two launch connectors and the CPW itself with the MUT on top,
and the reported S-parameter data variations are those from experimental perturbations to the MUT. If the SURMOF film is deposited on a conductive substrate (e.g., silicon substrate) the sensing substrate is isolated from the gold signal traces by a Corning #1 glass coverslip (Product number CLS284518, Aldrich-Sigma, Milwaukee, WI, USA), as shown in Figure 6.3 below; otherwise, the glass cover slide is optional.

In this experimental configuration, the sensing material is interrogated by the inter-action of the electric fields emanating from the signal line and terminating on the ground lines of the coplanar waveguide. The electric fields reaching the sensing material layer can be approximated as planar given the size of the gap compared to the signal line width in the CPW and distance from the given thicknesses of the silicon substrate and glass coverslip, as shown in Figure 6.3. With this approximation and proper calibration, the microwave insertion loss (i.e., $S_{21}$) measures the fraction of energy that is transmitted from the source to the detector through the MUT, and the $S_{21}$ amplitude can be correlated to the total impedance of the GSG waveguide, the optional glass coverslip, and the SURMOF/Si sensor device.
Figure 0.3. A phenomenological model of a doped HKUST-1 SURMOF under microwave interrogation in a gaseous ambient. ECPW is an electric field fringe from the microwave emanating from the signal line and terminating on the ground line of the GSG CPW. Note that the figure is for illustration only, and not to scale. Some features important features have been deliberately exaggerated for illustrative purposes.

The sample CPW assembly was situated in a resistively heated Pyrex tube reactor, with porous endcaps, that allowed independent control of the environment around the sensing material. The temperature of the assembly can be manually controlled with a power supply from room temperature to approximately 120 °C. For this study, the temperature was maintained at 65 °C to extend the life of the edge mount connectors to the CPW. Both the S-parameters, in the 0.1 to 20 GHz range, and the reactor temperature, were measured every 30 seconds. The response of the BDS system to analyte concentration was investigated by flash vaporizing varying amounts (0.01 to 1.0 mL) of neat analytical grade analyte (i.e., methanol, ethanol, 2-propanol, acetone, and 1:1 volume-by-volume methanol–ethanol mixture) into the reactor using a long-needled hypodermic Hamilton syringe [20]. Saturation (over 1000 ppm) was observed in the test chamber for solvent
amounts of 0.01 ml of solvent in the temperature window used in this study. The system response was monitored for five minutes after each dosing followed by a five-minute ambient gas purge before the next aliquot of solvent was injected. Although a broad range of frequencies was monitored, selected reporting frequencies were chosen based on the experimental setup, the sample dimensions, and the molecular species of interest. We quantified energy dissipation into the sensing material by calculating the microwave attenuation constant (α) (i.e., defined as the real part of the microwave propagation constant (Γ = α + jβ)), by numerical RLCG modeling [34] using custom MATLAB (MathWorks, Natick, MA) code. Statistical data analysis to determine the impact of the guest molecule loading and gaseous environment on the measurand was performed with JMP software (JMP, SAS Institute, Cary, NC, USA).

Figure 0.4. Planar view FE-SEM micrographs of HKUST-1 SURMOF thin films grown on borosilicate glass substrates displaying the differences in MOF morphology between undoped pristine MOFs versus TCNQ-doped MOFs of very loosely stacked MOF grains with very noticeable gaps between individual MOF grains, which are especially pronounced following
TCNQ loading of thicker 40 deposition cycles of MOF films: (a) 10 cycles pristine MOF; (b) 10 cycles TCNQ; (c) 40 cycles MOF pristine; and (d) 40 cycles MOF with TCNQ-loaded MOF [adapted from Reference #35].

Figure 6.4 compares the planar-view FE-SEM micrographs of HKUST-1 SURMOF thin films grown on borosilicate glass substrates. The main difference between pristine HKUST-1 SURMOF films and the TCNQ-infiltrated MOF films is that the pristine undoped case exhibits large crystalline domains interspersed by many much smaller grains, while the TCNQ-doped SURMOFs films show a uniformly distributed grain size comprised of primarily large grains separated by wide gaps between the MOF domains, which were presumably formed as a result of significant unit cell changes during the doping [28]. The full characterization of these films is described elsewhere [35]. The pre-existing TCNQ does not prevent the further uptake of other guest molecules by HKUST-1 crystals [36]; hence, we expect the uptake of N₂ or other small Lewis base molecules to be unimpeded by the TCNQ dopant already in the MOF [20,37].

6.3 Results and Discussion

6.3.1 Characterization of the HKUST-1 SURMOF Sensing Material

The electrical conductivity of the doped materials is higher than that of the undoped films due to dopant-induced electronic structural change [38]; Seebeck coefficient measurements show holes as the majority charge carriers in the doped films at room temperature [28,39]. Figure 6.5 compares the temperature dependence of microwave insertion loss (S₂₁ amplitude) for pristine- and TCNQ-doped HKUST-1 SURMOF films on Si, at 1 GHz in a N₂-rich air environments. The
doped MOF system becomes more lossy when electron-rich N2 molecules (Lewis base) coordinate to the open Cu$^{2+}$ centers [37], and reduce the concentration of the majority hole carriers [39]. Furthermore, the temperature sensitivity of the electrical conduction of the doped KHUST-1 material is consistent with guest-induced electronic and vibrational structures changes in the SURMOF [16,40]. Specifically, the temperature dependence of the $S_{21}$ in the doped material suggests that either nitrogen adsorption at the open metal sites is limited by heat-induced conformational changes in the MOF cage to allow access to the open metal sites [41,42], or the device has temperature-dependent drifts below 50 °C [43]. By comparison, the poor temperature dependence of the $S_{21}$ of the “pristine” material is more consistent with the electron hopping between localized orbitals of adjacent metal centers [44,45]. All subsequent experiments were conducted using the TCNQ-doped SURMOF films at 65 °C to avoid the $S_{21}$ drift [20], and to preserve the performance of the end-launchers of the GSG CPW waveguide.
Figure 6.6 shows the time-averaged methanol vapor concentration dependence of the insertion loss ($|S_{21}|$) of the TCNQ-doped HKUST-1 MOF in an air ambient at 65 °C. The $|S_{21}|$ depended only on the methanol vapor concentration, as summarized in Figure 5, which is the time-averaged $|S_{21}|$ monitored at 0.5 GHz of methanol vapor concentration dependence on TCNQ-loaded HKUST-1 at 65 °C, in air. The DUT becomes more resistive with increasing volume of solvent flash vaporized into the reactor, and then levels off at around 0.4 ml of neat methanol injected. As in the nitrogen environment, the system becomes more lossy as the electron-rich aliphatic alcohol (Lewis base) associates and donates electrons to the open Cu$^{2+}$ centers [37], and color centers, which results in the reduced concentration of the majority hole carriers.
Figure 0.6. Methanol concentration dependence of the time-averaged microwave insertion loss amplitude ($S_{21}$) of a TCNQ-loaded HKUST-1 SURMOF film on Si substrate at 65°C, purged with pure air, monitored at 0.5 GHz. The error bars represent the standard deviation of at least three five-minute measurements for each aliquot of methanol.

Figure 6.7 compares the time-averaged insertion loss amplitude ($S_{21}$) monitored at 0.5 GHz for methanol (MeOH), ethanol (EtOH), 2-propanol (2-PrOH), and acetone as a function of the volume of solvent flash vaporized into the reactor with TCNQ-doped HKUST-1 SURMOF at 65°C and purged with pure air. Although acetone is not an aliphatic alcohol, it is an oxidation product of 2-propanol and was studied to understand the impact of adsorption/desorption kinetics of the oxidation products in the proposed BDS detection mechanism. The $S_{21}$ amplitude response spanned a wide range, but close inspection shows that all the traces share the salient features of Figure 6.7: three segments comprised of a subcritical concentration range in which the impedance is quite high, a linear region in which the $S_{21}$ amplitude response is proportional to the analyte
concentration, and a saturation segment above which the insertion loss does not appear to depend on the analyte concentration. Table 6.1 summarizes these features, and some pertinent physico-chemical properties for the solvents studied.

In the linear range, the insertion loss amplitude increased (i.e., $S_{21}$) with increasing analyte concentration, consistent with impedance increases due to the reduction of the majority carrier concentration in the TCNQ-doped HKUST-1 SURMOF [28,39], and is reminiscent of the output of coulometric gas sensors [46]. Furthermore, the linear segment can be fitted to a linear equation.

![Graph showing comparison of analyte concentration dependence of microwave insertion loss amplitude ($S_{21}$) for different solvents.](image)

**Figure 0.7.** Comparison of analyte concentration dependence of microwave insertion loss amplitude ($S_{21}$) for different solvents, TCNQ-loaded HKUST-1 SURMOF on Si substrate at 65°C in air, monitored at 0.5 GHz. The error bars represent the standard deviation of at least three measurements.
(with $R^2 > 0.98$, Prob > t of at least 0.02) with a characteristic slope as summarized in Table 6.1. As discussed below, the solvent molecules enter the unoccupied subunits within the MOF cage to adsorb at the open Cu$^{2+}$ sites and are subsequently oxidized in a charge transfer (e.g., electrons transferred from the analyte to the metal center). The net electron transfer reaction reduces the hole concentration to alter the conductivity and impedance of the sensor device. While we do not expect the analyte molecules to displace TCNQ from the host, the changes in the impedance suggest some adsorbate-induced changes in the SURMOF. We take the analyte concentration dependence of the $|S_{21}|$ (i.e., the slopes of the linear sections of the traces in Figure 6.7) as a measure of the ease of oxidation of the adsorbed analyte molecules (i.e., electron donation into the doped MOF complex). Figure 6.8 shows a correlation between the proposed ease of oxidation, i.e., the slopes of the linear sections of the traces in Figure 6.7 and representative electrooxidation potentials of the solvents molecules on an arbitral platinum-based catalyst obtained from the literature [47]. The strong correlation suggests that the insertion loss change depends on the thermodynamics of oxidation of the aliphatic alcohol analytes.
Figure 0.8. The dependence of the slope of the analyte volume dependence of insertion loss on the electrocatalytic oxidation potential of aliphatic alcohol analytes on a platinum-based catalyst, taken from Lammy et al. [47]. The blue dashed line is just a visual aid.

TABLE 0.1

Summary of $|S_{21}|$-concentration plot features, and some salient physico-chemical properties of neat analytes.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Dielectric Constant</th>
<th>Dipole Moment</th>
<th>Acceptor Number</th>
<th>Oxidation Potential (V/SHE) [45]</th>
<th>$\Delta G$ (kJmol$^{-1}$)</th>
<th>Lower Detection Limit (ml)</th>
<th>Upper Linear Limit (ml)</th>
<th>Slope (dB/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>32.7</td>
<td>1.7</td>
<td>41.5</td>
<td>0.016</td>
<td>−9.3</td>
<td>0.1</td>
<td>0.5</td>
<td>−11.228</td>
</tr>
<tr>
<td>Ethanol</td>
<td>24.5</td>
<td>1.69</td>
<td>37.9</td>
<td>0.084</td>
<td>−97.3</td>
<td>0.2</td>
<td>0.5</td>
<td>−8.160</td>
</tr>
<tr>
<td>2-Propanol</td>
<td>18</td>
<td>1.66</td>
<td>33.5</td>
<td>0.097</td>
<td>−168</td>
<td>0.3</td>
<td>0.5</td>
<td>−6.083</td>
</tr>
<tr>
<td>Acetone</td>
<td>20.7</td>
<td>2.85</td>
<td>12.5</td>
<td>−0.879</td>
<td>0.2</td>
<td>0.5</td>
<td>0.5</td>
<td>−2.440</td>
</tr>
</tbody>
</table>
In Figure 6.8, the $S_{21}$ response to injected analyte volumes below 0.2 ml suggest anomalously high impedances, which seem to recover after exposing the films to higher volumes of solvent. Moreover, the $|S_{21}|$-analyte concentration plots for 2-propanol, acetone, and methanol exhibit higher impedances than that of ethanol. These observations suggest that other factors, beyond redox thermodynamics, such as reduced mass transport, influence the VOC detection. Solvents are known to plasticize the outer layer of the MOF material, due to MOF destructuring at the film–air interface [13,48,49]. Thus, the reduced mass transport could be due to blocked pores at the film–air interface surface due to solvent-induced modifications of the outer surface of HKUST-1 SURMOF films, which impede the uptake and release of solvent by the films. Interestingly, the deconstructed surface can be regenerated when exposed to the synthesis solvents, i.e., ethanol in the case of HKUST-1 SURMOF, to allow improved analyte uptake by the film [13], as shown in Figure 6.7. Figure 6.9 shows the atomic force microscope (AFM)-measured surface roughness of HKUST-1 SURMOF films exposed to varying amounts of ethanol vapor at 65 °C. The data show that the initial surface plasticizes when exposed to small volumes of ethanol but recovers with increasing volumes of solvent exposure. The regeneration of the outer film surface in ethanol explains the observed lower impedances when ethanol is used as the analyte.
Figure 0.9. Surface roughness of HKUST-1 SURMOF films exposed to varying amounts of ethanol vapor at 65 °C showing initial surface plasticization and recovery with increasing volumes of solvent. The error bars represent the standard deviation of roughness measurements from at least three distinct areas on the sample surface.

The thermodynamic versus kinetic selectivity of the analyte oxidation was evaluated by challenging a fresh TCNQ-doped HKUST-1 SURMOF sample with a 1:1 volume mixture of methanol and ethanol at 65 °C in air. As shown in Figure 6.10, the data for the 1:1 MeOH-EtOH mixture, monitored at 0.5 GHz, completely overlap that for neat methanol (MeOH), i.e., the mixture response is identical to that of pure methanol. This indicates that the sensing agent is selective to methanol over ethanol, despite the surface deconstruction, which limits the mass transport of methanol into the pores of the SURMOF. The data also suggest that the methanol selectivity is kinetically driven, probably due to the differences in the analyte diffusion rates to the
metal sites; in turn, this is probably due to the SURMOF surface plasticization, as shown in Figure 7.

![Graph showing the relationship between solvent concentration and insertion loss amplitude for TCNQ-loaded HKUST-1 on Si substrate at 65 °C, in air, for methanol (MeOH), ethanol (EtOH), and 1:1 mixture of ethanol and methanol, monitored at 0.5 GHz. The 1:1 mixture of MeOH-EtOH designated by black symbols completely overlap those for pure methanol (MeOH) blocking the visibility of the green symbols. The error bars represent the standard deviation of at least three measurements.](image)

Figure 0.10. Comparison of solvent concentration dependence of microwave insertion loss amplitude (S<sub>21</sub>) TCNQ-loaded HKUST-1 on Si substrate at 65 °C, in air, for methanol (MeOH), ethanol (EtOH), and 1:1 mixture of ethanol and methanol, monitored at 0.5 GHz. The 1:1 mixture of MeOH-EtOH designated by black symbols completely overlap those for pure methanol (MeOH) blocking the visibility of the green symbols. The error bars represent the standard deviation of at least three measurements.

Figure 6.11 shows the relationship between the slope of the analyte volume dependence of insertion loss, i.e., the slopes of the linear sections of the traces in Figure 5, and the Gutmann Acceptor (AN) of the analyte molecules studied, where the AN is a measure of the strength of solvents as Lewis acids [50]. While the alcohol analytes show a linear dependence on the AN,
acetone is off the line. This strongly suggests that the alcohol analyte and/or the oxidation products hydrogen bond within the HKUST-1 structure [6], possibly due to the pre-existing dopants at the color centers within the film [30]. This hydrogen bonding may also explain the reduced diffusion of analyte molecules into the MOF film [51]. Taken together, the sensitivity of VOC detection depends on the diffusion rate of the analyte molecule and the ease of charge transfer at the active metal sites.

Figure 0.11. The relationship between the slope of the analyte volume dependence of insertion loss and the Gutmann Acceptor (AN). AN is a measure of hydrogen bond acidity, and the linear relationship suggests that the analyte molecules and/or the oxidation products form hydrogen bonds within the HKUST-1 structure.

6.3.3 Proposed Mechanism for BDS Detection of Aliphatic Alcohols in HKUST-1 MOF
Metal organic frameworks have been shown to be efficient electrode modifiers in the selective electro-oxidation of alcohols into carbonyl compounds [52,53] and acids [54]. Analyte ingress and subsequent confinement, within the MOF, appear to be critical to the success of these oxidation reactions. We have previously proposed the following set of conceivable elementary steps involved in the BDS detection of aliphatic alcohols with TCNQ-doped HKUST-1 SURMOF [20].

1. Analyte molecules diffuse into accessible cavities to interact with the open Cu\(^{2+}\) active sites, some of which exist as Cu\(^{2+}\)-Cu\(^{+}\)-O\(_2\) defects, in the SURMOF. These defects appear to be responsible for many of the electronic properties of the SURMOF films [12,32]. The introduction of the analyte molecules also induces distortion of the mechanical structure, as well as changes in the electronic band structure that lead to changes in the conductivity of the MOF. In a pure nitrogen ambient, the N\(_2\) adsorbs on the metal sites [55], but in the presence of Lewis base molecules, such as aliphatic alcohols, the analyte is expected to displace pre-adsorbed N\(_2\) molecules to form adducts from the open metal sites.

2. The aliphatic alcohol probably associates with the binuclear copper-oxo defects [32], or coordinates to the open metal center, via the hydroxyl-oxygen atom. The confined alcohol analyte is aerobically oxidized by the Cu sites [56] into carbonyl compounds (e.g., aldehydes from the primary) at room temperature [57], with electrons transferred into the MOF from the alcohol. This step is dependent on the presence of oxygen in the ambient conditions within the reactor, which is required for the reoxidation of the Cu(I) to Cu(II). The oxidative abilities of HKUST-1 MOF films are attributable to the presence of mixed valent-Cu-oxo defects [33], which behave like aerobic functions such as in respiration.
These mixed valent Cu-oxo centers in the defective MOF are critical for the spontaneous oxidation of alcohols in aerobic conditions [4,5,60].

Mechanistic studies [16,61] of Cu-catalyzed oxidation of alcohols under aerobic conditions suggest an initial hydrogen atom abstraction via a cupric-superoxide complex in which an O-coordinated alcoholate undergoes an H-abstraction reaction from the α-carbon atom of the alcoholate. This generates a bound ketyl radical which then converts intramolecularly into aldehyde, via a one-electron reduction of the Cu (II) into a Cu-I center [62]. Such redox reactions at the metal centers should be readily detected by BDS because of the expected changes in the conductivity of the device under test (DUT) [4]. The resultant carbonyl compounds are also more polarizable and will contribute to the observed increased insertion loss.

The open metal sites in the HKUST-1 MOF, formed by removing axial ligands and or the defective metal sites, strongly coordinate to electron rich species (i.e., Lewis bases). Small molecules, such as short-chained aliphatic alcohols, reversibly adsorb at the available open metal centers in the MOF cavity inducing changes in its physicochemical properties [4,5,63]. The adsorption and reaction at the metal sites also result in changes in interfacial polarization and permittivity, which should be readily detected by microwave energy dissipation [64]. Furthermore, microwave (MW) irradiation is known to promote the rapid and selective oxidation of alcohols to carbonyl compounds as the microwave irradiation promotes faster and more efficient internal heating through direct interaction between microwave energy and the reactants [65–67]. Thus, we expect the adsorbed aliphatic alcohol analyte at the open Cu sites in the host MOF sites to be aerobically oxidized into aldehydes [68] as the basis of VOC detection with MOF thin films [18]. Furthermore, microwave (MW) irradiation is known to rapidly convert alcohols to carbonyl compounds over transition metal catalysts [69], probably due to more efficient internal heating.
within the reactants [65–67], the creation of localized plasmon resonance-like “hot spots” in the metal support [70], or some specific microwave effects on chemical reactions [71].

6.4 Conclusions

By observing microwave signal attenuation in different sensor material systems, we demonstrated physics consistent with chemo-induced changes in the electrical properties of the TCNQ-doped HKUST-1 SURMOF sensing media in the detection of volatile solvents (i.e., methanol, ethanol, 2-propanol, and acetone) at 65 °C. The microwave signal attenuation, possibly due to resistance increases, is attributed to majority carrier (hole) annihilation from the electrons donated into the extended hybrid molecular orbital network of the TCNQ-HKUST-1 complex during the analyte oxidation. The VOC analyte specific detection sensitivity depends on the ease of oxidation, i.e., the oxidation potential, of the analyte. Unfortunately, the analyte degrades the surface of the SURMOF to form a plasticized skin that impedes the analyte’s diffusion into the porous medium. This results in the underutilization of a tremendous volume of the sensing media.
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CHAPTER 7

SIDE BY SIDE COMPARISON - ZnO VS MOF FILMS AS SENSING MEDIA


7.1 Introduction

7.1.1 Volatile Organic Compounds (VOC) Detection

Intrinsic material property changes due to analyte adsorption and reactions of the sensing materials are the basis of many conductometric chemical sensors [1-3]. In gas sensing applications, most of the sensing materials tend to be metal oxides (MO, mostly II-VI semiconductors) due to their low cost, simple design and ease of production, short response time, wide detection range, and resistance to harsh working environments [4]. For these chemical sensors to be successful, there must be (i) charge transfer between the analyte and the sensing materials, and (ii) a reversible analyte concentration dependence of the measurand [5]. Along these lines, there is a need for effective and efficient methods to monitor volatile organic compounds (VOCs). Highly sensitive analytical chemistry techniques, such as spectrophotometry, fluorometry, gas chromatography (GC) and high-performance liquid chromatography (HPLC) have been used for the accurate quantification of VOCs. However, these techniques are expensive, bulky, have low throughput, require time consuming pre-treatment steps and highly skilled operators, consume substantial amounts of power, and do not provide real-time information for risk mitigations and decision
making [6]. These limitations preclude most of the current VOC detection techniques from being used in the internet of things (IoT, internet edge) applications.

For IoT applications, the sensor should be small, inexpensive, and fast, with high sensitivity, selectivity, and stability for specific applications [7-9]. Emerging 2D-material, such as graphene, graphene oxide, phospherene, and transition metal dichalcogenides such (e.g., MoS$_2$), as well as carbon nanotubes (CNTs), are being co-integrated with digital devices into viable gas sensors, mostly as chemically sensitive resistors (chemoresistors), chemically sensitive field effect transistors (chemFETs), or carbon nanotube field effect transistors (CNTFETs). For example, MoS$_2$ chemoresistors have been shown to be sensitive to different organic compounds including triethylamine (TEA) and acetone, with detection limits as low as 0.16 parts-per-trillion for nitric oxide gas molecules. In addition to changing the channel resistance, analyte specific changes to the low frequency 1/f noise spectra of graphene chemFETs may be used as a VOC detection measurand in these chemFETs [10]. The selectivity and sensitivity of 2D-material sensors can be tuned with chemical functionalization of the surface of the sensing material. These devices can be further optimized with device gate bias adjustments to electrostatically change the carrier concentration in the channel to an optimal point [10]. Advances in heterogenous integration schemes are leveraging these emerging materials into three dimensional (3-D) sensors design for IoT applications; for example, a single chip CNTFET nanosystem that senses, stores the data, and classifies ambient gases has been demonstrated [11].

Unfortunately, many of these chemFETs and chemoresistors require energy-intensive internal heating for optimal operation [12]. For IoT and autonomous applications, new metrology that do not require high temperature for transduction, such as analyte-induced volume, and surface capacitance, changes are needed [12]. Metal-organic frameworks (MOFs) have emerged as a novel
class of tunable electronic nanomaterials; they combine the advantages of long-range order of inorganic conductors with the synthetic flexibility of organic semiconductors [13]. These MOF’s have the potential to overcome many of the challenges of selectivity that limit other sensor materials that depend on charge transfer processes to change resistivity [14, 15]. While altering band structures in MOF-based sensors from analyte surface reactions, similar to those in the metal-oxide semiconductor, is possible [5, 16], the ultra-large surface areas, high porosity, and the ability to form coordination complex clathrates-like structures with analyte molecules make the MOFs attractive for selective gas sensing [17]. Furthermore, many of these MOF-based gas sensors work at room temperature, negating the need for heating [17, 12].

In addition, the resistivity measurements of the chemoresistor-based sensors necessarily involve making electrical contacts to the sensing materials. This can introduce non-negligible contact impedance in series with the sensing materials, especially in the two-pole measurement techniques often used with the coulometric gas sensors. In such systems, the errors from the connecting cables can be significant, especially when the resistance of the sample is lower than approximately 50 \( \Omega \) [18]. Non-contact microwave gas sensing is emerging as an alternative to coulometric gas sensing; a microwave resonant cavity technique has also been used to detect and to distinguish between methanol, ethanol and acetone in the 0-200 ppm range at room temperature [19]. Capacitive sensing of VOC, with a dielectric layer comprised of compacted Cu-BTC nanoparticles has also been demonstrated [17]. However, the performance metrics of these microwave gas sensors, such as selectivity, sensitivity, reproducibility, and long-term stability are currently not yet well established. Furthermore, the impact of environmental factors such as temperature and humidity are currently not well understood. [20] Thus, there is a need to improve our fundamental knowledge of microwave gas sensors.
The mechanisms involved in chemo resistive gas sensing are not well understood. For example, while transduction in the metal oxides are temperature dependent, the mechanisms behind the temperature dependence are not well understood [21]. Similarly, the mechanisms underpinning MOF-based gas sensing are currently not fully understood [12]; presumably, the analyte molecules oxidize when they contact the sensing materials [14]. In traditional conductometric sensing, the redox reactions convert analyte-sensor interactions into measurable DC-resistance through changes in electrical resistivity because of electron injection into, or withdrawal of electrons from, the electronic conduction band structure of the sensing element [22, 23]. In this regard the electrically active defects in the MOF materials appear to behave like those in semiconducting metal oxides [16]. Here, we compare low temperature sensing of ethanol on substrate anchored ZnO nanorods and TCNQ-doped HKUST-1 MOF, through microwave impedance changes, to gain mechanistic insights into the microwave sensing of ethanol vapor. The TCNQ-doped HKUST-1 SURMOF provides a well characterized platform for such investigations [24]. The MOFs utilized in this study are referred to as HKUST-1, which is an abbreviation derived from Hong Kong University of Science and Technology-1, and is denoted by the chemical formula Cu₃(BTC)₂(H₂O)₃.n. HKUST-1 surface-anchored MOF thin films (SURMOFs) doped with TCNQ [7,7,8,8-tetracyano-quinodimethane] are a well-established platform for investigating selective gas detection (Figure 7.1). The incorporation of TCNQ is aimed at adjusting the electrical conductivity of the HKUST-1 material [25].

We have shown elsewhere that the thermal conductivities of SURMOF films are commensurate with their single crystalline MOF analogues and decrease in the presence of adsorbates [26], due to increased vibrational scattering introduced by extrinsic guest-MOF collisions, and guest molecule-induced hybridization of low frequency modes [27]. We have also
demonstrated elsewhere that in contrast to the traditional coulometric techniques, ZnO nanotubes can sense ethanol at temperatures under 100 °C, using broadband microwave dielectric spectroscopy (BDS) [28].

Figure 0.1. Schematic illustration depicting the structure of HKUST-1 SURMOF films, where the pores are loaded with TCNQ (TCNQ, tetracyanoquinodimethane) [25].

7.1.2 Broadband Dielectric Spectroscopy (BDS) Background

Accumulation and alignment of charged defects play significant roles in the VOC detection, as their state changes in the presence of reactive organic molecules. When exposed to electromagnetic waves, the dipolar defects oscillate to keep up with the rapidly changing external electric fields; at some critical frequency the polarizability cannot keep up with the velocity of the applied fields, resulting in dielectric loss. The displacement of the bound charges in the sensing
media in an external electric field, E, results in a dipolar moment, m, and a torque, G, as the dipolar moment orientates parallel to the electric field and in opposition to the applied field. This produces a net polarization of the material which determines the dielectric response of materials to electromagnetic radiation. In isotropic media, the volume density of polarization is directly proportional to the applied electric field intensity \[29\]. Thus, fundamentally, the elementary processes that underpin VOC detection with metal oxides involve changes in polarizability, and the resultant changes in electrical characteristics, of the sensing media. These changes alter the propagation characteristics of radio frequency or microwaves in such media and instigate microwave absorption / energy dissipation. We define a complex dielectric function that measures the electric displacement field due to the presence of an electric field in a dielectric material as written as Equation 1:

\[
e(\omega) = \varepsilon_1(\omega) + i\varepsilon_2(\omega) \tag{1}
\]

where, \(\omega = 2\pi/c\lambda\) is the frequency, \(c\) is the speed of light and \(\lambda\) is the wavelength, \(\varepsilon_1(\omega)\) describes how much the material is polarized when an electric field is applied, and \(\varepsilon_2(\omega)\) is related to the absorption of the material \([30, 31]\). The dielectric polarizability at high frequencies sets the scale for radiation absorption, while at low frequencies, it determines the non-linear effects.

When electromagnetic waves interact with matter the incident microwave signal scatters according to the material’s permittivity. During the signal scattering, a portion of the radiation is transmitted through the sample while the remainder is reflected toward the source, as described by Snell’s law \([29]\). The ratio of transmitted to reflected energies depends in part on the impedance mismatch between the material under test (MUT) and the source. The signal scattering from the electrical interfaces is summarized as a matrix of S-parameters that quantifies how RF energy propagates through a multiport network such as a vector network analyzer (VNA). The S-
parameters can be extracted in the frequency domain (FD), time-domain (TD), or hybrid modes based on the form of the interrogating signal [31]. In this work, we used a two-port hybrid technique, in which the input excitation is convolved with the transfer function of the sensor (h(f)) loaded with the MUT. A typical two-port measurement contains four S-parameters (S_{11}, S_{21}, S_{12}, and S_{22}) which are vector quantities representing the magnitude and the phase of the frequency-dependent characteristics of the MUT. A portion of the incident wave is transmitted (i.e., S_{21} and S_{12}) or reflected (S_{11} and S_{22}). The portion of the transmitted signal exits the MUT with different magnitude and phase from the incident signal; thus, the S_{21} and S_{12} also encode the phase difference between a transmitted signal and an incident signal. The S-parameters can be analytically transformed to produce the characteristic circuit element of the analyte as described elsewhere [33]. Broadband microwave dielectric spectroscopy (BDS) measures the dispersive, and dissipative dielectric behavior of the analyte as a function of frequency, i.e., changes in the polarizability of the analyte. Because input excitation is convoluted by the transfer function of the sensor loaded with the MUT, i.e., (h(f)), to generate the output S-parameter the BDS has the advantage of rapidly interrogating a dynamic range of material characteristic [36]. Polar functional groups in organic molecules (e.g., VOCs) are electron-rich and highly polarizable, hence readily absorb microwave energy to distort as the electrons transfer from one stable state to an excited state with higher energy, forming the electron polarization, in the rapidly changing magnetic fields. Here, we use the S-parameters to evaluate the chemo-induced changes induced (CIC) in the VOC adsorbed on the MO sensing materials, by measuring the MW insertion loss characteristics (S_{21}) as a function of the experimental variables. Thus, in this work, the S-parameters are functionals of frequency and experimental stress (i.e., F[h(f)]).
Gas monitoring with microwave-based metrology is well known, but the technology has some performance limiting gaps. Specifically, performance metrics such as selectivity, sensitivity, reproducibility, and long-term stability are not yet well established, and the impact of environmental factors such as temperature, humidity are currently not well understood [20]. We had previously used microwave-based broadband dielectric spectroscopy (BDS) [34] to investigate the initial stages of ethanol vapor detection with ZnO nanorods [28]. The BDS detection of VOC with semiconductor metal oxides involve changes in polarizability, i.e., the repolarization of the permanent electrical dipoles which instigates micro-wave absorption / energy dissipation during the rotation and orientation of the dipoles [34, 35]. When microwaves interact with the analyte (i.e., MUT) the incident microwave signal scatters according to the material’s permittivity; the signal scattering is a function of frequency and experimental stress (i.e., F[h(f)]). The input excitation is convoluted by the transfer function of the sensor loaded with the MUT, i.e., (h(f)), to generate the output S-parameter [32]. In this study, using BDS metrology, we compare ethanol vapor sensing on inorganic ZnO nanorods and hybrid surface anchored metal-organic-frameworks thin films (HKUST-1 SURMOFs) as sensing materials at temperatures under 100 °C. We have shown elsewhere that surface ZnO nanorods offer significantly increased sensing surfaces that improves the sensitivity and reduces the long response / recovery times [36]. Contactless broadband dielectric spectroscopy (BDS) is most advantageous for monitoring reactions involving some degree of charge transfer regardless of the nature of the charge carriers, i.e., electrons and holes [36]. The microwave signals are absorbed when inserted into such materials due to changes in the polarizability of the MO-adsorbate interface. We use the S-parameters to evaluate the redox behavior of ethanol molecules adsorbed on the sensing materials, by measuring the insertion loss characteristics (S_{21}) as a function of the experimental variables [38, 39]. With proper calibration,
the $S_{21}$ amplitude can be correlated to the total impedance of the GSG waveguide, and gas sensing device. Thus, we can use the $S_{21}$ magnitude as an index to the changes in the MUT in response to an external perturbation, as shown by equation 2, where $z_f$ and $z_0$ are the instantaneous and characteristic impedances of the device under test, respectively

$$z_f = z_0 \frac{2(1-s_{21})}{s_{21}}$$  (2)

7.2 Experimental

7.2.1 Sensing Material Preparation

For the ZnO sensing study, the gas sensor device consisted of hydrothermally synthesized ZnO nanorods grown on a random polycrystalline fine grain ZnO seed layer which was fabricated by atomic layer deposition (ALD) on a native oxide covered p-type boron-doped silicon substrate with resistivity of about 4 $\Omega$cm to about 6 $\Omega$cm and a thickness of about 500 $\mu$m to about 550 $\mu$m, as we have described previously [40]. The surface anchored ZnO nanorods used in the ethanol detection are described elsewhere [39]; in our hands, the average ZnO nanorod was $\sim$ 500 nm tall and $\sim$ 50 nm in diameter [28]. We note that the ZnO nanorods do not all appear to align perfectly at 90 degrees with respect to the small grains of the ZnO seed layer. Whether the hydrothermal ZnO nanorods grow all at 90 degrees or display some angular variation is immaterial for the gas sensing reaction; the most important factor is the resulting large surface-to-volume ratio.

Polycrystalline HKUST-1 surface-mounted metal–organic framework thin films (SURMOFs) were grown by quasi liquid phase epitaxy (LPE surface-anchored) on plasma activated borosilicate SiO$_2$ glass, as described elsewhere [41]. In this work we used $\approx$ 35 nm thick
HKUST-1 films, formed from 30 spray-cycles [42]. The greenish color of our films is indicative of Cu$^{2+}$/Cu$^+$ defects [43]. Loading (doping) of fresh HKUST-1 MOF thin films is accomplished by infiltration with 7,7,8,8-tetracyano-quinodimethane (TCNQ), as described in the open literature [44]. Planar view scanning electron micrography (SEM) of the TCNQ loaded SUR-MOFs films shows uniform distribution of grain size comprised of primarily large grains separated by what appears to be wide gaps between the MOF domains [41]. The gaps are presumably formed as a result of significant unit-cell change when the pristine HKUST-1 is doped with TCNQ [41]. The substrates with the samples were diced into 1.5 cm by 2.5 cm pieces and stored in a pure nitrogen atmosphere prior to use.

Analytical grade ethanol was obtained from Sigma-Aldrich (Milwaukee, St. Louis, MO, USA).

### 7.2.2 BDS Setup and Measurements

In this work, the SURMOF films on borosilicate SiO$_2$ glass substrates were placed directly on a ground-signal-ground (GSG) coplanar waveguide (CPW) housed in a controlled environment, as we have previously described [28]. The 175 ml reactor was purged with a nitrogen-air mixture; a small volume fraction of pure nitrogen was added to the air flow to dilute out any adventitious water vapor in the purging gas while maintaining an aerobic ambient for the inherent oxidation of the analyte. In the bid to prolong the life of the GSG waveguides all studies were conducted at less than 100 °C, except the initial characterization data in Figure 7.2.
Varying amounts (0.05ml to 1 ml) of analytical grade ethanol was injected into the reactor via a long-needled hypodermic syringe as needed, while maintaining the reactor at a preset temperature in an aerobic atmosphere [28].

7.3 Results and Discussion

7.3.1 BDC Detection of Ethanol Vapor with ZnO sensors

Chemoresistive metal oxide-based gas sensors, such as ZnO, rely on conductometric transduction principles [23], i.e., the electrical resistance of the active sensing structure changes in response to redox active analyte molecules. For n-type ZnO sensing materials the gas sensing mechanism involves perturbing the electron concentration in the conduction band. When the ZnO nanorods are exposed to ethanol vapor in an aerobic ambiance at appropriate temperatures, the alcohol molecule is oxidized to form aldehydes in a 3-step charge transfer process [45]:

(1) the sensor activation step involves the formation of a depletion layer at the air/ ZnO-nanorod interface from adsorbed oxygen species on the surface of the ZnO; the speciation of the adsorbed oxygen depends on temperature: O \(^{2-}\) at temperatures of less than 100 °C; O\(^{-}\) at temperatures between 100 and 300 °C, and O\(^{2-}\) at temperature higher than 300 °C [2],

(2) analyte gas molecules adsorb on the oxygen rich ZnO nanorods surface to form adducts,

(3) the adducts oxidize / reduce through charge transfer reactions, in the 200 °C – 400 °C temperature range. This perturbs the electron density in the conduction band to alter the resistivity of the sensing device.
The number of electrons (i.e., coulombs) released into the conduction band is limited by number of adsorbed analyte molecules, the surface area and chemistry of the surface. It has been demonstrated experimentally that the sensitivity and response speed of VOC detection with ZnO appears to depend on numerous factors, including but not limited to the nanoscale morphology, quality, and chemistry of the ZnO surface. For example, while ZnO microrods on SiO$_2$/Si substrate synthesized by low temperature (95°C) via wet chemical process showed maximum sensitivity and response time for ethanol and methanol vapor detection at 150 °C [46], we have shown elsewhere that hydrothermally synthesized ZnO nanorods grown on fine grained random nanocrystalline seed ZnO layers [40] prepared by atomic layer deposition (ALD) exhibit maximum sensitivity at around 320 °C [47].

Figure 7.2 shows the temperature dependence of microwave insertion loss ($S_{21}$ amplitude, reported at 6 GHz) of ZnO on Si in nitrogen-enriched air (Air-N$_2$) and in gaseous ethanol environments, respectively, monitored at 6 GHz. While the system impedance (denoted by the insertion loss amplitude ($S_{21}$ amplitude) was stable below 100 °C, the system impedance increased with increasing temperature above 100 °C, which may be due the speciation changes during the sensor activation step (i.e., as discussed in step 1 above), and changes in interfacial capacitance that results from the surface potential barrier formed from the adsorption of analyte species from the environment onto the ZnO [48, 49, 28], along with the temperature dependence of the intrinsic semiconductor resistivity properties of the ZnO-nanotubes grown on silicon substrate. The contribution of the interfacial capacitance is illustrated by the introduction of ethanol vapor into the reactor as shown in Figure 7.2. It is proposed that at temperatures lower than 100 °C, the ethanol molecules adsorb to form adducts with the preexisting oxygen adsorbed species. At suitably higher temperatures, the adducts further react. This initial adduct formation alters the
electrostatics of the ZnO system, manifesting as increased impedance of the system and higher insertion losses. The BDS response to the ethanol analyte at sub-100 °C temperatures is rather remarkable since there is no conductometric response of ethanol vapor on ZnO nano-rods at temperatures below 100 °C [21].

Figure 0.2. Temperature dependence of microwave insertion loss ($S_{21}$ amplitude) of ZnO on Si substrate in nitrogen-rich air and gaseous ethanol environments, monitored at 6 GHz. Note that the symbol sizes are much larger than the error bars.

The perturbation of the conductivity of the sensing element is traditionally measured through coulometry, however, each of the elementary processes discussed above involves changes in the surface polarizability which can be discussed with chemisorption models without getting into the details of the surface reactions, and the sensing mechanism [50]. Such chemisorbed models
are easily monitored by corresponding changes in microwave S-parameters. Using BDS, we have previously investigated the three steps discussed above, and shown that ethanol can be detected on our ZnO nanorods, at temperatures well below 100 °C [28]. As we discuss below, we observed the formation of ethanol-O$_2^-$ adducts on the ZnO-nanorod surface which do not have to react chemically to change the impedance of the sensor. Thus, the ability to detect chemisorbed species at low temperatures with BDS negates the need for high temperature charge transfer reactions to capture the quantity of electrons transferred in to infer the number of adsorbed analyte molecules present.

### 7.3.2 Ethanol Vapor Detection with Pristine and TCNQ-loaded HKUST-1 SURMOF

The potential of metal-organic frameworks (MOFs) for gas mixture separation [51], and as VOC sensing agents have been discussed in the literature [14, 12]. Furthermore, copper MOFs are widely used in MOF alcohol oxidation, due to the intrinsic activity of copper as an oxidizing catalyst [52]. The HKUST-1 MOF, [Cu$_3$(BTC)$_2$(H$_2$O)$_3$]$_n$ (where BTC is benzene-1,3,5-tricarboxylate), is comprised of square Cu-Cu paddlewheel clusters connected by BTC ligands to form a rigid porous open framework with bimodal pore size distribution [53, 54], and two coordination unsaturated Cu$^{2+}$ metal sites (open metal sites) per paddlewheel where polar groups can attach through dative bonding [55]. The open metal sites, formed by removing axial ligands, strongly coordinate to electron rich species (i.e., Lewis bases). The HKUST-1 MOF has three distinct internal pores, two of comparable size (aperture = 14 Å) and a smaller pore (aperture = 10 Å). One of the two larger pores has the Cu-Cu paddle-wheels directed into the pores making it suitable for coordinating TCNQ guest molecules. The open metal sites in the smaller pores are still available for coordinating to small molecules [55, 56]. The open Cu sites in the small cavities are
separated by 8.2 Å which limits the size, stereochemistry, and the number analyte molecules that could be adsorbed at those sites [52]. Small aliphatic alcohol molecules and similar sized polar molecules reversibly adsorb at the available open metal centers in MOF cavity causing the cavity to expand and inducing changes in its physicochemical properties, such as decreased thermal conductivity [27] and the electrical conductivity of the MOF [13, 57, 58]. Experimental data suggest that charge transfer between the adsorbed analyte and the open metal sites, occur within the pores of the MOF framework [12]. The adsorption at the metal sites also results in change in interfacial polarization and permittivity which should be readily detected by microwave energy dissipation [59].

Copper MOFs are widely used as catalysts for alcohol oxidation, due to the intrinsic activity of copper as an oxidizing catalyst [52]. For example, Guo et al have demonstrated that mixed-metal CuPd-HKUST-1 MOF exhibits superior catalytic performance compared to the pristine HKUST-1 for the selective aerobic oxidation of benzyl alcohol to benzaldehyde [60]. Defective HKUST-1 thin films [61], such as used in this work contain Cu$^{2+}$/Cu$^{+}$ dimers that form reactive adducts with dioxygen molecules which are probably responsible for the catalytic aerobic oxidative properties of the HKUST-1 MOF [62]. These oxidative abilities of defects are similar to the aerobic organisms, such as in respiration [63]. Copper(I)-dioxygen (O$_2$) adducts, have been proposed as intermediates in dioxygen-activating enzymes; they are capable of oxidizing substrates containing weak O–H and C–H bonds. Mechanistic studies for some enzymes and model systems have supported an initial hydrogen-atom abstraction via the cupric-superoxide complex as the first step of substrate oxidation [64, 65]. In the rate-determining step, an O-coordinated alcoholate undergoes an H-abstraction reaction from the α-carbon atom of the alcoholate to generate a bound ketyl radical which is then intramolecularly converted via a one-
electron oxidation to the aldehyde with the reduction of the Cu (II) center into a Cu-I species, which is then later deoxidized O² [66]. Thus, we expect the absorbed alcohol analyte to be aerobically oxidized in the host MOF to the corresponding aldehydes [67]. Such redox reactions at the metal centers should be readily detected by BDS, because of the expected changes in the conductivity of the HKUST-1 SURMOF [13]. Furthermore, microwave (MW) irradiation is known to rapidly convert alcohols to carbonyl compounds over transition metal catalysts [68]. MW irradiation of immobilized reactants on inorganic supports reduces the reaction time and promotes the yield, selectivity and purity of products, as the microwave irradiation promotes faster and more efficient internal heating through direct interaction between microwave energy and the reactants [69-71].

In analogy to the aerobic oxidation of aliphatic alcohols on ZnO, we propose conceivable elementary steps involved in the BDS detection of aliphatic alcohols in TCNQ-doped HKUST-1 SURMOF. We expect the adsorbed aliphatic alcohol analyte at the open Cu-sites in the host MOF sites to be aerobically oxidized into aldehydes [69] in a process comprised of multiple steps, each with its characteristic polarization dynamics, viz,

(1) Analyte molecules diffuse into size accessible cavities to coordinate to the available open Cu²⁺ active sites, some of which exist as Cu²⁺-Cu⁺-O₂ adducts, in the HKUST-1 MOFs. This induces an impedance increase in the device under test (DUT) due to distortion of the mechanical structure, as well as changes in the electronic band structure that lead to changes in the conductivity of the MOF. In a pure nitrogen ambient, the N₂ adsorbs on the metal sites [72], but in the presence of Lewis base molecules, such as aliphatic alcohols, the analyte is expected to displace pre-adsorbed N₂ molecules from the open metal sites.
(2) The aliphatic alcohol probably coordinates to the open metal center via the hydroxyl-oxygen atom. The absorbed alcohol analyte is aerobically oxidized by the Cu-sites [73] into carbonyl compounds (e.g., aldehydes from the primary) at room temperature [12], with electrons transferred into the MOF from the alcohol, as discussed above. This step is dependent on the presence of oxygen in the ambient within the reactor, which is required for the reoxidation of the Cu(I) to Cu(II). The resultant carbonyl compounds, because of their increased electrophilic nature, are more polarizable, and will contribute to the observed increased insertion loss.

(3) The oxidation of the adsorbed alcohol analyte in the MOF into aldehydes, in step [2], may be aided by the probe microwave stimulus.

There are multiple dielectric mechanisms and polarization processes inherent in the HKUST-1-analyte interactions that can be triggered using different frequencies [74]; thus, careful analyses of the BDS spectra could afford deep mechanistic insights into the VOC detection as each event results in changes in polarization and has a characteristic relaxation frequency [75].

Nitrogen enriched air, without ethanol, was used in the initial characterization studies to understand the impact of Lewis base coordination to the open Cu$^{2+}$ centers in the SURMOF films, i.e., to investigate step 1 of the proposed mechanism. Figures 7.3 shows the temperature dependence of microwave insertion loss ($S_{21}$ amplitude) in TCNQ doped HKUST-1 SURMOF in N$_2$-rich air. The insertion loss is higher in the nitrogen-rich environment than in pure air and increased with increasing temperature from 22 °C to 40 °C, then leveled off at higher temperatures. Seebeck coefficient measurements indicate holes as the majority charge carriers in TCNQ-HKUST-1 films at room temperature [76], and charge transport is only in the vertical direction in the highly oriented films [41]. The observation of the system becoming more resistive in the
nitrogen-enriched-air suggests that the N\textsubscript{2} molecules (Lewis base) coordinate to the open Cu\textsuperscript{2+} centers [77], and reduce the concentration of the majority hole carriers [76]. The behavior of the doped material is also consistent with guest induced electronic and vibrational structures changes of the SURMOF films [27, 78]. Furthermore, the temperature dependence of the impedance in the SURMOF suggests that either nitrogen adsorption at the open metal sites is gated by thermal-induced conformational changes in the MOF cage to allow access to the open metal sites [79, 80], or the DUT has temperature drifts below 50 °C [81]. Irrespective of the reason for the S\textsubscript{21} saturation above 50 °C, all subsequent experiments were conducted at 65° C or higher temperatures to avoid the S\textsubscript{21} drift.

![Figure 0.3](image)

Figure 0.3. Temperature dependence of microwave insertion loss (S\textsubscript{21} amplitude) in TCNQ loaded HKUST-1 MOF film on Si substrate in N\textsubscript{2}-rich air. The error bars represent the standard deviation of at least three measurements on the same sample.
Figure 7.4 shows the $S_{21}$ amplitude with increasing concentration of the ethanol vapor at a fixed temperature of 80 °C in air. The $S_{21}$ appears to saturate above 0.5 ml of injected neat ethanol. As in the nitrogen ambient, the system becomes resistive as the ethanol (Lewis base) coordinates to the open Cu$^{2+}$ centers [77], and reduces the concentration of the majority hole carriers by donating electrons to the electron deficient metal site. As discussed above, holes are the majority carriers in TCNQ-doped HKUST-1 [76], and charge transport is only in the vertical direction in the highly oriented SURMOF films [41], such as those used here. Based on the results from currently ongoing work in our laboratory, we suggest that the ethanol molecules probably coordinate with otherwise free metal centers, as well as hydrogen bond to TCNQ dopant, to reduce the hole concentration by electron injection into the SURMOF from the oxidation of the analyte. This explains the increase in the resistance of the system with increasing analyte concentration.

Figure 0.4. Insertion loss ($S_{21}$ Amplitude) monitored at 0.5 GHz as a function of volume of neat ethanol injected into vapor reactor (i.e., ethanol vapor concentration) environments at 80 C° in air.
It has been demonstrated that only a single layer adsorbed analyte is formed when the SURMOF layer is exposed to ethanol. The ethanol molecules coordinate to the open Cu-centers via the hydroxyl-oxygen atom from the ethanol, and only a single layer is formed due to the weak hydrogen-bonding interactions from coordinated ethanol molecules with additional adsorbed ethanol molecules [82]. Furthermore, the ethanol analyte does not lead to the degradation of the MOF sensing material. In contrast to water, the ethanol sorption capacity of HKUST-1 remained unchanged with the sorption experiment time, at least at 303 K. In contrast to water, ethanol’s weaker interaction with the open Cu(II) sites does not lead to the breaking of the Cu-carboxylate bond in the host HKUST-1 [83]. Thus, the evolution of $S_{21}$ with ethanol volume, as shown in Figure 7.4, reflects the adsorption of the analyte into the SURMOF sensing layer. Up to 0.4 ml (i.e., ~ 1.1 times the volume of the re-actor, or $1.5 \times 10^{13}$ times the volume of the SURMOF at 80 °C) of ethanol is adsorbed into the SURMOF sensing layer, which is reminiscent of the adsorption of small molecules into MOF materials [83]. Beyond analyte saturation of the sensing element additional ethanol volumes do not contribute to the sensor performance; the additional molecules are trapped between the SURMOF substrate and the waveguide or condense on the waveguide end-launch connectors to reduce the system impedance.

### 7.3.3 Comparison of BDS detection of Ethanol on MOF and ZnO Sensing Media

Figure 7.5 compares the microwave insertion loss ($S_{21}$) dependence on volume of neat ethanol flash vaporized into the reactor at 80 °C for the two sensing materials ZnO and TCNQ-doped HKUST-1 SUR-MOF in nitrogen-enriched air, monitored at 0.1 GHz. The error bars represent the standard deviation of at least 3 replicate measurements. In the case of TCNQ doped MOFs, the charge transfer reactions inject electrons into the metal center to reduce the hole
majority carrier and increase the device resistance. In contrast, ethanol adsorption on ZnO induced relatively small concentration dependent changes in the device impedance. Thus, the TCNQ doped-HKUST-1 SURMOF films were shown to be more sensitive in detecting ethanol at temperatures below 100 °C than their ZnO analogs. As discussed above, while the ZnO was detected through capacitance changes due to the ethanol-O\(^2\)- adducts formed on the nanorod’s surface, the detection with the MOF is through direct electron injection into the conduction band. Clearly, the MOF system is more sensitive to ethanol concentration than the ethanol detection on ZnO. We admit that 80 °C is substantially below the optimum VOC detection temperature of around 300 °C for ZnO nanorods but have shown elsewhere that the BDS can detect a VOC at such low temperatures [28]. Analysis of the BDS data (at specific frequencies) provides electrical information that can be correlated to elementary processes, such as the adduct formation on oxidized ZnO, and charge-transfer reactions in the doped KHUST-1 SURMOF sensing material [84]. Clearly, the BDS technique affords the capability to distinguish between different impedance changing mechanisms and provides new mechanistic insights into the elementary events that occur on the ZnO surface during the initial activation step for ethanol detection.
Figure 0.5. Comparison of the microwave insertion loss ($S_{21}$) dependence on ethanol concentration on ZnO versus TCNQ-doped HKUST-1 MOF sensing media on Si in gaseous ethanol environments, monitored at 0.1 GHz. Note the error bars represent the standard deviation of at least 3 replicate measurements.

7.4 Conclusions

Using microwave signal attenuation, we have demonstrated physics consistent with analyte-induced physicochemical changes of the sensing media consistent at a temperature as low as 80 °C on both ZnO and TCNQ-doped HKUST-1 SURMOF sensing media. In the case of TCNQ-doped HKUST SURMOFs, the charge transfer reactions inject electrons into the metal center to reduce the hole majority carrier and increased device resistance. In contrast, ethanol adsorption on ZnO induced relatively small concentration dependent changes in the device impedance, mostly through changes in surface electrostatics. The doped-HKUST-1 SURMOF films were shown to be more sensitive in detecting ethanol at temperatures below 100 °C than their ZnO analogs. Also,
the BDS technique affords new mechanistic insights into the elementary events that occur on the ZnO surface during the initial activation step for ethanol detection.
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SUMMARY AND FUTURE WORK

8.1 Summary

8.1.1 ZnO as Sensing Media

The following section summarizes the achievements attained for the investigation of ZnO nanorods as sensing media utilizing microwave Broadband Spectroscopy BDS. This thesis has explored the use of zinc oxide (ZnO) as a detection element in gas sensing applications, particularly focusing on its properties and interactions in detecting aliphatic alcohols (e.g., ethanol). ZnO nanostructures offer advantages such as high sensitivity, short response time, and resistance to harsh environments, and high surface-to-volume ratios making them suitable for gas sensing. The previous chapters highlighted the challenges associated with traditional electrical characterization techniques due to tool-measurand interactions and introduced broadband dielectric spectroscopy (BDS) as a non-contact metrology method to probe the intrinsic properties of ZnO. By synthesizing ZnO nanorods, the surface-to-volume ratio is increased considerably, enhancing the sensing surfaces and addressing shortcomings like insufficient sensitivity and long response times observed in thin film ZnO gas sensors. Mechanistically, the interaction of ZnO with oxygen-rich ambient and reducing target gases like ethanol leads to changes in the majority carrier density and electrical resistance, which can be monitored using BDS.
Experimental setup involved ZnO nanorods grown on silicon substrates, with measurements conducted using broadband dielectric spectroscopy (BDS) to study gas-sensor activation steps for VOC detection. The setup allowed for non-contact monitoring, minimizing artifacts introduced by electrical contacts. Temperature control was critical, with steady-state measurements revealing temperature and time-dependent changes in ZnO impedance. Microwave insertion loss and attenuation constant measurements provided insights into ZnO's response to different environments, such as air and ethanol vapor. Notably, impedance changes observed during sensor activation at temperatures above 100°C suggested complex charge transfer events on ZnO surfaces.

Results indicate that BDS offers detailed insights into ZnO gas sensing mechanisms, highlighting the advantages over traditional direct current resistivity measurements. By distinguishing charge transfer reactions and identifying reaction intermediates, BDS provides a deeper understanding of ZnO's behavior during gas sensing. However, further optimization and exploration of BDS detection limits are necessary. Overall, this work demonstrates the potential of ZnO nanorods coupled with BDS for improved gas sensing applications, paving the way for enhanced detection of volatile organic compounds like ethanol.

### 8.1.2 Metal-doped ZnO as Sensing Media

This study provided an overview of doping in ZnO, highlighting its advantages in various applications. The focus of this chapter is on studying doped transition-metal ZnO nanorods, specifically with Cobalt (Co), as well as coinage metals silver (Ag) and gold (Au) to enhance gas sensor responses. Doping modifies ZnO's electronic characteristics by adjusting its bandgap and affecting charge carrier density, thus influencing its conductivity. Transition metals on MOS
surfaces serve various roles, enhancing stability and altering properties. Co-doping with Co$_2^+$ ions, known for enhancing gas sensing, introduces active sites and morphology regulation, offering desirable properties. Similarly, Ag and Au doping introduce notable distinctions due to their unique behavior within the lattice, affecting optical, electrical, and structural properties.

Experimental details included a hydrothermal process to produce doped ZnO nanorods, with Co, Ag, and Au doping solutions applied separately. Characterization involved SEM/EDS for morphological and elemental analysis and Raman spectroscopy for structural examination. Co-doping induced a reduction in peak intensity, indicating disrupted packing or amorphization, while Au doping increased intensity, suggesting Surface-enhanced Raman Scattering (SERS), supported by a red-shift in frequency and indicative of Au nanoparticle agglomeration on the ZnO nanorod surface. However, we were unable to obtain Raman spectra of Ag-doped because of laser induced damage the material. Doping / alloying the ZnO nanorods with various transition metal resulted in disparate gas sensing results, viz, Ag-doped ZnO exhibited chemically reactive (possibly catalytic decomposition of analyte) behavior, while Au-doped ZnO showed increasing impedance with increasing analyte concentration, while Co-doped ZnO showed a behavior similar to undoped ZnO. This observation shows how metal doping changes the chemical properties of the sensing agents in VOC detection, such as different detection mechanism for Ag and Au doping, possibly involving catalytic decomposition of analytes.

8.1.3 Metal-Organic Framework MOF Films as Sensing Media

The following section summarizes the experimental achievements and analytical insights attained for the investigation of Metal-Organic Framework MOF Films as sensing media utilizing microwave Broadband Spectroscopy BDS. In this chapter, we investigated the chemo-induced
changes (CIC) resulting from volatile organic compounds (VOCs), particularly aliphatic alcohols, adsorbed on HKUST-1 SURMOF sensing materials. We used BDS S-parameters to evaluate these changes by measuring the microwave insertion loss (S21) as a function of experimental variables. The experimental setup utilized a ground-signal-ground (GSG) coplanar waveguide (CPW) to interact with the sensing material, allowing for the approximation of electric fields as planar. Through proper calibration, the S21 amplitude and phase were correlated with the impedance of the waveguide and sensing device.

The SURMOF sensing materials, specifically TCNQ-doped HKUST-1 films were prepared using a layer-by-layer growth technique on substrates, followed by TCNQ loading. BDS measurements were conducted using a CPW setup, with temperature control and vaporized analyte injection. Results showed that the insertion loss amplitude increased with analyte concentration, indicating changes in impedance due to electron donation to open Cu2+ centers. The study explored the response to various aliphatic alcohols and acetone, revealing distinctive features in the insertion loss response, including a linear region proportional to analyte concentration and a saturation point.

A proposed mechanism for BDS detection involved analyte diffusion into the MOF structure, coordination with metal sites, and subsequent oxidation, leading to changes in conductivity and impedance. The presence of electron-rich species at open metal centers induced changes in physicochemical properties, detectable through microwave energy dissipation. Furthermore, microwave irradiation was suggested to facilitate rapid oxidation of adsorbed alcohols, supporting the basis for VOC detection using MOF thin films. The study provided insights into the sensitivity and selectivity of BDS for aliphatic alcohols, shedding light on potential applications in gas sensing technologies.
8.1.4 Advantages of MOF Films versus ZnO as Sensing Media

In this research section, we used contactless broadband dielectric spectroscopy (BDS) to compare the advantages and disadvantages of ethanol vapor sensing capabilities of ZnO nanorods versus surface-anchored metal-organic-frameworks thin films (HKUST-1 SURMOF) at temperatures below 100 °C. BDS is particularly advantageous for monitoring reactions involving charge transfer, such as gas-surface interactions. By measuring the microwave insertion loss characteristics (S21) as a function of experimental variables, we evaluated the redox behavior of ethanol molecules adsorbed on the sensing materials. BDS was shown to be able to detect ethanol on ZnO nanorods at temperatures below 100 °C, providing insights into the sensing mechanism without relying on high-temperature charge transfer reactions.

For the ZnO sensing study, ZnO nanorods were grown on silicon substrates, while HKUST-1 SURMOF thin films were grown on borosilicate glass. Experimental setups involved exposing these materials to varying concentrations of ethanol vapor, and BDS measurements were conducted to monitor changes in the insertion loss. The results suggested that ethanol molecules adsorbed on the ZnO nanorods formed adducts, leading to changes in surface polarizability and impedance. Similarly, in the case of HKUST-1 SURMOF films, ethanol molecules coordinated with open metal sites, inducing changes in conductivity and impedance. These findings highlight the potential of both ZnO nanorods and MOF thin films for ethanol vapor detection at relatively low temperatures.

Comparative analysis revealed that the TCNQ doped HKUST-1 SURMOF films exhibited higher sensitivity to ethanol vapor compared to ZnO nanorods at temperatures below 100°C providing a distinct advantage for TCNQ doped HKUST-1 MOF films at low detection
temperatures. While ZnO nanorods detected ethanol through changes in surface capacitance due to adduct formation, the MOF system detected ethanol via direct electron injection into the conduction band. This study demonstrates the effectiveness of BDS in elucidating the sensing mechanisms of different materials and provides insights into optimizing gas sensing devices for practical applications.

8.2 Contributions to Science

This thesis presents groundbreaking research in the field of gas sensing by introducing a novel non-contact broadband dielectric spectroscopy (BDS) method for detecting volatile organic compounds (VOCs), particularly aliphatic alcohols like ethanol, at significantly reduced temperatures. This innovative approach not only offers a non-invasive means of monitoring gas-surface interactions but also provides detailed insights into the intricate mechanisms underlying gas sensing processes. By utilizing BDS, the study achieves a deeper understanding of how zinc oxide (ZnO) nanostructures interact with target gases, elucidating the complex changes in electrical properties that occur during VOC detection. Moreover, the investigation into metal-doped ZnO nanorods extends our understanding of how dopants influence the conductivity and sensing capabilities of ZnO, paving the way for the development of tailored sensing materials with enhanced performance. Additionally, the exploration of metal-organic frameworks (MOFs), specifically HKUST-1 SURMOF thin films, for ethanol vapor detection represents a significant advancement in the field, highlighting their sensitivity and selectivity in gas sensing applications. Overall, this research not only pushes the boundaries of gas sensing technology but also lays a solid foundation for the future development of improved sensing materials and techniques across a wide range of applications.
8.3 Outlook and Future work

8.3.1 Effect of doping via Ion implantation versus Diffusion Doping in solution during hydrothermal synthesis.

Selective doping plays a crucial role in the production of electronic devices [263]. At the forefront of doping technology lies ion-implantation, which offers precise adjustment of surface properties while maintaining bulk characteristics. This method introduces intermediate energy levels within a semiconductor's bandgap, providing flexibility unparalleled by conventional methods like gas phase diffusion or diffusion doping in solution. Unlike these methods, ion-implantation allows any element to be bombarded onto the near-surface region of a solid substrate without introducing additional phases or impurities.

During ion-implantation, dopants are embedded into the target material, creating interstitial point defects within the crystal lattice as energetic ions collide with target atoms, disturbing their lattice positions in the pathway of lattice defect cascades. Consequently, ion-implanted materials may initially display poor conductivity due to lattice damage, which can be remedied through dopant activation annealing. Annealing involves infusing energy into the crystal system to repair lattice damage and to activate impurity atoms onto substitutional lattice sites, significantly enhancing conductivity, critical for improving efficiency in state-of-the-art MOSFET and photovoltaic applications.

Sub-Surface material modification through ion-beam impartation induces nuclear and electronic disorder, initiating nucleation and growth processes. Control parameters such as implant energy, ion beam current density, energy, flux, fluence, time, substrate temperature, and ambient
conditions influence the Gaussian peak depth and range and dose of the implanted dopant species [264].

In the study of metal-doped ZnO, as detailed in Chapter 5, hydrothermal synthesis methods were used to dope nanorods using diffusion doping in solution techniques. Ion-beam implantation stands out as a superior doping method due to its ability to custom tailor precisely the penetration depth and dose of dopants into the sample, resulting in controlled higher electrical activity compared to other methods. Furthermore, it allows for precise control over dopant concentration and depth profiles, enabling tailored doping profiles to be achieved.

Collaborative efforts with Hugo Bouteiller, Jean-François Barbot, and their team at PPRIME Institute CNRS, University of Poitiers, France, have commenced preliminary work in this area. Titanium (Ti) and Chromium (Cr) were selected as dopants at 1% levels for our ZnO samples, with additional samples implanted with Ti at 2% to investigate the impact of doping levels. Future research aims to compare the microwave sensing characteristics of ZnO samples doped via hydrothermal methods versus ion-beam implantation with Ti and Cr. The implantation parameters utilized in this study are illustrated in Figures 8.1-8.33. These figures represent variables such as ion energy, ion dose, and implantation temperature which influence the depth distribution and concentration of chromium atoms within the ZnO lattice. Moreover, first simulated depth profiles depicted in Figure 8.1 and 8.2 offer valuable insights into the peak position and range distribution extent of implanted chromium atoms within the ZnO material.
Figure 0.1. Illustrates the ion implantation of ZnO with Cr at a concentration of 1%, delineating the associated parameters and the simulated Gaussian depth profile of Cr at 20 keV.
Figure 0.2. Illustrates the implantation of ZnO with Ti at a concentration of 1%, delineating the associated parameters and the simulated Gaussian depth profile Ti at 20 keV.
Figure 0.3. Illustrates the ion implantation of Ti into ZnO with Ti at a concentration of 2%.
Completing an in-depth study of ion implantation doping effects on the sensing properties of ZnO presents a rich research field for the next generation of graduate students.
8.3.2 Advancing Broadband Dielectric Spectroscopy

Environmental Influences: Understanding how environmental factors affect BDS-based gas sensors is crucial for ensuring their reliable performance in real-world scenarios. Future research could explore the effects of temperature, humidity, pressure, and ambient gas composition on sensor response and stability. Crafting methods to minimize the impact of environmental changes using techniques like temperature compensation algorithms or encapsulation can improve sensor longevity and reliability across different operating conditions.

Analyzing Uncertainties in Errors: It's crucial to thoroughly analyze uncertainties when it comes to measuring and reducing errors in gas sensors based on BDS technology. Future studies could focus on systematically identifying different sources of error, such as changes in temperature, variations in humidity, and sensor drift. Using more advanced calibration methods and models for error propagation can enhance the precision and dependability of gas concentration measurements. Moreover, investigating methods for calibrating sensors on-site and allowing them to diagnose themselves could further improve measurement accuracy across different environmental conditions.

8.3.3 Exploring the Potential of BDS in Solvent Detection

Analyzing Dielectric Response: Studying the dielectric response of BDS sensors when exposed to various solvent vapors could be a potential area for future research. This would involve examining how the dielectric permittivity of the sensing material is affected by methanol, isopropyl alcohol, and acetone. By analyzing the frequency-dependent dielectric spectra, valuable information can be obtained regarding the molecular interactions between the solvents and the detection element.
Understanding Adsorption Kinetics: To improve sensor response time, it's crucial to look into how methanol, isopropyl alcohol, and acetone are taken up by the sensing material surface. Further investigations could focus on how these solvents are absorbed and released, considering aspects like absorption speeds, balance times, and release energies. This understanding can help enhance the design of BDS sensors for quick and effective detection.

Characterizing Environmental Effects: Studying how environmental factors affect BDS sensor performance in detecting methanol, isopropyl alcohol, and acetone is crucial for practical use. Further research could look into the impact of temperature, humidity, and ambient gas composition on sensor response and stability.

8.3.4 VOC Interaction with Active Metal Centers in MOFs through Metal Center Analysis

Investigation of VOC Adsorption Mechanisms: Understanding the mechanisms of VOC adsorption onto the active metal centers in MOFs is crucial for elucidating gas sensing behavior. Future research could investigate the kinetics, thermodynamics, and molecular interactions during the uptake of VOC molecules by MOFs. Computational modeling methods like density functional theory (DFT) calculations and molecular dynamics simulations can support experimental studies by forecasting adsorption energies, binding geometries, and diffusion pathways of VOC molecules within MOF structures.

Effect of Active Metal Centers on microwave response: The impact of active metal centers on BDS signals in MOF-based gas sensors is essential for improving sensor design. Future studies could explore how changes in metal composition, coordination geometry, and
oxidation state influence the dielectric properties of MOFs and their reaction to VOCs. This may include creating diverse metal node MOFs and methodically assessing their BDS response to VOCs to understand structure-property connections and boost sensor effectiveness.

*Correlation between analyte’s hydrogen bonding ability (as parametrized through solvents Acceptor Number (AN)) and VOC Sensitivity/Selectivity:* Exploring how acceptor number (AN) affects gas sensing properties can offer valuable insights into MOF design. Future research could examine how modifying analyte’s *hydrogen bonding ability* impact the sensitivity and selectivity of MOF-based gas sensors for various VOCs. By methodically adjusting AN and analyzing the resulting BDS response, we can uncover how acceptor sites influence VOC adsorption and recognition, potentially leading to improved sensing capabilities in tailored MOF materials.

*Optimization of MOF-Based Gas Sensors:* Optimizing MOF-based gas sensors for VOC detection requires a thorough understanding of the interaction between VOC molecules and active metal centers, as probed by BDS. Future research can focus on customizing MOF properties to maximize VOC adsorption and sensor response, as well as improving sensor stability, reproducibility, and reversibility for practical applicability in environmental monitoring, industrial safety, and healthcare.

### 8.3.5 Redox Potential Relationship in Solvent Detection with MOFs via BDS

*Characterization of Redox Properties:* Future studies could focus on thoroughly examining the redox characteristics of MOFs, encompassing their potential for oxidation and the speed of electron transfer. Methods like cyclic voltammetry and electrochemical impedance spectroscopy can offer important understandings into how MOFs behave electrochemically and react to various
solvent molecules. Exploring the connection between redox properties and solvent recognition can unveil insights into sensing mechanisms, which can inform the development of more effective MOF-based sensors.

*Investigation of Solvent Oxidation Reactions:* Understanding the kinetics and mechanisms of solvent oxidation reactions on the surface of MOFs is crucial for optimizing sensor performance. Future work could explore pathways, intermediates, and the influence of MOF structure, composition, and surface functionalization on these reactions. This may involve using in situ spectroscopic techniques to monitor solvent oxidation processes in real time and correlate them with BDS measurements.

*Effect of Solvent Rate and Oxidation Potential on Sensor Response:* Examining the impact of solvent rate and oxidation potential on sensor response is crucial for enhancing MOF-based gas sensors. Further studies could explore the connection between solvent concentration, oxidation potential, and BDS signals obtained from MOF sensors. This may include researching how changes in dielectric properties of MOFs correlate with the kinetics of solvent oxidation reactions, along with examining how solvent diffusion rates affect sensor response time and sensitivity.
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APPENDIX

Appendix A: End Launch Connectors Data Sheet

<table>
<thead>
<tr>
<th>Item</th>
<th>Material &amp; Finish</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.40 CONNECTOR</td>
<td></td>
</tr>
<tr>
<td>TRANSITION BLOCK, GROUNDING PLATE, THREADED CLAMPING PLATE</td>
<td>C360 BRASS ALLOY UNS-C36000 PER ASTM B16, NICKEL PLATE PER AMS 2404B</td>
</tr>
<tr>
<td>LAUNCH PIN</td>
<td>BeCu UNS C37300 PER ASTM B139, GOLD PLATE PER MIL-47150-5208</td>
</tr>
<tr>
<td>TRANSITION BLOCK, DIELECTRIC</td>
<td>VINCOR PT FEUROCARBON PER ASTM D1735, TYPE 1 GRADE 1, CLASS B</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Ø A</th>
<th>Ø B</th>
<th>Ø C</th>
<th>Ø D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1492-02A-9</td>
<td>.110</td>
<td>.220</td>
<td>.0635</td>
<td>.050</td>
</tr>
<tr>
<td>1492-01A-9</td>
<td>.067</td>
<td>.155</td>
<td>.0480</td>
<td>.030</td>
</tr>
<tr>
<td>1492-02A-8</td>
<td>.067</td>
<td>.120</td>
<td>.0300</td>
<td>.030</td>
</tr>
<tr>
<td>1492-04A-8</td>
<td>.065</td>
<td>.099</td>
<td>.0260</td>
<td>.030</td>
</tr>
</tbody>
</table>

1. ALL DIMENSIONS ARE IN INCHES. ALL ANGLES ARE IN DEGREES. DIMENSIONS SHOWN IN BRACKETS [ ] ARE IN MILLIMETERS. NOTES: UNLESS OTHERWISE SPECIFIED.
Appendix B: End Lauch Connectors Specifications Sheet

SPECIFICATIONS

ELECTRICAL

- Mode free through 110 GHz
- Low VSWR
- Low Insertion Loss

MATERIALS / CONSTRUCTION

- **Connector housing**: CRES Alloy UNS S30300 per ASTM A582, Passivated per ASTM A967
- **Contact**: BeCu, UNS C17300 per ASTM B196, Au plated per ASTM B488
- **Dielectric**: SMA only – PTFE per ASTM D1710
- **Contact Capture Bead**:
  - 2.92 mm – Ultem 1000 per ASTM D5205
  - 1.85 mm – Ultem 1000 per ASTM D5205 and PTFE per ASTM D1710
  - 1.0 mm – Ultem 1000 per ASTM D5205
- **Connector interfaces**:
  - SMA – per MIL-STD-348, figs. 310-1 and 310-2
  - 2.92 mm – per MIL-STD-348, figs 323-1 and 323-2
  - 2.40 mm – per MIL-STD-348, figs 324-1 and 324-2
  - 1.85 mm – per IEEE 287
  - 1.0 mm – per IEEE 287
- **Transition Block and clamping plates**: Brass Alloy UNS C36000 per ASTM B16, Ni plated per ASTM 2404B
- **Transition Pin**: BeCu per UNS C17300 per ASTM B196, Au plated per ASTM B488
- **Transition Dielectric**: PTFE per ASTM D1710
- **Connector fasteners**: (4 each): # 0-80 SHCS
- **Transition block/PCB fasteners**: (2 each): # 1-72 SHCS (2 in lbs max. torque)

ENVIRONMENTAL

- Temperature:
  - SMA -65 to +165 °C
  - 2.92 mm and 2.40 mm -55 to +135 °C
  - 1.85 mm and 1.0 mm -55 to +165 °C
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Appendix C: Coplanar Waveguide Board Layout

**GCPWG Layouts**

The 8 mil GCPWG board again has a slight taper to account for the pin of the connector. The 30 mil board is slightly more difficult to match and has a moderate taper to account for the pin of the connector. This 30 mil design was optimized with software as seen in the example earlier in the paper.

8 mil and 30 mil Straight Microstrip final board layout dimensions.

8 mil & 30 mil Straight Microstrip pin sizes relative to the board thickness.
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