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Classification method performance was evaluated using otolith chemistry of juvenile Atlantic menhaden Brevoortia tyrannus when assumptions of data normality were met and were violated. Four methods were tested [linear discriminant function analysis (LDFA), quadratic discriminant function analysis (QDFA), random forest (RF) and artificial neural networks (ANN)] using computer simulation to determine their performance when variable-group means ranged from small to large and their performance under conditions of typical skewness to double the amount of skewness typically observed. Using the kappa index, the parametric methods performed best after applying appropriate data transformation, gaining 2% better performance with LDFA performing slightly better than QDFA. RF performed as well as QDFA and showed no difference in performance between raw and transformed data while the performance of ANN was the poorest and worse with raw data. All methods performed well when group differences were large, but parametric methods outperformed machine-learning methods. When data were skewed the performance of all methods declined and worsened with greater skewness, but RF performed consistently as well or better than the other methods in the presence of skewness. The parametric methods were found to be more powerful when assumptions of normality can be met and can be used confidently when skewness and kurtosis are minimized. When these assumptions cannot be minimized, then machine-algorithm methods should also be tried.
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INTRODUCTION

Connectivity at the subpopulation level through fish movements across a heterogeneous landscape is assumed to improve population viability, metapopulation persistence and resilience to disturbance (Jones, 2006; Gaines et al., 2007). Accordingly, a number of methodological approaches for assessing connectivity have flourished in recent years. Otolith chemistry is one of the most widely used methods. Provided that water chemistry is reflected in the chemistry of the otolith layer being deposited and remains unchanged with fish growth (Campana, 1999), the rationale for estimating adult natal origin is to compare the microchemistry of the inner part of the adult otolith with those of juveniles from all putative sources (Elsdon et al., 2008; Anstead et al., 2015). This,
however, is often a challenging task (Catalan et al., 2014; Morales-Nin et al., 2014) and, among other technical problems, scientists face the dilemma of which classification methods for assignment to choose. Many procedures have been used in the published literature [discriminant function analyses, neural networks and random forest (RF), among others], with each method attesting to its putative superiority (Cappo et al., 2005; Mercier et al., 2011). Although there is guidance for the use of these procedures in the statistical literature, much of this literature is technically complex and not easily accessible to non-statisticians. Moreover, there is a tendency for new approaches to gain more attention upon publication and for their use to spread subsequently even when other traditional methods will yield better results (Hastie et al., 2001). When applied to appropriate data, these newer approaches can lead to improved insights (Hand, 1981; Olden et al., 2008; Armitage & Ober, 2010). When applied inappropriately, however, they can result in a loss of statistical power and the ability to correctly classify. The use of statistics to quantify group memberships has a long history in the statistics literature (Fisher, 1936; Hand, 1981; Choi, 1986). Much of this historic work relies on assumptions about parametric distributions and likelihood, such as in linear discriminant function analysis (LDFA) and quadratic discriminant function analysis (QDFA). Although these methods were among the first applied to classify data, the field of statistical analysis has advanced quickly with the availability of personal computers and programming languages. Whereas traditional parametric methods relied on analytic solutions and assumptions about normality, increased computing power has led to numeric solutions for complex nonlinear functions and to the advancement of machine algorithms that use Monte-Carlo approaches, e.g. artificial neural networks (ANN) and RF (Recknagel, 2001; Olden et al., 2008; Suryanarayana et al., 2008). In basic terms, all of these classification methods provide the ability to ascertain differences between groups and then to allocate new observations to each group, typically by dividing data into training and testing sets (Venables & Ripley, 2002).

The fundamental differences between the traditional (LDFA and QDFA) and machine-algorithm (ANN and RF) methods lie in distributional assumptions and in the derivation of the classification function itself. When Fisher (1936) developed LDFA, he used analytic methods to derive a linear combination of variables whose class means were maximally separated relative to the within class variance (Venables & Ripley, 2002). Traditional classification methods, such as LDFA and QDFA, derive their classification functions from the estimates of the variance–covariance matrix (Σ) and the group means (μi) (Hand, 1981). In LDFA, data should be multivariate normal with equal within-group variance-covariance, while in QDFA data should be multivariate normal but covariances do not have to be equal (Legendre & Legendre, 2012). In contrast to the traditional methods, ANN and RF use recursive algorithms to obtain parameter estimates (Hand, 1981; Shiffman, 2012). At its simplest, ANN determine a weighted sum of variables that are compared with group identity threshold values (T), w_kx_k > T (Hand, 1981), where weights are determined recursively from the training set. Similarly, for tree classifiers such as RF, the training set is used to designate group variables with the most clear-cut differences to topmost nodes and then to undertake variable weightings into ongoing nodal partitions.

The choice of which classification method to use depends on the characteristics of the available data. In otolith chemistry studies, these data are often non-normally distributed and can be highly skewed (Thorrold et al., 2001; Dorval et al., 2005; Ashford et al., 2012; Anstead et al., 2015). In the literature, three basic approaches have been
taken. Traditional classification approaches (LDFA and QDFA) are applied to raw data without addressing the underlying assumptions or applied to transformed data that approximate the underlying assumptions (Schaffler et al., 2009, 2014). The third approach is to apply machine-learning approaches to raw (or sometimes transformed) data (Thorrold et al., 2001; Mercier et al., 2011).

This article is written to help clarify the assumptions and limitations of methods used with otolith chemistry to classify fishes to habitats and to measure connectivity. Four methods (LDFA, QDFA, ANN and RF) were used to analyse a typical data set of otolith chemistry for the Atlantic menhaden Brevoortia tyrannus (Latrobe 1802) that was originally used to determine the habitat use of regions of Chesapeake Bay by juveniles (Schaffler et al., 2014). Classification method performance was evaluated when assumptions were met and were violated. Moreover, these four methods were also tested with simulated data where differences between group means for each variable were small and large. Finally, simulated data were used to test for the performance of methods under conditions of small and large amounts of skewness. Altogether these tests reveal important issues of classification performance.

MATERIALS AND METHODS

COLLECTIONS AND OTOLITH ANALYSES

Juveniles of B. tyrannus (n = 84) were collected in three major nursery areas, upper mid and lower Chesapeake Bay (Fig. 1) during 2005 and 2006 as described in Schaffler et al. (2014). Sagittal otoliths were removed and processed using clean techniques. One of each pair was randomly selected and prepared for solution-based inductively-coupled plasma mass spectroscopy (ICP-MS) analysis of minor and trace elements. The solution was analysed on a thermo Finnegan Element 2 magnetic sector ICP-MS (Thermo Scientific; www.thermoscientific.com) at Woods Hole Oceanographic Institution. The remaining otolith of each pair was crushed to a homogeneous powder and prepared for stable-isotope analysis. The powder was analysed with an automated Isoprime micromass carbonate analyser (Isoprime; www.isoprime.co.uk) at the University of Washington Stable Isotope Laboratory.

OTOLITH CHEMISTRY VARIABLES

A suite of minor and trace elements and stable isotopes were measured and MANOVA was used to determine that six variables (Mg:Ca, Mn:Ca, Ba:Ca, Sr:Ca, δ13C and δ18O) could be used to discriminate between areas (Fig. 2). These variables were transformed beforehand using the Box & Cox (1964) formulae to ensure normality. For this article, raw data were Box–Cox transformed using the function boxcox from the MASS library (Venables & Ripley, 2002) of the R package (www.r-project.org). This function estimates the likelihood profile for a range of λ values. The value showing the maximum likelihood was used for transforming the data using: transformed = λ−1(rawλ−1). Normality was tested with the Shapiro–Wilk’s W-test and equality of variance with Levene’s test. Both the raw and transformed data were concatenated into a data set that was used for subsequent analyses.

CHARACTERISTICS OF SELECTED VARIABLES

Raw trace element and stable-isotope data were non-normally distributed with skewed distributions (Fig. 2). As reported in Schaffler et al. (2014), the λ-values of variables following transformation ranged from −0.9064 for Mg to +1.4932 for O (Schaffler et al., 2014), indicating that raw data distributions varied widely. After transformation, all trace element and
stable-isotope data had equal variances among areas but oxygen isotope ratios did not meet normality assumptions based on the Shapiro–Wilk’s test (Fig. 2).

CLASSIFICATION TECHNIQUES

Four classification methods were applied to both the Box–Cox-transformed variables and the raw data variables to test the performance when assumptions of the methods were violated and were met. The two parametric techniques were LDFA and QDFA and the two machine algorithms were ANN and RF. The R implementation of the four classification functions was tested using the well-known Iris data set (Fisher, 1936). LDFA and QDFA were completed using the functions lda and qda from the MASS library in R. Equal prior probabilities were used for both lda and qda. ANN was implemented using the function nnet from the nnet library in R (Venables & Ripley, 2002). This function fits an ANN with a single intermediate layer. To select the values of the parameters of the function, a sensibility analysis was completed. This analysis consisted of comparing the kappa index after changing the values of the parameters one at a time. Fifty replicated sets of simulated data were used for each combination of values of the parameters. Details of the simulation procedure are provided below.
**Fig. 2.** Boxplots showing raw and Box–Cox transformed otolith chemistry variables used in classification comparisons. U, upper; M, middle; L, lower Chesapeake Bay. □, limits of the first and third quartiles; ■, median; □, the expected range.

After the results of the sensitivity analysis, the following settings have been used: number of neurons at the intermediate layer = 30; logistic output (default), initial random weights = 0.5; weight decay = 5e−4; maximum number of iterations = 100 (default); maximum allowable number of weights = 1000 (default). RF was implemented using the randomForest function from the randomForest library in R (Liaw & Wiener, 2002). After the results of the sensitivity analysis, these settings have been used: number of trees to grow = 5000; number of variables randomly sampled as candidates at each split = square root of the number of variables (default); cutoff (the winning class for an observation is the one with the maximum ratio of proportion of votes to cutoff) = (number of populations)−1 (default); minimum size of terminal nodes = 1 (default); size of samples to draw = 2/3 of the number of fish per population (default).

**CROSS VALIDATION ANALYSIS WITH THREE GROUPS AND SIX VARIABLES**

All four methods allow predicting the most probable group membership for fishes (subjects) from unknown source. Thus, it is possible to test the classification reliability of a method algorithm by comparing the predicted group membership with the true source. It is well known, however, that the rate of classification success is too optimistic when the subjects for which predictions are made are the same subjects used for parameterizing the classifications functions. Therefore, the available subjects are typically split into a training data set (used for building the
classification functions) and a testing data set (used for predicting and comparing true and predicted group membership). Subjects were randomly split in a way that only one half of the fish from a population is used as training data set and the other half is used as testing data set. This splitting procedure was randomly repeated 1000 times. At each time, the rate of classification success was estimated for the four classification methods used. Instead of using the percentage of correct assignments as a measure of classification success, the kappa index (Fielding & Bell, 1997) was used because it is unbiased when the number of samples differs between groups (Table I).

SIMULATION EXPERIMENTS: MEAN-DIFFERENCE EFFECTS

The first simulation experiment was to compare the classification success in two well contrasted situations: (1) when between-group differences are small (large between-population overlap) and (2) when between-group differences are large (clear-cut groups). In order to emulate the real data, three populations were simulated. The differences between the three population means were achieved (1) by adding a fixed value (α) to the mean of one population (\( M_2 = M_1 + \alpha \)); (2) by subtracting the same quantity to the second population (\( M_3 = M_1 - \alpha \)); (3) by keeping unchanged the mean of the remaining population (\( M_1 = M_1 \)). Each variable was modified independently; thus, the same population may experience a subtraction for one variable and an addition for another variable.

The value of \( \alpha \) is specific for each variable and it is determined by the amount of the desired overlap between the population distributions (grey area in Fig. 3). The amount of overlap is defined by the probability that a given random sample drawn from the normal distribution on the left (Fig. 3) will be given by the reciprocal \((1 - P)\) of the cumulative distribution function:

\[
1 - P = \left( \frac{\sqrt{2\pi\sigma^2}}{\alpha} \right)^{-1} \int_{-\infty}^{M_1 + 0.5\alpha} e^{-(x-M_1)^2/(2\sigma^2)} \, dx,
\]

where \( M_1 \) is the mean of the left population (known) and \( \sigma \) is its s.d. (known and assumed to be the same for the three simulated populations). In the case of large between-population overlap (equals small discrimination), \( P = 0.45 \) (45% overlap), thus the value of \((M_1 + 0.5\alpha)\) is given by the built-in R function qnorm, a function that calculates normal quantiles for a particular \( P \)-value, (0.55, \( M_1 \), \( \sigma \)), where \( \alpha \) is the only unknown quantity. Equivalently, different degrees of between-population overlap were simulated by setting \( P = 0.40, 0.35 \) and 0.30.

To focus on the differences between means rather than on any differences in the magnitude of the s.d., one of the observed variance–covariance matrix \((V)\) of one of the three real populations was selected and used throughout. Then, the function mvrnorm of the MASS library, which simulates a multivariate normal distribution, was used for generating random subjects from a multivariate normal distribution having the same variance–covariance. Finally, the mean and the variability of the classification success were estimated from 1000 simulated data sets of 100 fish each.

Table I. The kappa index \((k)\) is defined by: \( k = \left( \frac{(a + d)}{(a + b)(a + c) + (d + b)} \right) \left( \frac{N - \left( \frac{(a + b)(a + c) + (d + b)(d + c)}{N} \right)}{N - \left( \frac{(a + b)(a + c) + (d + b)(d + c)}{N} \right)} \right) \), where \( N \) is the total number of subjects, given the agreement table for correct assignments, \( a \) is full positive agreement, \( b \) is negative to positive agreement, \( c \) is positive to negative agreement and \( d \) is full negative agreement.

<table>
<thead>
<tr>
<th></th>
<th>+</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>( a )</td>
<td>( b )</td>
</tr>
<tr>
<td>-</td>
<td>( c )</td>
<td>( d )</td>
</tr>
</tbody>
</table>
Fig. 3. Schematic representation of how simulations of population mean overlap were created, where $M_1 = \text{mean 1}$ and $M_2 = \text{mean 2}$.

SIMULATION EXPERIMENTS: SKEWNESS EFFECTS

The aim of the second simulation experiment was to compare the success of the four classification methods when distributions are skewed to a greater to lesser degree. Skewness is a measure of the asymmetry of a distribution. A normal distribution is not skewed and a distribution becomes more skewed when one of the two tails becomes larger than the other. Skewed data are commonly found in ecological studies and especially in otolith chemistry studies. The skewness of a sample is defined by:

$$g = \left[ \frac{n}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^3 \right] \left[ \frac{n}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2 \right]^{-3/2}.$$  

An unbiased estimator of $g$ from a sample is given by:

$$g_{\text{sample}} = \sqrt{n(n-1)}g(n-2)^{-1}.$$  

In contrast to the first simulation experiment described above, where the subjects strictly meet very specific criteria, there are many ways a distribution can become skewed. The gamma distribution is a very convenient way for simulating asymmetric distributions because depending on only two parameters, it obtains a continuous range of distributions of progressive skewness. Gamma distributions are always right skewed (positive skewness) and are positive definite, as in most of otolith chemistry data sets (Ashford et al., 2012; Catalan et al., 2014; Morales-Nin et al., 2014; Schaffler et al., 2014). The skewness of a gamma distribution is given by:

$$g_{\text{gamma}} = 2\sigma m^{-1},$$

where $\sigma$ and $m$ are the s.d. and the mean of the distribution. The consequence of this relationship is that it is not possible to simulate a gamma distribution with exactly the same $g$, $\sigma$ and $m$ than those estimated for the observed data because any given two parameters determine the third. Accordingly, the following strategy was adopted for simulating skewed but realistic samples for a given variable: (1) to estimate the mean and $g_{\text{sample}}$ for the three groups of real data (upper, mid and lower Chesapeake Bay), (2) to compute the averaged $g_{\text{sample}}$ for the three groups, (3) to compute the value of $\sigma_{\text{gamma}}$ that gives a gamma distribution with the estimated (from the real data samples) group means and the averaged $g_{\text{sample}}$ by:

$$\sigma_{\text{gamma}} = 0.5g_{\text{sample}}m_{\text{sample}}$$

and (4) to randomly draw new subjects from a gamma distribution using the build-in R function to simulate a gamma distribution, rgamma ($n$, shape, scale), where $n$ is the number of random subjects to be generated, shape ($S$) is given by:

$$S_{ij} = m_{ij}^2 (F\sigma^2)^{-1},$$

where $m_{ij}$ is the sample mean of the $i$ group and the $j$ variable, $\sigma$ is $\sigma_{\text{gamma}}$ of the $i$ group and the $j$ variable and $F$ is the factor that controls the skewness. Note that by multiplying $\sigma$ for a factor $F$, the skewness is increased by the same factor $F$. Finally, scale ($s$) in the rgamma function from the R package is given by:

$$s_{ij} = m_{ij}S_{ij}^{-1}.$$  

In this way, gamma-distributed, random subjects were produced with the same mean as the observed data and with the desired amount of skewness. Preliminary trials have shown when $F = 2$, the averaged skewness across all variables and groups is very close to the averaged skewness from...
the real data. Therefore, two simulations were completed using \( F = 2 \) (i.e. simulated and data have similar skewness to the real data) and \( F = 4 \) (i.e. simulated data have skewness twice as large as the real data).

For a single iteration, values of six variables were simulated for 100 fish (50 for the training data set and 50 for the testing data set). This data set was submitted to the same classification functions described above (see cross validation analysis above), thus allowing the classification success of the four methods to be compared when the data have known skewness. Finally, the mean and the variability of the classification success were estimated from 1000 simulated data sets of 100 fish each.

**RESULTS**

**APPLICATION OF FOUR METHODS DIRECTLY TO THE RAW AND TRANSFORMED DATA SETS**

The results of the direct comparisons to show differences in classification success using the kappa index depending on whether the appropriate data are used in analyses (Fig. 4). All methods perform similarly when comparing raw and transformed data because departures from normality of the raw data are small. Nevertheless, the best performance is achieved by LDFA with transformed data \( (k = 0.93) \). RF reaches virtually the same performance and showed no difference between raw and transformed data \( (k = 0.92) \). In contrast, the performance of ANN was the poorest \( (k = 0.90 \) for raw and 0.91 for transformed data). Between-trial variability (i.e. variability in performance using different training sets) may be interpreted as uncertainty in the estimated performance. The performance of ANN was the most variable \( (\sigma = 0.035) \) and could occasionally be quite poor with kappa indices as low as 0.76. Conversely, between-trial variability of transformed LDFA is the smallest \( (\sigma = 0.024) \).
Table II. Performance of four classification methods (LDFA; QDFA; ANN; RF) when group means overlap by 30-50% as measured by the averaged kappa index (1,000 simulations of 100 fish each) when data group-means have different levels of overlap. Numbers in bold indicate the largest kappa index within each comparison.

<table>
<thead>
<tr>
<th></th>
<th>No differences (50%)</th>
<th>Very Small (45%)</th>
<th>Small (40%) (Fig. 5A)</th>
<th>Clear (35%)</th>
<th>Very Clear (30%) (Fig. 5B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>% significant multivariate difference</td>
<td>5.2</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>% at least one significant univariate difference</td>
<td>5.8</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>LDFA</td>
<td>0.0</td>
<td>0.31</td>
<td>0.66</td>
<td>0.83</td>
<td>0.98</td>
</tr>
<tr>
<td>QDFA</td>
<td>0.0</td>
<td>0.25</td>
<td>0.62</td>
<td>0.81</td>
<td>0.98</td>
</tr>
<tr>
<td>ANN</td>
<td>0.0</td>
<td>0.14</td>
<td>0.49</td>
<td>0.73</td>
<td>0.95</td>
</tr>
<tr>
<td>RF</td>
<td>0.0</td>
<td>0.21</td>
<td>0.49</td>
<td>0.72</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Mean-Difference Effects for Simulated Data

Results comparing the performance of the four methods with group-mean differences (Table II) show that all methods perform well when group-mean differences were large (overlap only 30%), ranging from 0·92 for RF to 0·98 for LDFA [Fig. 5(a)]. Performance decreased with increasing overlap. At 40% overlap, kappa indices ranged from 0·49 for RF to 0·66 for LDFA [Fig. 5(b)]. When differences were very small (45% overlap), performance was poor for all methods with the best performance by LDFA (kappa index, \(k = 0·31\)) (Table II). When assumptions are strictly met, LDFA has the best overall performance, and the parametric methods performed better than the machine-learning methods.

Skewness Simulations

As skewness increases in the data, classification performance declines across all methods (Fig. 6). In the case of raw-level skewness [Fig. 6(a)], the two parametric methods performed better with Box–Cox transformed data, with QDFA having the best performance of all the methods. RF performed almost as well as QDFA and there were no differences between transformed or raw data. In contrast, ANN performed more poorly than the other methods. When skewness was doubled [Fig. 6(b)], the pattern seen previously for parametric methods was again demonstrated between transformed and raw data, with both LDFA and QDFA performing better with transformed data. This pattern was also seen with ANN performing better with transformed data. No difference was noted with RF whether data were transformed or not.

Discussion

When the assumptions of normality were met, the traditional parametric methods of LDFA and QDFA provide the best classification success. This advantage decreased when group-mean differences were large and all methods perform almost equally well,
albeit the parametric methods perform less well when their normal assumptions were not met. Although the advantages in performance that were found for parametric methods were not large, classification errors can propagate when the classification functions are next applied to classify unknown populations, such as using juvenile chemistries to classify adults back to their nursery grounds (Ashford et al., 2012; Schaffler et al., 2014). This error propagation has not been explicitly discussed in the otolith chemistry literature, nor have the potential increases in uncertainty been modelled due to error propagation. Nonetheless, small improvements in classification success are especially important when error is multiplicative.
It is important to understand the effects of meeting underlying assumptions of parametric models and how this affected results. For example, Mercier et al. (2011) found that the RF method outperformed discriminant functions for otolith chemistry data. Moreover, they recommended the use of RF over the parametric methods. These comparisons, however, were performed on raw data, thus, parametric assumptions were not met. Shown here, careful analysis of method performance considering normality, mean-group differences and skewness revealed more nuanced results. Note that both real and simulated data here corresponded to cases with relative large numbers of fish per population (83 and 100 fish on average, respectively). Therefore, this setting was particularly favourable to computer-intensive methods. In contrast, most otolith chemistry papers considered far smaller sample sizes for which parametric methods were expected to perform better. In addition, most frequently, the parametric methods can be robust to problems such as skewness and can perform well even when the assumptions of normality are violated. When skewness is severe, however, they underperformed.
An issue that is infrequently addressed is the choice of variables to include in analysis. Statisticians often use analytic methods, such as Rao’s (1965) test, that can be used to assign significance to the contribution of variables in the classification function. The value that variables add in building classification functions in machine-algorithm methods has been evaluated through computation-intensive approaches (Mercier et al., 2011). There is still no common practice for choosing variables.

Even given the better performance of parametric methods, some otolith chemistry data can be sufficiently non-normal and skewed that they cannot be normalized even with Box–Cox transformations. Although parametric classification methods can still perform well in the face of some non-normality, they do poorly when non-normality is large and uncorrected. With such data, the choice of a machine-algorithm method is recommended.

It is not always clear in the methods sections of otolith chemistry papers that use parametric methods if normality has actually been achieved. Many papers state that data were log transformed, when that alone may not normalize data. Results of this article confirm that parametric methods are somewhat robust to non-normality, but regardless, normality should be checked by, for example, the Shapiro–Wilk’s $W$-test. It is inadvisable to use a method without testing that assumptions are met.

It is shown here using typical otolith-chemistry data that when assumptions are met then parametric methods are more powerful, as has been widely recognized theoretically in the statistical literature and demonstrated here through simulated data sets that emulate those typically obtained when using otolith chemistry in number of variables, magnitude of between population differences, skewness and number of analysed fish per population. It is recommended that when tests show data to be non-normally distributed, then Box–Cox transformations applied, followed by the evaluation for skewness. If an obvious level of skewness is present, then machine-algorithm methods should also be tried.
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