Understanding and Predicting Retractions of Published Work

Sai Ajay Modukuri  
*The Pennsylvania State University*

Sarah Rajtmajer  
*The Pennsylvania State University*

Anna Cinzia Squicciarini  
*The Pennsylvania State University*

Jian Wu  
*Old Dominion University*

C. Lee Giles  
*The Pennsylvania State University*

Follow this and additional works at: https://digitalcommons.odu.edu/computerscience_fac_pubs

Part of the *Artificial Intelligence and Robotics Commons, Educational Assessment, Evaluation, and Research Commons, and the Educational Technology Commons*

**Original Publication Citation**

This Conference Paper is brought to you for free and open access by the Computer Science at ODU Digital Commons. It has been accepted for inclusion in Computer Science Faculty Publications by an authorized administrator of ODU Digital Commons. For more information, please contact digitalcommons@odu.edu.
Understanding and Predicting Retractions of Published Work

Sai Ajay Modukuri, Sarah Rajtmajer, Anna Cinzia Squicciarini, Jian Wu, C. Lee Giles

1 The Pennsylvania State University, University Park, PA 16802, USA
2 Old Dominion University, Norfolk, VA 23529, USA

svm6277@psu.edu, smr48@psu.edu, acs20@psu.edu, jwu@cs.odu.edu, clg20@psu.edu

Abstract

Recent increases in the number of retractions of published papers reflect heightened attention and increased scrutiny in the scientific process motivated, in part, by the replication crisis. These trends motivate computational tools for understanding and assessment of the scholarly record. Here, we sketch the landscape of retracted papers in the Retraction Watch database, a collection of 19k records of published scholarly articles that have been retracted for various reasons (e.g., plagiarism, data error). Using metadata as well as features derived from full-text for a subset of retracted papers in the social and behavioral sciences, we develop a random forest classifier to predict retraction in new samples with 73\% accuracy and F1-score of 71\%. We believe this study to be the first of its kind to demonstrate the utility of machine learning as a tool for the assessment of retracted work.

1 Introduction

The last two decades have seen growing concern in the scientific community about the integrity of published work (Collaboration et al. 2015; Camerer et al. 2018; Klein et al. 2018) and an increase in the number of retractions of published articles (see Figure 1), in part due to increased scrutiny and improved oversight (Stein, Casadevall, and Fang 2013; Fanelli 2013; Brainard 2018). Focused studies of the primary reasons for retraction have suggested that research misconduct and fraud make up the majority, but also that a sizeable number of retractions are due to laboratory error, error in analyses, or inability to submit to reproduction or replication (Casadevall, Stein, and Fang 2014; Hesselmann et al. 2017).

Continued attention to and assessment of our confidence in published work is the cornerstone to efficient scientific progress, while the sheer volume of research papers published each year is overwhelming and increasing (Bornmann and Mutz 2015). Auditors and stakeholders, including reviewers, editors, other scientists, and the broader public, seek indicators and tools to contextualize and evaluate published findings, but these processes are still largely ad hoc. Proxies for credibility, such as citations and impact factors, while widespread, have also been shown to be biased and flawed (Garfield et al. 1994; Seglen 1997; Bordons, Fernández, and Gómez 2002). Leading voices have argued for a re-imagining of scholarship itself (Stodden et al. 2016; Perkel 2018) in support of greater transparency and verifiability. While it is still unclear what form they must take, it is clear that computational tools will play a role in aggregating, sorting, querying, and evaluating scientific outputs in the future. Our work is motivated by this view, as we put forward a supervised approach to determine factors that best predict the retraction of scholarly work.

Here, we study retractions collected by The Center for Scientific Integrity and included in its Retraction Watch database (retractionwatch.com; (Oransky and Marcus 2012)). We extract a combination of metadata and full-text features that can separate retracted from non-retracted papers and develop a classifier to predict retraction in new samples with relatively high confidence. We focus on research publications in the social and behavioral sciences in this study, as it is not yet clear whether and how different research cultures and publishing norms differentially impact retraction across fields.

- Extract meaningful information from retracted papers in the social and behavioral sciences as well as from a complement set of non-retracted papers, from both metadata and full-text.
- Build a binary classifier to identify the likelihood of a paper’s retraction given extracted information with 73\% accuracy.
- Identify by ablation studies features and sets of features that best separate retracted from non-retracted papers.
These insights, we argue, can direct further research into automated tools for assigning confidence in publication claims.

The next section highlights related work in the area of understanding the retraction of scientific publications. Section 3 sketches our primary dataset and preprocessing pipeline. Section 4 outlines our features pulled from metadata and full-text documents. Sections 5 and 6 detail our classification approach and ablation studies. We conclude with a discussion of our findings and implications for ongoing and future work.

2 Related Work

Several studies have explored the retracted literature within a specific field of interest. (Bennett et al. 2020) analyses retracted papers in the obstetrics literature using the Retraction Watch database and PubMed. They present a breakdown of various metrics in that dataset, including journal impact factors, reasons for retractions, number of citations received, h-index of authors, and type of articles. Other authors have engaged in similar discussions across a variety of fields, including chemistry and material Science (Coudert 2019), biomedical sciences (Dal-Ré 2019), dentistry (Nogueira et al. 2017) and oncology (Pantziarka and Meheus 2019). One recent paper (Mistry, Grey, and Bolland 2019) surveys publication rates after the first retraction for biomedical researchers with multiple retracted publications. The study finds that publication rates of authors with multiple retractions, most of whom were associated with scientific misconduct, declined rapidly after their first retraction, but a small minority continued to publish regularly. Similarly, (Mott, Fairhurst, and Torgerson 2019; Suelzer et al. 2019) also found a decline in number of citations after retraction.

Other work supplements data-driven findings from the analysis of retracted papers in the literature with suggestions for the community. Authors of (Chan, Jones, and Albarracín 2017) highlight so-called continued influence effects, or the tendency of false beliefs to persist after correction and retraction, supporting their discussion through analysis of citations of retracted papers in downstream research articles. Their work puts forward a set of best practices for science communication scholars and practitioners. While, (Dal-Ré et al. 2020) analyses retractions due to conflict of interest and argues for greater transparency on the part of both journals and authors in disclosing financial interests.

More closely related to our work, two very recent papers have begun to suggest possible indicators of low credibility work. (Horton, Krishna Kumar, and Wood 2020) suggests that Benford’s law can be used to differentiate retracted academic papers that have employed fraudulent/manipulated data from other academic papers that have not been retracted. Specifically, the authors construct several Benford conformity measures based on the first significant digits contained in the articles and show deviation for 37 papers containing known academic fraud. Supporting a broader conversation about open science and the role of transparency in scientific processes, (Lesk, Mattern, and Sandy 2019) study retraction rates in work with associated shared datasets. Authors found that published work with open data has fewer retractions, signaling higher credibility.

Finally, with the recent outbreak of COVID-19 (SARS-CoV-2) and a flurry of scientific output related to the pandemic, the scientific community has also faced a surge in the number of retractions in publications related to COVID-19. Work done by Dinis-Oliveira (2020); Soltani and Patini (2020) studies retractions related to COVID-19 and highlight the need for better scrutiny of published papers.

3 Dataset

At the time of writing, the Retraction Watch database (Oransky and Marcus 2012) has 19,864 records of retracted papers. Our analysis considered 18,970 records in the dataset from the year 2001 to 2019. We further downselected 8,087 retractions in the social sciences for classification. Specifically, our classification task considered papers tagged by the Retraction Watch organization relating to the following subjects: Health Sciences (HSC, 5,396 papers), Social Sciences (SOC, 2,651 papers), and Humanities (HUM, 366 papers). More than one subject may be listed for a given paper.


Approximately 72% of the 8,087 retractions in our dataset originate from one of five countries (see Table 1). China contributed 39.7% of the total retractions, followed by the United States at 18%.

For a majority of articles, limited to no information about the reason for retraction is available in the dataset. In cases where that information is given, investigation by external parties such as journals, institutions, companies, etc., contribute to 27.7% of retractions. Malpractices such as plagiarism, duplication, falsification, fabrication, manipulation of data represent 37.3% (most malpractice is determined as the result of an investigation). Other prevalent reasons for retractions include breach of policy by authors, withdrawals by authors, and author misconduct (see Table 2). Of 27,471 authors appearing in the dataset, 500 contribute to 3,863 (of 8,087) retractions. Eighty-five authors have ten or more than ten retractions. This trend echoes similar findings reported in (Brainard and You 2018).

The average time from date of publication to date of retraction in our dataset is 2 years. However, retraction time varies by subject. Average retraction time is 2.7 years for papers in HSC, as compared to 0.8 years in SOC and 1.7 years in HUM. We also observe a significant variation in the distribution of reasons for retractions across subjects. For example,

<table>
<thead>
<tr>
<th>Country</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>3,211</td>
</tr>
<tr>
<td>United States</td>
<td>1,462</td>
</tr>
<tr>
<td>Japan</td>
<td>460</td>
</tr>
<tr>
<td>India</td>
<td>392</td>
</tr>
<tr>
<td>Germany</td>
<td>314</td>
</tr>
</tbody>
</table>

Table 1: Top 5 number of retractions by country. Note that more than one country may be listed for a given record in the database.
4 Features

We use a comprehensive set of features, including publication metadata and features derived from the full-text of published papers. Metadata features are pulled through public scholarly APIs. While, we make use of various mining tools including GROBID and pdftotext to extract pertinent information from full-text PDFs of published articles.

4.1 Metadata features

We leverage the Scopus\(^3\), Crossref\(^4\) and Semantic Scholar\(^5\) datasets and tools to collect key measures related to the papers in our dataset.

**Lead author university rankings** GROBID output includes the author’s first and last names and institutional affiliations. We use this information when available. When missing, we search for authors’ affiliation information through Elsevier API. We then augment the first author’s affiliation with an affiliation score, calculated using institutional rankings from Times Higher Education\(^6\) as follows:

\[
\text{Affiliation Score} = \begin{cases} 
1 - \frac{\text{Rank}}{100} & \text{if Rank < 100} \\
0 & \text{otherwise}
\end{cases}
\]

We retain numeric ranks only for the top 100 universities and set the others to a default score.

**Journal impact score** We use the SCImago Journal Rank (SJR) as the journal impact score, which is calculated as the average weighted citations per year divided by the total number of papers published in that journal over the past three years, where weight is determined by the prestige of the citing journal (see the SJR documentation for more details\(^7\)).

**Citation Next** Citation Next (Aksnes, Langfeldt, and Wouters 2019) gives the average number of citations of a published work in the first three to five years after it has been published.

**Citation Velocity** The citation velocity represents the average rate at which a paper is cited in recent years, excluding self-citations (Kirkpatrick 2016). The value is retrieved from the Semantic Scholar API. A detailed explanation of how this metric is calculated can be found in the Semantic Scholar documentation\(^8\).

\(^1\)https://www.ncbi.nlm.nih.gov/home/develop/api/
\(^2\)https://www.xpdfreader.com/pdftotext-man.html
\(^3\)https://www.scopus.com/
\(^4\)https://www.crossref.org/
\(^5\)https://www.semanticscholar.org/
\(^6\)https://www.timeshighereducation.com/world-university-rankings
\(^7\)https://www.scimagojr.com/SCIImagoJournalRank.pdf
\(^8\)https://www.semanticscholar.org/faq
**Citation and Reference Intents**  Semantic Scholar also provides the intent behind each citation and reference. A paper can be cited as background, methodology, results, etc. For a given paper, we count the number of citing papers of certain intent(s) by querying the paper’s identifiers (title or DOI) against the Semantic Scholar API. Similarly, we count the number of references for each intent of the given paper and use them as features.

**Open access**  The open-access feature indicates whether the article can be accessed by any individual without a paywall. We collect this information from the Elsevier API and encode this flag as a binary feature.

**Other Features**  In addition to the features outlined above, we use other readily available standard metadata including: (i) subject area in which paper is published; (ii) country of the primary authors’ affiliations; (iii) the number of references; (iv) number of authors; and, (v) title (we concatenate title along with abstract).

### 4.2 Full-Text Features

While metadata features give an overview of the paper, full-text features represent features that are much more content-specific. Specifically, we extract test statistics of experiments from full-text. These features are extracted using PDF conversion tools followed by various downstream feature extraction tasks.

**p-values**  p-values signifies the confidence level of a null hypothesis based on experiments. Full-texts of published work can be mined to extract p-values and various other test statistics. For this, we use `pdf2text` to extract textual information present in full-texts PDFs. Most of the papers in SBS fields follow standard formats to report p-values. For example, p-values are reported as $p < 0.01$, or $p = 0.1$, or $p > 0.5$, etc. We follow methods similar to (Nuijten et al. 2016) to extract p-values using various regex patterns.

Furthermore, we extract other features from the p-values identified using the regex patterns such as number of p-values, real-$p$: defined as the lowest p-values among all the extracted p-values, sign-$p \in \{>, <, =\}$: defined as the sign of the real-$p$, $p$-value range: defined as the difference between the highest and lowest p-values extracted from text. Some scholarly works publish $p$-values along with test statistics such as ANOVA, Chi-squared, etc. We use a binary feature that indicates whether the $p$-value is reported along with a test statistic is extended-$p$. For example, $F(200) = 13.8, p = 0.1$.

We use the the number of $p$-values with test statistic and the number of $p$-values without test statistics as features. In the future sections, we refer all the above $p$-value related features as $p$-value features rather than referring them individually.

**Sample Size**  Sample size is the number of observations made to determine the statistical significance of a hypothesis. Similar to $p$-value extraction, sample size can be extracted from a published article using regex patterns. In cases where test statistics are given, sample sizes can be calculated using various formulas based on the test statistic used. We use a combination of regex patterns and test statistic related for-
mulas to extract sample sizes from a given paper.

**Acknowledgements** The acknowledgment section of a published paper may contain funding information. We use AckExtract to extract named entities using state-of-the-art Named Entity Recognition techniques, followed by a relation-based entity classifier to determine if the work was funded by an organization (Wu et al. 2020).

**Self Citations** Self-citation is common practice within the scientific community. Authors may cite their earlier works. The effects of self-citations and their significance for a paper’s impact factor have been extensively studied (Renata 1977; Wolfgang, Bart, and Balázs 2004). Authors publishing in high-impact journals have more self-citations when compared with authors usually publishing in lower-impact journals (Anseel et al. 2004). However, when self-citation ratios are considered, they observe high-impact journals have lower self-citation ratios when compared with lower-impact journals. We extract self-citations from the references section of full-text by matching author names and calculate the self-citation ratio. For matching, we used author names in the title section to compare with the author names in the references section using a fuzzy string matcher.

**Abstract** The abstract section provides an overview of what the article is about and its area of study. Capturing the abstract information in a meaningful and effective way as a feature can play an important role in the classification task. In this work, we have experimented with various word embeddings to represent abstracts.

**Doc2Vec Embeddings:** Sentence embeddings learned via distributed representations are proven to be effective in sentence classification tasks (Le and Mikolov 2014). Here, we experiment with these embeddings available as Doc2Vec in Gensim library (Rehářek and Sojka 2010).

**BioSentVec embeddings:** Along with Doc2Vec embeddings, we also experiment with BioSentVec embeddings proposed by (Chen, Peng, and Lu 2019). BioSentVec is trained on large a large corpus of scholarly articles available in the PubMed database and clinical notes from MIMIC-III Clinical Database. The abstracts in our classification task are from a similar distribution on which BioSentVec is trained (Since all the records in our dataset are available in PubMed).

**SciBERT embeddings:** Bidirectional transformers have achieved state of the art results on most NLP tasks, including sentence classification. We experiment with sentence embeddings from SciBERT (Beltagy, Lo, and Cohan 2019) embeddings obtained via bidirectional transformers trained on a large corpus of scholarly articles from Semantic Scholar. In our experiments, we use \([CLS]\) token embeddings from SciBERT’s output. In cases where abstract exceeded 512 tokens, we omitted the extra tokens for embeddings.

**TFIDF:** Term Frequency-Inverse Document Frequency (TFIDF) is a popular technique in information retrieval and machine learning. In our experiments, we use TFIDF of abstracts with removed stop words removed along with words stemmed. We also use Tfidf with reduced dimensions using TruncatedSVD (Halko, Martinsson, and Tropp 2011).

5. Classification

We formulate the task of retraction classification as follows: given access to a labeled set of training samples, \(\{(x_i, y_i)\}_{i=1}^n \in \mathcal{X}_{\text{train}} \times \mathcal{Y}_{\text{train}}\), such that \(x_i \in \mathbb{R}^n\), \(y_i \in \{0, 1\}\) we aim to train a classifier \(f : \mathcal{X} \rightarrow \mathcal{Y}\) with minimum classification error on unseen data i.e., \(\mathcal{X}_{\text{test}} \times \mathcal{Y}_{\text{test}}\).

\[
y_i = \begin{cases} 0 & \text{if retracted}, \\ 1 & \text{if non retracted} \end{cases}
\]

We use random forest classifier (Breiman 2001) to support interpretability of results and good performance. All of our experiments were done using 100 trees as we didn’t see much performance improvements over 100 trees. For experiments in Table 3, we used TF-IDF for representing abstracts. Note that we concatenate the title of the paper along with the abstract as a single feature. To further simplify the model for interpretability, we decompose the TFIDF matrix using randomized SVD (Halko, Martinsson, and Tropp 2011) with 10 iterations to 15 dimensions. Randomized SVD is better suited for sparse matrices such as TFIDF. (We also experimented with PCA for dimensionality reduction, but dimensionality reduction using randomized SVD gave better results). For categorical variables in our dataset, i.e. Subject, Country, we use target encoding (Micci-Barreca 2001). Target encoder takes into account the posterior probability of the target, given a categorical value and the prior probability of the target on the entire training set to encode categorical variables. We report 10-fold cross-validation scores and scores on the train-test split (85% - 15%), see Table 3. For the train-test split, we report Area Under the Receiver Operating Characteristic (AUROC) of 78.1%. The ROC curve and a heat map of the confusion matrix are provided in Figure 3.

A closer look at individual decision trees of our random forests reveals several interesting insights. For example, certain combinations of countries and subjects combined with other underlying feature distributions of such as low SJR and University Rank are more prone to retractions. On the other hand, certain combinations of countries and subjects with a high self-citation ratio are less likely to be retracted. This can
be observed in Figure 2. For the purpose of better visualization, we considered only three features: Countries, Subjects and SJR, and limited the depth of Decision Tree to 3. These three features together give an F1 score of 66%. Countries and Subjects are one-hot encoded for ease of understanding as opposed to target encoded for the scores in Table 3.

We further visualize a sample with actual and predicted label as non-retracted using Local Interpretable Model-Agnostic Explanations (LIME) (Ribeiro, Singh, and Guestrin 2016) to present the effectiveness of our classifier. LIME explains an individual prediction by perturbing a sample and observing how the prediction changes around the given sample’s perturbations. From Figure 4, we can observe that the non-retracted sample has more than seven authors with the primary author’s affiliation, located in Italy. The paper has more than 40 references, which was cited more than once as methodology and a self-citation ratio greater than 0.17. The SJR score of the journal where the paper is published falls in the interval [0.62, 1.2]. All these attributes contributed towards non-retracted classification confidence. While the overall prediction is non-retracted, having no funding agency acknowledged, no sample size information, and citation_next value greater than eight are seen as attributes that could lead to retraction. Note that this visual analysis is particular to a sample and does not represent the global feature importance, and is meant for a high-level intuition of how various features can meaningfully impact a published work’s confidence.

### 6 Ablation Studies

We completed an ablation study to identify features (or combinations of features) that are instrumental in identifying retracted papers. Table 4 shows the result of this investigation. Metadata features alone give an F1 score of 67%, while full-text features alone result in an F1 score of 63%. Combined together, metadata and full-text features help improve performance to an F1 score of 71%. The importance of full-text features can also be observed by excluding abstract, self-citations, and p-value features individually. Excluding abstract, self-citations ratio, and p-value separately doesn’t lead to a significant drop in F1-score, but together they drop the F1-score to 67.7%.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>73.65</td>
<td>73.32</td>
<td>71.54</td>
<td>71.77</td>
</tr>
</tbody>
</table>

Table 3: Random Forest Classifier performance for Accuracy, Precision, and Recall scores, averaged for 10-fold cross validation and train-test split

<table>
<thead>
<tr>
<th>Individual Features:</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract[T F-IDF]</td>
<td>67.14</td>
<td>64.71</td>
<td>69.01</td>
<td>66.76</td>
</tr>
<tr>
<td>Abstract[SciBERT]</td>
<td>65.69</td>
<td>64.48</td>
<td>63.06</td>
<td>63.75</td>
</tr>
<tr>
<td>Abstract[SV D&lt;sub&gt;n=15&lt;/sub&gt;]</td>
<td>65.05</td>
<td>63.51</td>
<td>63.30</td>
<td>63.39</td>
</tr>
<tr>
<td>Country</td>
<td>65.93</td>
<td>66.02</td>
<td>59.60</td>
<td>62.57</td>
</tr>
<tr>
<td>Abstract[BioSentVec]</td>
<td>65.24</td>
<td>64.76</td>
<td>60.26</td>
<td>62.40</td>
</tr>
<tr>
<td>SJR</td>
<td>66.22</td>
<td>69.37</td>
<td>52.68</td>
<td>59.85</td>
</tr>
<tr>
<td>Subject</td>
<td>63.53</td>
<td>64.43</td>
<td>53.58</td>
<td>58.39</td>
</tr>
<tr>
<td>Cite. Next</td>
<td>57.07</td>
<td>56.02</td>
<td>48.59</td>
<td>51.95</td>
</tr>
<tr>
<td>Cite. Background</td>
<td>56.06</td>
<td>54.70</td>
<td>48.29</td>
<td>51.25</td>
</tr>
<tr>
<td>Cite. Results</td>
<td>56.06</td>
<td>54.70</td>
<td>48.29</td>
<td>51.25</td>
</tr>
<tr>
<td>Author Count</td>
<td>51.66</td>
<td>49.57</td>
<td>50.09</td>
<td>49.44</td>
</tr>
<tr>
<td>p-value features</td>
<td>53.61</td>
<td>51.84</td>
<td>44.09</td>
<td>47.62</td>
</tr>
<tr>
<td>Self-Cite.</td>
<td>53.29</td>
<td>51.62</td>
<td>38.57</td>
<td>44.14</td>
</tr>
<tr>
<td>Ref. Background</td>
<td>54.94</td>
<td>54.42</td>
<td>36.45</td>
<td>43.53</td>
</tr>
<tr>
<td>Abstract[Doc2Vec]</td>
<td>50.69</td>
<td>48.12</td>
<td>37.18</td>
<td>41.89</td>
</tr>
<tr>
<td>Funded</td>
<td>54.87</td>
<td>54.58</td>
<td>34.00</td>
<td>41.87</td>
</tr>
<tr>
<td>Ref. Methodology</td>
<td>54.56</td>
<td>54.83</td>
<td>29.14</td>
<td>37.97</td>
</tr>
<tr>
<td>Cite. Methodology</td>
<td>54.09</td>
<td>54.14</td>
<td>25.87</td>
<td>34.98</td>
</tr>
<tr>
<td>Ref. Results</td>
<td>52.72</td>
<td>51.61</td>
<td>20.02</td>
<td>28.62</td>
</tr>
<tr>
<td>Uni. Rank</td>
<td>52.41</td>
<td>59.39</td>
<td>1.64</td>
<td>3.20</td>
</tr>
<tr>
<td>Open Access</td>
<td>52.14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 4: Ablation study results. Ordered by individual feature performance, performance with particular feature excluded from all the features and overall performance results.

We examine the importance of each feature by excluding each from the overall features and also measuring the performance of each feature individually. In Table 4, the country of the primary author has the most predictive power. Excluding the country from the overall feature list hurts the F1-score significantly. Individually, SJR, abstract, country give the best performance out of all metadata features. Similarly, the
TFIDF of the abstracts gives the best performance of all the full-text features. We reduced the dimension of the TFIDF vector from 34,000 to 15 using Truncated SVD without a significant drop in performance. The best score is achieved by using all the features.

In regards to individual features, from Table 4 we note that features such as self-citation alone cannot achieve any separability. However, when combined with other features, they provide predictive power to the classifier Figure 2. University rank individually provides almost no separability. The university rank of 8,535 records is set to default value 0; this suggests exploring better methods to encode affiliation information. 5,130 records in our dataset have open access (open access flag set to 1), this feature exhibits almost zero correlation (−0.017) with retracted vs. non-retracted label. This suggests that open access of published articles is not an indicator of a scholarly work’s confidence.

7 Conclusion

In this work, we present initial evidence for the utility of supervised approaches for the assessment of retracted scholarly work. Using metadata as well as features derived from the full-text for a subset of retracted papers in the social and behavioral sciences, we develop a random forest classifier to predict retraction in new samples. Looking ahead, we might assume that signals of credibility and concern will vary across scientific domains. And that further studies in ML-enabled understanding of retraction will, therefore, likely need to be undertaken by interdisciplinary teams. We suggest that yet more sophisticated features capturing argument structure, experimental conditions, and corroborations across the literature will be important steps for work in this direction.
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