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FIG. 11. Missing massMX spectrum for deriving the dilution
factor for theep � e�� + (n) channel. (Top) Missing mass below
the neutron mass peak; (bottom) missing mass around the neutron
mass peak. The data shown are for the 3.0-GeV run period using the
NH3 long top target. Here, theMX spectrum for the nuclear material
(magenta) in the polarized NH3 target was constructed using the
spectra for the carbon target (blue), the empty target (green), with
an input packing factorx = 0.65 cm. The nuclear contribution was
then subtracted from the NH3 target spectrum (black) to give the
polarized-proton spectrum (red). The dilution factor was evaluated
using the region around the neutron peak and is shown in the bottom
panel with the uncertainty in the bracket. The histogram and the
dilution uncertainties include both statistical uncertainties and the
uncertainty in the scaling or packing factors. Note that the empty
target (green) spectrum is negative, indicating we have scaled up
the carbon data and then subtracted the extra helium (empty target)
to reproduce the unpolarized background in NH3. Results for the
dilution factor is shown in the bottom plot. TheMX cuts (0.90,0.98)
GeV/c2 used in the dilution and the asymmetry analysis are shown
by the two red vertical lines.

whereW is in GeV/c 2 and

f 2 = p�
0 ×

�
1 +

p7

1 Š cos� �

�
[1 + p8 sin� � + p9 cos� � ].

(44)

The resulting two �ts were then multiplied to give the overall
2 × 2-dimensional �t forf �

dil (W,Q2, cos� � ,� � ). To check the
validity of the �t, the results fromf �

dil (W,Q2, cos� � ,� � )
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FIG. 12. Dependence of dilution on (a)Q2, (b) W, (c) cos� � , and
(d) � � , for the 3.0-GeV NH3 long top target,ep � e�� + (n) channel,
obtained directly from the data (open squares) and from multiplying
the two 2D �ts of Eqs. (43) and (44) then integrating over three of the
four variables (solid circles). The error bars for the dilution extracted
from data are statistical only.

were integrated over three of the four variables, and then
compared with the dilution extracted directly from data binned
in the fourth variable. This comparison is shown in Fig.12.
One can see that the dilution factors obtained from this
method agree with data very well. The 2× 2-dimensional �t
f �

dil (W,Q2, cos� � ,� � ) was used to correct the asymmetries
AUL and ALL for the speci�c W,Q2, cos� � ,� � bin using
Eqs. (38) and (39).
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G. Effect of nitrogen polarization on the asymmetry

The 15N in the NH3 target is polarizable and can affect the
measured asymmetry. In this section we estimate this effect
and show that it is negligible. Therefore no correction was
made to the extracted exclusive channel asymmetries.

The nitrogen polarization in 15NH3 can be estimated based
on the equal spin temperature (EST) prediction [39]:

P (15N) = tanh
μ15NB

kTS

, P (H) = tanh
μpB

kTS

, (45)

where μ15N and μp are the magnetic moments of the 15N and
the proton, respectively, B is the magnetic field of the target,
k is the Boltzmann constant, and TS is the spin temperature
that describes the Boltzmann distribution of spins inside the
target. The EST prediction was demonstrated to apply to the
15N and H of the ammonia molecule by several experiments
starting with the Spin Muon Collaboration [52]. The SLAC
E143 collaboration performed an empirical fit and showed [53]

P15N = 0.136|Pp| − 0.183|Pp|2 + 0.335|Pp|3, (46)

which gives P15N ≈ −15% when Pp = 90% and P15N ≈
−8.8% when Pp = 70%. The 15N polarization is carried by the
unpaired proton and its effect relative to the three free protons
in NH3 is

�P = 1

3

(
−1

3

)
P (15N), (47)

where the additional factor of −1/3 comes from the wave
function of the unpaired proton in the 15N [54]. The effect on
the asymmetry from the polarized proton in the 15N is thus at
the 1%–2% level, and is negligible compared to the statistical
uncertainty of the asymmetry and the systematic uncertainty
from the polarizations and the dilution factor.

H. Acceptance corrections

When studying how the asymmetries vary with very small
bins in all four kinematic variables—the electron’s Q2,W
and the pion’s center-of-mass angles θ∗ and φ∗—the effect
of the detector acceptance and efficiency in principle cancel
and therefore do not affect the interpretation of the asymmetry
results. The effect of acceptance only becomes relevant when
integration of the asymmetry over a subset of these four
variables is necessary, which is the case for all results presented
in Sec. IV.

For results presented in Sec. IV, we evaluated the accep-
tance of each bin based on acceptance cuts for both electrons
and pions. The acceptance correction was then applied on an
event-by-event basis: Instead of using the measured counts
N↑⇑,↑⇓,↓⇑,↓⇓, where each event counts as 1, we first divided
1 by the acceptance of that particular event, then the sum was
taken and used as N↑⇑,↑⇓,↓⇑,↓⇓ in the formula from Sec. III E,
Eqs. (37)–(39). The asymmetries extracted this way were
integrated over certain kinematic ranges and compared directly
with theoretical predictions. Zero-acceptance bins could not be
corrected this way when integrating the data. When integrating
the theoretical calculations, we excluded bins where there were
no data, and thus removed the zero-acceptance bins from the
theory curves as well.

TABLE IV. Summary of systematic uncertainties from the target
and beam polarizations and the dilution factor for different beam and
target combinations. The 1%–2% relative uncertainty from 15N and
the ±0.03 absolute uncertainty from radiative corrections must be
added in quadrature to the values here to obtain the total systematic
uncertainty.

Ebeam Target �AUL/AUL �ALL/ALL

(GeV) (NH3) (syst) (syst)

3.0 Top 7.0% 7.0%
2.3 Top 6.2% 6.3%

Short 9.0% 9.0%
2.0 Top 5.7% 5.8%
1.3 Top 5.7% 5.9%

Bottom 5.5% 5.7%
1.1 Bottom 11.1% 11.2%

I. Radiative corrections

Radiative corrections were calculated for both AUL and
ALL using the code EXCLURAD [55] and the MAID2007

model [13]. It was found that overall the correction is fairly
small and typically no larger than 0.03. Considering the size
of the statistical uncertainty of the measurement, radiative
corrections were not applied to the asymmetries, but rather are
quoted as a systematic uncertainty of �A = ±0.03 throughout
the accessed kinematics.

J. Summary of all systematic uncertainties

The systematic uncertainty of the �e �p → e′π+(n) exclusive
channel is dominated by that from the product PbPtf

π+
dil ,

shown in Table III. The uncertainty of PbPtf
π+
dil takes into

account the uncertainties in the target packing factor, as
well as the thickness and density of various materials in the
target. Other non-neglible systematic uncertainties include
a relative ±1%–2% from the 15N in NH3 and a ±0.03
from radiative corrections. Adding these uncertainties in
quadrature, we arrive at Table IV for our asymmetry results.
For the asymmetry AUL, one does not need to normalize
by Pb. We relied on the elastic PbPt results and combined
in quadrature their uncertainties with the uncertainty in the
Møller polarization to obtain the uncertainty on Pt alone.

IV. ASYMMETRY RESULTS

Results for the target asymmetry AUL and the double-spin
asymmetry ALL are available on a four-dimensional grid of
Q2,W, cos θ∗, and φ∗. There are 42 Q2 bins logarithmically
spaced between 0.00453 and 6.45 (GeV/c)2,38 W bins
between 1.1 and 2.21 GeV/c2,30 φ∗ bins between 0 and 360◦,
and 20 cos θ∗ bins between −1 and 1. This binning scheme
is referred to as “asymmetry bins.” To allow a meaningful
comparison with theoretical calculations, we integrated the
data over 3 Q2 bins, 8 W bins, 5 φ∗ bins, and 5 cos θ∗ bins.
These will be referred to as “combined bins” hereafter. The
resulting combined W bins are (1.1,1.34),(1.34,1.58), and
(1.58,1.82) GeV/c2, allowing an examination of the first, the
second, and the third nucleon resonance regions, respectively.
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FIG. 13. Results on the target spin symmetries AUL for the �e �p → eπ+(n) channel as a function of the invariant mass W in GeV/c2,
integrated over cos θ∗ = (0.5,1.0), in increasing Q2 ranges and three 60◦ φ∗ bins. From top to bottom the Q2 bins are (0.00646,0.0110)
and (0.0110,0.0187) (1.1 GeV NH3 long bottom target), (0.0187,0.0317) and (0.0317,0.054) (1.3 GeV NH3 long top target), (0.054,0.0919)
(2.0 GeV NH3 long top target), (0.0919,0.156),(0.156,0.266), and (0.266,0.452) (GeV/c)2 (3.0 GeV NH3 long top target). From left to right
the φ∗ bins are φ∗ = (120◦,180◦),(180◦,240◦), and (240◦,300◦). In each panel, the horizontal scale is from 1.1 to 2 GeV/c2 in W and the
vertical scale is from −1 to 1. Data are compared to four calculations: MAID2007 (solid) [13], JANR (dashed) [14], SAID (dash-dotted) [15], and
DMT2001 (dotted) [16].
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FIG. 14. Results on AUL for the �e �p → eπ+(n) channel as a function of azimuthal angle φ∗, integrated over cos θ∗ = (0.5,1.0), for six Q2

bins and three W bins. From top to bottom the six Q2 bins are as follows: Q2 = (0.0187,0.0317) [1.3 NH3 long target for W = (1.12,1.34)
and (1.34,1.58) GeV/c2, and 2.0 NH3 long top target for W = (1.58,1.82) GeV/c2]; (0.156,0.266) and (0.266,0.452) (GeV/c)2 (2.0 GeV
NH3 long top target); (0.0919,0.156),(0.156,0.266), and (0.266,0.452) (GeV/c)2 (3.0 GeV NH3 long top target); from left to right the W bins
are as follows: W = (1.12,1.34),(1.34,1.58),(1.58,1.82) GeV/c2. In each panel, the horizontal scale is from 0◦ to 360◦ in φ∗ and the vertical
scale is from −1 to 1. Data are compared to four calculations: MAID2007 (solid) [13], JANR (dashed) [14], SAID (dash-dotted) [15], and DMT2001

(dotted) [16].

The method of integrating the data for the combined
bins was built upon the acceptance correction described in
Sec. III H: To correct for the acceptance, each event in
the asymmetry bin was divided by the acceptance of that
particular event, then summed to be used as N↑⇑,↑⇓,↓⇑,↓⇓
in Eqs. (37)–(39). To integrate from asymmetry bins into
combined bins, these acceptance-corrected N↑⇑,↑⇓,↓⇑,↓⇓ from
each asymmetry bin was summed, and used as the combined

N↑⇑,↑⇓,↓⇑,↓⇓ to evaluate the asymmetries for the combined
bin. Using this method, the integrated asymmetries are direct
reflections of the ratio of the physical cross sections integrated
over the combined bin except for regions that had zero
acceptance. To compare with theory, we calculated the cross
sections σt,et,0 for each asymmetry bin, then summed the
calculated cross sections over combined bins except for
asymmetry bins where there was no data (zero acceptance).
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FIG. 15. Results on the double-spin symmetries ALL for the �e �p → eπ+(n) channel as a function of the invariant mass W in GeV/c2,
integrated over cos θ∗ = (0.5,1.0), for increasing Q2 ranges and three 60◦ φ∗ bins. From top to bottom the Q2 bins are (0.00646,0.011)
and (0.011,0.0187) (1.1 GeV NH3 long bottom target), (0.0187,0.0317) and (0.0317,0.054) (1.3 GeV NH3 long top target), (0.054,0.0919)
(2.0 GeV NH3 long top target), (0.0919,0.156),(0.156,0.266), and (0.266,0.452) (GeV/c)2 (3.0 GeV NH3 long top target). From left to right
the φ∗ bins are φ∗ = (120◦,180◦),(180◦,240◦), and (240◦,300◦). In each panel, the horizontal scale is from 1.1 to 2 GeV/c2 in W and the
vertical scale is from −1 to 1. Data are compared to four calculations: MAID2007 (solid) [13], JANR (dashed) [14], SAID (dash-dotted) [15], and
DMT2001 (dotted) [16].
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The ratio of the summed cross sections [Eqs. (20) and (21)]
was taken as the calculated asymmetry for the combined bin.
In the following we will present some representative results.

A. Results on target asymmetry AU L

Figure 13 shows, in increasing Q2 ranges, the
AUL results as a function of W for three φ∗ bins
(120◦,180◦),(180◦,240◦),(240◦,300◦), and integrated over
0.5 < cos θ∗ < 1.0. Results for the φ∗ = (0◦,60◦) and
(300◦,360◦) have less statistics and are not shown. Results
for the φ∗ = (60◦,120◦) bin have comparable statistics as
Fig. 13 but are not shown here for brevity. In general, we
see that the agreement between these AUL results and the four
calculations, MAID2007 (solid) [13], JANR (dashed) [14], SAID

(dash-dotted) [15], and DMT2001 (dotted) [16], is very good in
the W < 1.5 (GeV/c2) region, but for the region 1.5 < W <
1.8 (GeV/c2), all four calculations differ from each other and
none agrees well with data, although the MAID2007 curve (solid)
approximates the data better than the other three.

To study these results further for different W regions, we
show in Fig. 14 AUL results as a function of φ∗ for three
W ranges and between Q2 = 0.0187 and 0.452 (GeV/c)2.
Results for lower Q2 ranges, down to 0.00646 (GeV/c)2, are
available from the 1.1-GeV data but only cover 1.2 < W < 1.5
(GeV/c2) and thus are not presented here. From Fig. 14, for
the lower two W bins (1.12,1.34) and (1.34,1.58) GeV/c2,
the four calculations provide similar predictions and all agree
with data. But for the W = (1.58,1.82) GeV/c2 region, only
the MAID2007 (solid) and the DMT2001 (dotted) calculations
provide the correct sign, and MAID2007 approximates the data
better than the other three although it does not agree with data
perfectly. It is clear that all four calculations can be improved in
the W > 1.58 GeV/c2 region throughout the Q2 range shown.

B. Results on the double-spin asymmetry ALL

Figure 15 shows the double-spin asymmetry ALL re-
sults as a function of W for eight Q2 bins, three φ∗
bins, and integrated over cos θ∗ = (0.5,1.0). These results
are compared with four calculations: MAID2007 (solid) [13],
JANR (dashed) [14], SAID (dash-dotted) [15], and DMT2001

(dotted) [16]. Note that our definition for ALL has the
opposite sign from theories; see Sec. I A. Results for
the φ∗ = (0◦,60◦) and (300◦,360◦) bins have less statis-
tics and are not shown. Results for the φ∗ = (60◦,120◦)

bin have comparable statistics as Fig. 13 but are not shown
here for brevity. Overall the data agree very well with all four
calculations. For all φ∗ bins, the sign of ALL in the region of
the N (1520)3/2− and the N (1680)5/2+ is positive in the high
Q2, but start to cross or approach zero in the lower Q2 bin,
within (0.0919,0.156) (GeV/c)2 for N (1520)3/2− and within
Q2 = (0.266,0.452) (GeV/c)2 for N (1680)5/2+, respectively.
This is in agreement with the suggestion in Sec. I that ALL turns
to positive at high Q2 values from helicity conservation, but
may become negative near the real photon point.

V. SUMMARY

We present here data on the target and double-spin asym-
metry AUL and ALL on the �e �p → eπ+(n) channel using data
taken on a polarized NH3 target, from the EG4 experiment
using CLAS in Hall B of Jefferson Lab. These data have
reached a low Q2 region from 0.0065 to 0.35 (GeV/c)2

that was not accessed previously. They suggest a transition
in ALL from positive at higher Q2 to negative values below
Q2 ≈ 0.1 (GeV/c)2 in the region 1.5 < W < 1.7 GeV/c2,
in agreement with both previous data from CLAS (high
Q2) [20,22] and the real photon data at Q2 = 0. Our results
show that while all model calculations agree well with ALL, in
general there is room for improvements for AUL in the high-
mass resonance region W > 1.58 GeV/c2 where predications
from various models differ significantly.
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