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FIG. 16. Examples of radiative corrections for ep — ¢'p’y as
functions of ¢ for two kinematic bins.

IX. ELASTIC NORMALIZATION

After all the corrections were carried out, there remained
inefficiencies that were not accounted for, such as the in-
efficiency of the SC counters, reconstruction of tracks due
to holes in the DCs and the SC counters which were not
accounted for in GPP, and accidental backgrounds. To correct
for these, we followed procedures carried out for previously
published exclusive electroproduction cross-section experi-
ments performed at CLAS, which utilized the same or similar
experimental conditions (see Refs. [21,35-37]).

This involved measuring the elastic cross section as a
function of Q2 over a large range of the CLAS acceptance [32]
and comparing to the cross-section evaluation of Ref. [38],
which we denote as “standard.”

The elastic cross sections as a function of Q2 obtained
in CLAS and in Ref. [38] are shown in Fig. 17. The CLAS
cross sections are somewhat lower than in Ref. [38] for all
kinematics.

The integrated value of the ratio of the cross sections
obtained in CLAS and Ref. [38] over all kinematics, € =
0.926, was taken as an overall normalization correction, where

do do

€= — — .
dQ2cLas/ dS2standard

L S

=
o
o
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FIG. 17. The elastic cross section computed from el-dvcs2 inte-
grated over all sectors: black points. The cross section according to
the parametrization of Ref. [38] is displayed as a red line.

Studies made using additional other reactions where the
cross sections are well known, such as 7 production in the
resonance region, which are consistent with these normaliza-
tion corrections over a wide range of kinematics covered by
the present experiment.

This correction comprises the largest single contribution to
the systematic uncertainty in the extracted cross section, as
noted in Sec. X A.

X. SYSTEMATIC UNCERTAINTIES

The major sources of systematic uncertainty are as fol-
lows:

(1) elastic normalization,

(2) exclusivity cuts,

(3) fiducial cuts,

(4) radiative corrections, and
(5) beam polarization.

The estimated contributions from each of these sources is
detailed in the following subsections.

A. Elastic normalization

The systematic uncertainty of the elastic renormalization
was estimated as the standard deviation from the mean as
measured sector by sector:

6
o Vo St — ) 0,037
wo w "~ 0.926

where p is the average over all six sectors measured sepa-
rately.

= 4.0%, (13)
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FIG. 18. The unpolarized cross section as a function of ¢ for the first kinematic bin at {(Q?) = 1.13 GeV? and (xz) = 0.125 (see Fig. 5
for bin definitions). The black points represent the results of the present experiment. The blue (upper) curves are the results of the VGG model.
The red (lower) curves are from BH contributions only. The green curves (beneath the VGG curves) are the result of the KMSC calculation.
The bars on the data points are statistical uncertainties, and the gray bands represent the systematic uncertainties.

We conservatively assumed a global value of 5% sys-
tematic uncertainty for the overall global normalization, to
account for any additional variations with kinematics of the
renormalization factor €. Note that this uncertainty comprises
more than 50% of the difference between the final normalized
and unnormalized cross sections.

B. Exclusivity cuts

The systematic effects associated with the exclusivity cuts
were obtained by varying each of the exclusive variable cuts.
The variables used were Ex, M Mez, Spr 0, x, and pr, defined
in Sec. V.

We varied the exclusivity cuts on each of these variables
and studied the response of the cross section as a function of
those cut variations.

The variation consisted in recalculating the cross section
by applying new exclusivity cuts in steps of o /4, from 1 o to
5 o, where o corresponds to one standard deviation for each
of the exclusivity variables. The systematic uncertainty was
defined as half of the slope of the line that was fit from 2.5 to
350.

The uncertainty in the electron beam polarization was
about 3%, which was applied to the cross-section differences.

These systematic uncertainties were obtained for each
kinematic bin. The average over all bins was 5.5%.

C. Fiducial cuts

In order to have a measure of the systematic effect of the
choice of fiducial cuts on the cross section, we varied the
fiducial cuts in much the same manner as the procedure for
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FIG. 19. The unpolarized cross section as a function of ¢ for the fifth bin at (Q?) = 1.67 GeV? and (xp) = 0.187. The black points
represent the results of the present experiment. The blue (upper) curves are the results of the VGG model. The red (lower) curves are from
BH contributions only. The green curves (beneath the VGG curves) are the result of the KMSC calculation. The bars on the data points are
statistical uncertainties, and the gray bands represent the systematic uncertainties.

the exclusivity cuts. For this analysis, the cross sections were
extracted using geometrical fiducial cuts. In this study, we
maintained those cuts and applied new cuts, based on angles
of tracks at the vertex which were based on reconstruction.

TABLE 1. Summary of systematic uncertain-
ties. For the polarized cross sections, a systematic
uncertainty of 3% on the beam polarization was

added.

Source Error (%)
Global normalization 5
Exclusivity cuts 5.5
Fiducial cuts 4.2
Radiative corrections 3
Total estimate 10

Since this procedure involves reconstruction of tracks through
the torus fields, it also tests our knowledge of the torus fields
which are used in simulations.

The cuts were momentum dependent and were placed on
all three final particles. We then tightened these cuts in four
steps of an eighth of a degree, azimuthally. This led to a
total step of a half degree. The step of half a degree was
chosen because it represents the azimuthal resolution in the
detector. The result is 4.2%, which is typically much less than
the statistical uncertainty, and at most, on the order of the
statistical uncertainty.

D. Summary of major sources of systematic uncertainties

Each of the systematic uncertainties, averaged over all
kinematic bins, is presented in Table I. These major sources
of systematic uncertainty were assumed to be uncorrelated,
so they were summed up in quadrature, leading to a total
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FIG. 20. The unpolarized cross section as a function of ¢ for the fifteenth bin at (Q?) = 2.86 GeV? and (x) = 0.335. The black points
represent the results of the present experiment. The blue (upper) curves are the results of the VGG model. The red (lower) curves are from
BH contributions only. The green curves (beneath the VGG curves) are the result of the KMSC calculation. The bars on the data points are
statistical uncertainties, and the gray bands represent the systematic uncertainties.

systematic uncertainty of 10.3%. The overall systematic un-
certainty is on the order of the statistical uncertainty.

XI. EXTRACTION OF UNPOLARIZED CROSS SECTIONS
AND POLARIZED CROSS-SECTION DIFFERENCES

The cross sections were obtained as in Eq. (4) for both
positive and negative beam polarizations, and then combined
to determine the unpolarized cross sections and polarized
cross-section differences. There were 189 ¢-dependent distri-
butions, corresponding to 189 (xp, 02, 1) bins, for each beam
polarization.

A. Unpolarized cross sections

Some examples of the unpolarized cross section are pre-
sented in Figs. 18-20. The Bethe-Heitler process dominates
at low and high ¢, and DVCS is more dominant in the central
¢ range. The unpolarized cross sections [see Eq. (3)] were
determined from the data as follows:

d40'p01 _ N
dQ%dtdxgdd ~— LiwAAV Fuge’

(14)

The experiment was deliberately carried out such that the
integrated luminosities of each polarization were very nearly
equal: Lin+ = Lint,— = Lin/2, 50 that Line = Ling+ + Ling,—-

The number of events measured after the pion subtraction is
N = N4y + N_, viz.,

e+p+y e+p+r°(ly)
N+ = N+ - N+ )

N_ = NPty _ Ne+p+ﬂ°(1y)

B. Polarized cross-section differences

We also extracted the polarized cross-section differences.
Some examples of the polarized cross section are presented in
Figs. 21-23. They were determined according to the following
expression:

d4ap01 _ 1 d4c7+ d*o_
dQ?dtdxgdep 2\ dQ2dtdxgdp dQ>dtdxpde
1 / Ny N_
= — - . (15
2P Einl,+ Lint,— AAVFrad6

where P corresponds to the beam polarization. For this ex-
periment, the polarization varied from about 0.83 to 0.87 and
was taken overall to be at its average value of 0.853 with an
uncertainty of 3% of that value.

Following Refs. [30,39], the beam polarized cross section
difference may be expressed in terms of ordinary form factors
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FIG. 21. The polarized cross section differences as a function of ¢ for the first bin kinematic bin at (Q?) = 1.13 GeV? and (xp) = 0.125.
The black points represent the results of the present experiment. The blue curves, with generally larger asymmetry, are the results of the VGG
model, while the green curves, with generally lower asymmetry, are the results of KMSC calculation. The bars on the data points are statistical

uncertainties, and the gray bands represent the systematic uncertainty.

and CFFs at leading twist as

o A?
Agpol X sm(¢)Im|:F1’H, + E(Fl + F2)H — —F2£i|,

2
4mp

(16)

in which F} and F, are the Fermi and Pauli nucleon form fac-
tors, respectively, and A is the momentum transfer to the nu-
cleon. We note that the pure BH and DVCS contributions have
vanished in the polarized cross section. This is due to BH not
being dependent on the polarization of the beam and the fact
that pure DVCS is dependent on beam spin only at the twist-3
level. Again, due to the relatively small values of xg and 7, the
polarized cross sections are mainly sensitive to Im(#).

A table of all measured cross sections and cross section
differences for all measured kinematic points can be obtained

online in the Supplemental Material, Ref. [40], and from the
CLAS database [41].

XII. COMPARISON WITH PREVIOUS CLAS RESULTS

The results presented in this paper originate from the sec-
ond data-taking run of the so-called el-dvcs experiment. The
results from the first run (el-dvcsl) were already published
[18,21]. In addition from being taken four years apart, the
two runs differed by the beam energy (5.88 GeV presently
vs 5.75 GeV previously), the exact positions of the target and
of the inner calorimeter with respect to CLAS, as well as the
exact kinematics for each bin.

In order to assess the compatibility of the two runs, a mul-
tiplicative factor was applied to the el-dvcsl cross sections
[21] to account for the difference in beam energy. This factor
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FIG. 22. The polarized cross section differences as a function of ¢ for the fifth bin at (Q?) = 1.67 GeV? and (xz) = 0.187. The black
points represent the results of the present experiment. The blue curves, with generally larger asymmetry, are the results of the VGG model,
while the green curves, with generally lower asymmetry, are the results of KMSC calculation. The bars on the data points are statistical

uncertainties, and the gray bands represent the systematic uncertainty.

originates from the known energy dependence of the Bethe-
Heitler process as well as from the modeled, but lesser, depen-
dence of the DVCS process. The factor is xp, Q2, and ¢ bin
dependent, on average of the order of 4%, and never exceeds
10%. For a global comparison of the cross-section results,
we calculated, for each of the 1907 four-dimensional bins,
denoted i, where the results overlap, cross-section differences
normalized by the combined uncertainties of the two runs:

O'l,'—O'Zi

,/Aol? + Aa2i2

where for each run the uncertainties in the denominator are
the quadratic sum of statistical and systematic uncertainties.
Figure 24 shows the results of the comparison between el-
dvcsl and el-dves?2 in terms of these normalized differences.
The two data sets are clearly consistent. The fact that this

& = a7

distribution is centered nearly at 0 is a very good indication
that the absolute normalization of both data sets is understood.
A standard deviation of 1 indicates that the uncertainties
are correctly evaluated. Likewise, the ratios of polarized to
unpolarized cross sections were checked to be compatible
with the published el-dvcs1 beam spin asymmetries [18].

XIII. COMPARISON WITH MODEL CALCULATIONS

In this section, we compare the experimental cross sec-
tions with the theoretical calculations from the Vander-
haeghen, Guichon, and Guidal (VGG) [7,11,42—44] and Kroll,
Moutarde, Sabatié, and Chouika (KMSC) [45-47] models.
The former parametrizes the GPDs based on Radyushkin’s
double distributions ansatz with a few free parameters that
are fitted to the nucleon form factor data. Only the GPD H
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FIG. 23. The polarized cross-section differences as a function of ¢ for the fifteenth bin at (Q?) = 2.86 GeV? and (xp) = 0.335. The
black points represent the results of the present experiment. The blue curves, with generally larger asymmetry, are the results of the VGG
model, while the green curves, with generally lower asymmetry, are the results of KMSC calculation. The bars on the data points are statistical

uncertainties, and the gray bands represent the systematic uncertainty.

contribution is included and the parameter values are taken as
b, and b; (which control the x-§ correlation) are both equal to
1, and o’ (which controls the x-t dependence) is equal to 1.1.

The KMSC model also uses GPDs based on double
distributions. The parameters were constrained by Deeply
Virtual Meson Production data, nucleon form factors, and
parton distributions, the parametrization of the latter having
been refined since the original calculation of Ref. [47]. All
four chiral-even GPDs are included in the calculation and
the DVCS amplitudes are calculated within the formalism
of Ref. [48] at leading-twist accuracy and next to leading
order.

In Figs. 18-23, we compare the results of the VGG and
KMSC models to the unpolarized and the difference of beam-
polarized cross sections from this work. For these calcula-
tions, the parameters of neither model have not been tuned
to the current data.

We selected three particular (xg, Q%) bins: (0.127,1.13),
(0.186,1.67), (0.333,2.85), which exemplify the low, inter-
mediate, and high (x, Q%) domains spanned by the current
experiment, respectively. For the three (xz, Q%) bins, we show
the ¢ dependence of the cross sections for 8 or 9 ¢ bins. We
recall that the ep — ¢’p’y process is considered to be the
coherent sum of the DVCS and BH contributions.

In Figs. 18-20, the red curves show the contribution of the
BH alone. The blue and green curves show the sum of the BH
and DVCS contributions. It is clear from their ¢ dependence
that the unpolarized cross sections, which peak at ¢ ~ 0°,
are dominated by the BH contribution, especially near ¢ = 0
and 180 deg. Indeed, the BH cross section is maximal and
quasisingular when the outgoing real photon is collinear to the
(incoming or outgoing) electron. This means that the photon
is basically in the leptonic plane, i.e., ¢ ~ 0°. The BH calcula-
tion is very well under control: The only non-QED inputs are
the nucleon form factors, which, at the relatively low-¢ values
considered here, are well known. Therefore, the differences
between the data and the red curves correspond to the DVCS
contribution, which depends on the much less known GPDs.

For the beam-polarized cross sections, we observe that
the VGG and KMSC models generally reproduce the data,
with VGG tending to somewhat overestimate and KMSC
tending to underestimate the data. We consider this quite
satisfactory considering that parameters of the models have
not been tuned. We conclude that the present data appear to
be interpretable in terms of GPDs and have the potential to
bring new constraints for CFFs or GPD extraction algorithms.
The Supplemental Material [40] additionally contains the
results for the VGG calculations for all measured kinematic
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FIG. 24. Histogram of error-normalized cross section differences
8; between el-dvesl [21] and el-dvces2, as defined in Eq. (17), with
a fit to a Gaussian distribution (solid curve), which yields a mean of
0.001 £ 0.028 and a standard deviation of 1.06 & 0.024.

points. The KMSC model can be accessed on line from
the PARTONS computing framework [45]. The spirit of this
comparison is to show that the theoretical expectations are
in fair agreement with the cross sections and cross-section
differences extracted in this work. The precise extraction of
CFFs and GPDs requires a detailed and specialized fitting
procedure, which is beyond the scope of this article. We refer
the reader to references previously cited.

XIV. SUMMARY AND CONCLUSIONS

The polarized and unpolarized cross sections for DVCS on
the proton have been measured at a beam energy of 5.88 GeV
with CLAS in a wide range of kinematics. Statistical and
systematic uncertainties are each on the order of 10%. These
results will put constraints on GPD model parameters and
supplement past Jefferson Laboratory (JLab) data from Hall
A and CLAS. We have presented a comparison of the current
experiment with the VGG and KMSC models and have com-
pared the new results with the earlier DVCS experiment with
CLAS (el-dvcsl), which show reasonable compatibility. New
experiments to further explore DVCS on the proton are cur-
rently active, and planned for the future at JLab both in Hall A
and with CLAS12. All together these data will be used in fits
for extraction of GPDs. The CLAS data, because of the large
kinematic domain, will be very instrumental in constraining
the dependences of the GPDs on the kinematical variables.
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APPENDIX

TABLE II. Kinematics covered by the el-dvcs2 experiment.

xp and 6, binning

xp and 6, bin XB 0, (deg)
1 0.1-0.14 21-45
2 0.14-0.17 21-25.5
3 0.14-0.17 25.5-45
4 0.17-0.2 21-25.5
5 0.17-0.2 25.5-45
6 0.2-0.23 21-27
7 0.2-0.23 27-45
8 0.23-0.26 21-27
9 0.23-0.26 27-45
10 0.26-0.29 21-27
11 0.26-0.29 2745
12 0.29-0.32 21-28
13 0.29-0.32 28-45
14 0.32-0.35 21-28
15 0.32-0.35 28-45
16 0.35-0.38 21-28
17 0.35-0.38 28-45
18 0.38-0.42 21-28
19 0.38-0.42 28-45
20 0.42-0.58 21-33
21 0.42-0.58 33-45
¢ binning
t bin —1 (GeV?)
1 0.09-0.13
2 0.13-0.18
3 0.18-0.23
4 0.23-0.3
5 0.3-0.39
6 0.39-0.52
7 0.52-0.72
8 0.72-1.1
9 1.1-2.0
¢ binning

¢ bin ¢
1<n<24 I5x (n—1)tol5 xn°
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