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ABSTRACT

VISUAL ATTENTION IN REMOTE VEHICLE SUPERVISION: EXAMINING THE EFFECTS OF MENTAL MODELS AND INFORMATION BANDWIDTH

Michael Stanley Politowicz
Old Dominion University, 2024
Director: Dr. Yusuke Yamani

Advances in automation and aviation technologies have been catalysts for the emerging market of Advanced Air Mobility (AAM), an ecosystem of novel aircraft concepts including package delivery drones and passenger carrying air-taxis. Future aircraft operators in this environment will be tasked with remotely supervising multiple highly automated aircraft on a visual interface while receiving less training than traditional pilots. More research should explore how an operator’s potentially limited understanding of an automated system affects visual performance and interactions between human operators and AAM technologies. This study examined the influence of mental models of an autopilot system on visual attention allocation for participants managing multiple vehicles in a low-fidelity AAM simulation environment. Fifty-five participants completed a series of multi-aircraft control scenarios after reading training slides with or without explicit information on the underlying functionality of an autopilot system (Advanced Mental Model or Basic Mental Model groups, respectively) with their eye movements recorded. The results indicated that the Advanced Mental Model group allocated significantly more visual attention to a supplemental data display than the Basic Mental Model group. Surprisingly, participants allocated more visual attention to the supplemental data display with low than high information bandwidth, which was opposite of the predicted effect. The results also indicated a significant interaction between expectancy and value parameters in the
SEEV model, providing additional evidence in support of this theoretical debate. In practice, results from this study show that refining mental models through a simple training program could be an effective approach to alter AAM operators’ visual scan behaviors.
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CHAPTER I

INTRODUCTION

Advances in automation technology in modern aviation systems are expected to fundamentally change how humans interact with automated systems, which are becoming increasingly more complex and prevalent (Endsley, 2017). Such advances in automation and other technologies (e.g., electric propulsion) have been catalysts for the emerging market of Advanced Air Mobility (AAM), which includes novel aircraft concepts such as package delivery drones and passenger carrying air-taxis (National Academies of Sciences, Engineering, and Medicine, 2020). Future aircraft operators (i.e., pilots) in the AAM environment will be tasked to remotely manage multiple aircraft while receiving less training than traditional pilots (Aubuchon et al., 2022; Patterson et al., 2021), bringing in some advantages associated with the increased prevalence, complexity, and authority of automation (de Winter, 2019). Yet, this new role of a human operator, with less experience and knowledge than traditional pilots, also presents several challenges. Remote operations introduce the possibility of degraded mental states of situation for the operator compared to onboard pilots (see Mutzenich et al., 2021). Additionally, monitoring multiple aircraft simultaneously may be restricted by attentional limitations of the operator (see Cavanagh & Alvarez, 2005). Reduced training and thus a lack of expertise may negatively affect visual scanning behavior (Brams et al., 2019), which presumably reduces the quality of their perception and comprehension of the automated system’s state. Lastly, and importantly, higher degrees of automation may decrease operator performance in responding to automation failures (Onnasch et al., 2014).
Human-in-the-loop simulation study is necessary to explore psychological mechanisms that are responsible for supporting seamless interactions between the human operator and AAM technologies. For example, as the aircraft operator role evolves from an active to passive role with reduced training, the operator must demonstrate a minimum level of understanding about a vehicle’s automated systems so that the operator can effectively and safely operate the vehicle (see Goodrich & Boer, 2003). Limited operator knowledge may lead to poor visual scanning behavior (Brams et al., 2019; Sarter et al., 2007). In the AAM environment, where operator training and skills are expected to be less comprehensive than those of traditional pilots, researchers will need to understand and address the potential impacts of operator mental models of air vehicles on visual attention allocation. The objective of the current study was to determine how a non-expert’s mental model of an automated system affects visual attention allocation using a testbed for multitasking that reflects a remote aircraft operator’s task load.

MENTAL MODELS OF AUTOMATION

Mental models are operators’ internal and functional representations of automated systems. Mental models can be defined as “the mechanisms whereby humans are able to generate descriptions of system purpose and form, explanations of system functioning and observed system states, and predictions of future system states” (Rouse & Morris, 1986, p. 351). Mental models can provide enough detail for an operator to describe the purpose, explain the functions, and predict the behaviors of an automated system. However, a mental model is merely a simplified, yet functional, representation of a real system implying that finer details are lost in the mapping of the real system to the model (Moray, 1999). Hence, these models are not complete but approximations of the target system at a level that is sufficient for guiding operator behaviors (Moray, 1999; Norman, 1983; Norman, 1986). There is inherent value in employing
an approximate model, including the ability to guide system behavior efficiently and appropriately without requiring extensive knowledge of the system (Norman, 1986).

Because mental models often represent only a subset of the information about a target system, the specific nature of the content within a model is important yet variable depending on the individual’s goal and the situation. Furthermore, as automated systems become more complex and increasingly difficult to understand, research is necessary to identify what information about an automated system an operator must retain to safely and effectively use the system. To address this question, it is first important to understand the attributes of an automated system. *Automation* can be defined as “a device or system that accomplishes (partially or fully) a function that was previously, or conceivably could be, carried out (partially or fully) by a human operator” (Parasuraman et al., 2000, p. 287). However, this definition does not define any characteristics of automation that help frame a user’s understanding of the system. Lee and Moray (1992; Lee & See, 2004), on the other hand, proposed an attributional abstraction of automation comprised of three central attributes of an automated system: *purpose*, *process*, and *performance*. *Purpose* refers to the designer’s intent for the automation (i.e., why the automation was developed); *process* refers to the underlying algorithms of the automation, which can include physical form (i.e., how the automation operates); and *performance* refers to the current and past operation of the automation (i.e., what the automation does). These three attributes of automation closely align with the three functions included in the definition of mental models proposed by Rouse and Morris (1986) that was previously introduced. For the current study, these automation attributes provide a convenient basis for categorizing information presented to the human to support the formation of mental models.
For future aircraft operators, access to process-based information is expected to decrease due to limited understandability of future automation and reduced training requirements. Limiting access to process-based information can negatively affect operator performance (Kieras & Bovair, 1984). Furthermore, an inaccurate understanding of process-based information can also negatively impact operator performance (Sarter et al., 2007). Yet, additional research is required to understand the potential impact of reduced availability of information on operators’ mental models and performance in the context of AAM. The current study specifically addressed operator access to process-based information.

It is necessary for researchers to understand characteristics of mental models to control and predict performance of an operator interacting with a target system. Norman (1983; 1986) provides another framework for describing mental models using three distinct models: the design model, the system image, and the user’s model. The design model is the conceptual model of the system that is held by the designer of that system. Conversely, the user’s model is the conceptual model of the system formed by the user (i.e., the mental model). Ideally, the goal of the designer should be to align the user’s model with the design model by constructing an effective system image. The system image is the physical representation of the system, which includes everything that the user interacts with (e.g., user interfaces, documentation, training materials). Note that the user’s model is not directly formed from the design model, but rather, the user’s model evolves with exposure to the system image. For users with limited exposure to a system’s user interfaces (i.e., non-experts), the system image is predominantly represented by documentation and training materials. Thus, training materials can be an effective tool for adjusting a non-expert user’s mental model.
Previous studies have successfully altered a user’s model of an unfamiliar system using documentation and training materials (Weis & Wiese, 2022; Politowicz et al., 2022). For example, with an unfamiliar smartphone app, Weis and Wiese (2022) found that a single paragraph describing the task-specific capabilities of the app was enough to substantially adjust participants’ mental models and subsequent behavior. Additionally, Politowicz and colleagues (2022) found differences in participants’ mental models of an unfamiliar autopilot after a brief training manipulation.

To this point, mental models and how they can be altered have been defined, but how mental models can be represented and elicited has not yet been discussed. There are many methods available for elicitation and representation of mental models (Rouse & Morris, 1986; see Hoffman et al., 2018, p. 10-12, for list of elicitation methods). The current study used Pathfinder network analysis (Schvaneveldt et al., 1989) for representing and analyzing mental models, because Pathfinder network analysis was found useful and independently predictive of performance compared to three other available methods (Rowe & Cooke, 1995). Additionally, using Pathfinder network analysis, Politowicz and colleagues (2022) were able to find differences in mental models for an autopilot system similar to the system used in the current study.

**PATHFINDER NETWORKS**

Pathfinder network analysis is an algorithm that generates networks to visualize and analyze the organization and relationships of concepts based on proximity data, which are derived from pairwise relatedness ratings obtained from participants (Schvaneveldt et al., 1989; see Figure 1). This method provides the mechanisms for generating networks regardless of the network content. In other words, the method serves as a framework for analyzing data rather than
a test of specific content. The network content is comprised of a list of concepts (i.e., nodes in the network) that must be defined prior to collecting pairwise relatedness ratings from participants. Thus, Pathfinder is a versatile method that has been used to evaluate mental models across multiple focus areas, including team mental models (Lim & Klein, 2006), system troubleshooting (Rowe & Cooke, 1995), and video game expertise (Furlough & Gillan, 2018). However, Pathfinder networks have not previously been applied to studying mental models of automated systems using the theoretical framework proposed in the current study (i.e., purpose-based, process-based, and performance-based information). Although, it is important to note that previous mental model studies employing other theoretical approaches have found the Pathfinder method to be predictive of expertise (Furlough & Gillan, 2018; Schvaneveldt et al., 1985).
Figure 1

*Example Pathfinder Network from Politowicz et al. (2022)*

A network consists of a set of *nodes*, which correspond to predefined keywords or concepts. The nodes in a network are connected by weighted *links*, which represent the distance...
between (or relatedness of) two nodes. For example, in Figure 1, the concepts *heading change* and *collision avoidance* (represented as nodes) are depicted as closely related because there is a link directly connecting the two concepts. Although the network visualization does not depict a weight value for this link, these weights are fundamental for determining the overall network structure. Pathfinder is advantageous because it reduces the full set of pairwise relatedness ratings to only the “strongest” connections. This reduction is accomplished by removing the “weak” links between nodes if there is a stronger connection available through some combination of other links. Thus, the distance between two nodes is defined by the weight of the shortest path between those nodes (Dearholt & Schvaneveldt, 1990). For example, in Figure 1, although the data used to generate this Pathfinder network contained a relatedness rating for *autopilot* and *heading change*, the network does not include a direct link between these concepts because the connection through *collision avoidance* was stronger than the direct link (i.e., the relatedness rating for *autopilot* and *heading change*).

Two parameters are required as inputs to the Pathfinder analysis: the Minkowski $r$-metric (also referred to as the order of the Minkowski distance) and the $q$ parameter. The $r$-metric determines how weights between nodes are computed, and $q$ is the maximum number of links allowed in a path between two nodes. Networks become sparser (i.e., have fewer links) as either parameter increases. The most commonly used values, which together yield the fewest number of links, are $r = \infty$ and $q = (n – 1)$, where $n$ is the number of nodes in the network (Dearholt & Schvaneveldt, 1990). To calculate the weight of each possible path between two nodes, the weight, $W$, of path, $P$, is defined as:

$$W(P) = \left( \sum_{i=1}^{k} w_i^r \right)^{1/r}$$

(1)
where \( w_j \) is an individual link weight along the path of \( k \) links. For \( r = \infty \), the path weight is simply the maximum weight of any individual link along the path.

The Pathfinder network produced from this method provides a useful graphical representation of the mental model, but measures of interest can also be derived from the network and the relatedness ratings. *Network similarity, coherence, and internal consistency* are common Pathfinder metrics that are useful in the context of mental model research and were included in this study. *Network similarity* is a metric for comparing two networks by evaluating common links across the networks, which accounts for both shared and unshared links. *Coherence* measures the reliability of an individual’s relatedness ratings, and *internal consistency* is a binary value based on a threshold value of coherence. Further details and calculations for these metrics are provided in the description of dependent measures in a subsequent section.

**MODEL OF VISUAL ATTENTION ALLOCATION**

Vision is a primary information-processing channel that supports operator performance in aviation (e.g., Sarter & Woods, 1995; Wickens et al., 2008; Ziv, 2016). Computational models have been developed to characterize and predict visual scanning patterns and performance for operators in the domain of aviation human factors. For models of supervisory control, the eye is conceptualized as a single-server queue, and movement of the eyes sequentially serves this queue (Senders, 1964; see Salvucci & Taatgen, 2008). In other words, information access in the visual channel is limited by the constraint that an operator’s eyes can only fixate in a single location at a time. These sequential fixations are often used as a measure of attention allocation (e.g., Karpinsky et al., 2018; Salvucci & Taatgen, 2008; Sato et al., 2020). Though the locations of fixations and attention can become decoupled (e.g., Posner et al., 1980), models using eye
movement behavior to reflect visual attention allocation have been effective in explaining
operator monitoring behaviors for supervisory control tasks (e.g., Horrey et al., 2006).

The salience-effort-expectancy-value (or SEEV) model for supervisory control provides a
computational method for predicting gazes towards predefined areas of interest (AOIs) based on
the four parameters of the model (i.e., the primary forces that move visual attention; Wickens,
2015; Wickens et al., 2022). An attentional weight for each AOI, $A_i$, can be calculated using the
following formula:

$$A_i = sS_i - efEF_i + (exEX_i \times vV_i)$$

(2)

where $i$ represents the index of each AOI, the uppercase letters represent the characteristics of
each AOI (typically set to ordinal values from low to high across AOIs; see Wickens, 2015, for
computed example), and the lowercase letters represent weighting values based on the operator’s
attentional strategy (typically all set to 1 by default; Wickens et al., 2022). $S$ and $s$ refer to
salience; $EF$ and $ef$ refer to effort; $EX$ and $ex$ refer to expectancy; and $V$ and $v$ refer to value. This
equation can be used to predict and compare the relative distribution of attention across AOIs.

In the SEEV model, salience and effort are considered bottom-up properties because
these are associated with physical characteristics of the display interface. Conversely, expectancy
and value are considered top-down properties as these are dependent upon the mental model of
the operator. Salience refers to the extent to which an AOI stands out from other AOIs based on
size, color, intensity, or contrast (Wickens et al., 2013). AOIs with higher salience tend to draw
more attention, as indicated by the positive contribution of $sS_i$ in Equation 2. Effort refers to the
cost of moving attention from one AOI to another, which corresponds to the degree of spatial
separation (i.e., physical distance) between AOIs (Wickens et al., 2013). An AOI that requires
more effort to access (i.e., eye, head, or body movement; information access cost) tends to draw
less attention, as indicated by the negative contribution of $e_f E F_i$ in Equation 2. For the current study, salience and effort properties of the display remained fixed to enable a specific focus on the influence of the two top-down sources of attention guidance: expectancy and value.

*Expectancy* corresponds to the information bandwidth, or rate of change, of information within an AOI (Wickens et al., 2013). Although information bandwidth is a physical characteristic of the display, expectancy is considered a top-down property because it specifically refers to the operator’s expectation about the rate of change within an AOI, which becomes calibrated to actual information bandwidth with experience (see Underwood et al., 2002). For example, during the descent phase of flight, an expert aircraft pilot will likely expect the altimeter gauge to have high information bandwidth because, during descent, the altitude changes rapidly. The altimeter should therefore draw more attention during descent as a result of this expectation. Hence, expectancy will guide attention in correlation with the information bandwidth of an AOI, such that higher expected bandwidth tends to draw more attention (Senders, 1964).

The other top-down property of the SEEV model is *value*, which refers to the importance of information within an AOI. *Value* is defined by the relevance of an AOI to a specific task weighted by the priority of that task relative to other tasks (Wickens et al., 2013). Horrey and colleagues (2006) examined the effect of task priority in a simulated driving experiment by instructing participants to change task priorities between trials. Their results were consistent with SEEV model predictions for task priority. On the other hand, task relevance of an AOI is based on the operator’s understanding of the information displayed within that AOI, which in some contexts could be influenced by the operator’s mental models of the systems involved in the execution of the task. More broadly, expertise of an operator has been shown to influence both
value and expectancy (i.e., the top-down properties of the SEEV model). For example, using the SEEV model, Koh and colleagues (2011) found that experts allocated attention more effectively than novices.

Based on Equation 2 proposed by Wickens and colleagues (2022), the value and expectancy properties of the SEEV model are assumed to interact with one another. One interpretation of this interaction is that an AOI with high importance (i.e., high value) that never changes (i.e., no expectancy) will not draw any attention from the operator. Conversely, an AOI with no importance (i.e., no value) that changes frequently (i.e., high expectancy) also will not draw any attention from the operator. In simpler terms, if an operator does not care about the information being presented, then the amount of time spent looking at that information will not be influenced by how often the display updates. This equation and interaction are consistent with the original SEEV model proposed by Wickens and colleagues (2001), as well as the model used by Wickens and colleagues (2008). However, the study conducted by Wickens and colleagues (2008) was a validation study that found the data fit the SEEV model better with expectancy and value as additive effects rather than interacting effects. Following this finding, Wickens and McCarley (2008) and Wickens (2015, 2021) presented the SEEV model equation with expectancy and value as additive effects rather than interacting effects. Wickens (2015) justified the additive model with two specific reasons. First, the validation study of the SEEV model with experienced pilots (Wickens et al., 2008) found that the additive model fit the data better than the multiplicative model. Second, for a real supervision task of a complex system, having both expectancy and value terms go to zero when just one of the terms is zero is not a rational strategy. Yet, despite this justification, the latest model proposed by Wickens and colleagues (2022) has reverted to the original form of the model (i.e., Equation 2). The current study
provides empirical data to address this discrepancy in the literature by directly testing the relationship between expectancy and value.

**STUDY PURPOSE AND RESEARCH QUESTIONS**

The current study examined the influence of mental models of an autopilot system on visual attention allocation for participants acting as remote aircraft operators (i.e., pilots) managing multiple vehicles in a low-fidelity flight simulation environment. Previous studies have shown that participants with substantial mental model differences (i.e., novices vs. experts) allocate visual attention differently (Brams et al., 2019). Additionally, studies have shown that mental models can be manipulated easily, and these differences lead to altered behavior (Weis & Wiese, 2022). Yet whether and how a simple manipulation of the mental model of an automated system (i.e., purpose-based, process-based, and performance-based information) affects visual attention allocation has not been explored. The literature indicates that research addressing the effect of top-down manipulations on visual attention allocation has focused on expertise and task-based properties (e.g., task priority) rather than system properties (e.g., Horrey et al., 2006). This study examined whether a simple manipulation of the mental model of an automated system leads to predicted differences in visual attention allocation based on the SEEV model. Furthermore, this study investigated the relationship between expectancy (i.e., information bandwidth) and value (i.e., mental model) parameters of the SEEV model.

The current study used a testbed for multitasking that resembles a remote aircraft operator’s task load. During a series of dual-task scenarios, participants were responsible for a resource management task (primary task) and a system monitoring task (secondary task). The resource management task included two separate aircraft that each employed automation (i.e., autopilot). Supplemental autopilot status data was presented in a supplemental data display, and
all participants had access to this display. However, only half of the participants were provided with additional process-based information about the autopilot (advanced mental model) that provided context for the value of the information displayed in the supplemental data display. The other half of the participants did not receive this additional information (basic mental model). The configuration of the displays is depicted in Figure 2. Additionally, the information bandwidth for the supplemental data display was altered between low and high settings across scenarios as a within-subjects manipulation. The following hypotheses were proposed:

**H1**: Operators with advanced mental models will allocate more visual attention to a supplemental data display than operators with basic mental models.

**H2**: Operators will allocate more visual attention to a supplemental data display in the high information bandwidth condition than the low information bandwidth condition.

**H3**: The effect of the mental model manipulation will be larger in the high than low information bandwidth conditions, only for those with advanced mental models but not for those with basic mental models.

Additionally, the current study included exploratory analyses targeting the effects of mental models on task performance as well as the effectiveness of Pathfinder network analysis for detecting differences in mental models in the context of AAM.
Figure 2

Display Configuration of the Experimental Multitasking Testbed

Note. This diagram represents the relative positions of the displays on the user interface in the current study.
CHAPTER II

METHOD

PARTICIPANTS

Fifty-five participants were recruited from the community of students at Old Dominion University. Twenty-seven participants were randomly assigned to the Basic Mental Model group ($M = 19.74$ years, $SD = 4.95$, 20 female), and 28 participants were randomly assigned to the Advanced Mental Model group ($M = 20.25$ years, $SD = 5.26$, 21 female). Participants were screened for normal color perception and normal or corrected-to-normal visual acuity. Participants reported video game use of 4.95 hours per week on average, and a two-tailed, independent-samples $t$-test indicated that there was no significant difference in video game use between the Basic ($M = 6.07$, $SD = 9.73$) and Advanced ($M = 3.88$, $SD = 6.12$) Mental Model groups, independent-samples $t(53) = 1.01, p = .318, d = 0.27$.

One additional person participated, but their data are excluded because the eye tracking data indicated that they were not viewing the screen for a majority of the time during each trial. No additional exclusion criteria were used. This research was approved by the Institutional Review Board (IRB) Committee of Old Dominion University (approval #1482888-4).

DESIGN

The experiment employed a 2 x 2 split-plot factorial design. The between-subjects factor was Mental Model, which differed in autopilot system knowledge exposure during training. The within-subjects factor was Supplemental Data Display Bandwidth (Low vs. High), which differed in the frequency of information display changes.
APPARATUS AND MATERIALS

OpenMATB

OpenMATB (Cegarra et al., 2020) is an open-source replication of the original Multi-Attribute Task Battery (MATB) software developed by the National Aeronautics and Space Administration (NASA; Comstock & Arnegard, 1992). The OpenMATB is a computer-based simulation environment representative of a low-fidelity aircraft pilot interface. The software provides a multitask environment, and the tasks that were employed in this study are the Resource Management Task and the System Monitoring Task (Figure 3). The Resource Management Task requires the participant to manage specific levels of a resource across multiple containers. This task was modified for the current study to represent multiple vehicles rather than a single vehicle, and the behavior of the automation used in this task was modified to accommodate the study design. For this task, the participant has to monitor the resource levels and determine which resource transfer switch is malfunctioning (i.e., needs to be clicked) when the automation fails. The System Monitoring Task requires the participant to monitor several indicators and click a corresponding button if one changes to an off-nominal state. Both tasks are highly configurable by the researcher.
Figure 3

Participant User Interface for the OpenMATB Software
Note. This example user interface includes the Resource Management Task (bottom center), System Monitoring Task (bottom left), and Supplemental Data Display (top left).
This study also employed the novel Supplemental Data Display, which is connected to the Resource Management Task and shows corresponding graph-based information. This display was developed specifically for the current study. Information in this display provides supplemental information related to the state of the Resource Management automation (i.e., autopilot). Specifically, the Supplemental Data Display is configured to indicate when the autopilot and the corresponding resource transfer switches are malfunctioning. The display refresh rate for the Supplemental Data Display was set to a high frequency (5 Hz) for the High information bandwidth condition and a low frequency (1 Hz) for the Low information bandwidth condition.

**Eye Tracker**

A Tobii Pro Nano screen-based eye tracker was used to record the participant’s eye movement data with a sampling rate of 60 Hz.

**Target Rating Tool**

To elicit participants’ mental models, a user interface for collecting pairwise relatedness ratings with the Target Rating method was used (JTarget; Interlink, 2017b; Figure 4). The Target Rating method was developed by Tossell and colleagues (2010) and was found to be an efficient method for collecting comparison ratings. Politowicz and colleagues (2022), for example, were able to detect differences in participants’ mental models of a simplified autopilot system based on a simple exposure training intervention using the Target Rating method. The Target Rating method uses concentric circles resembling a target to represent levels of relatedness to the concept in the center circle (see Figure 4). Participants move all other concepts from the set into the circles that correspond to degree of relatedness with the primary concept. When the participant completes ratings for a concept, the target view resets, and a new primary concept
appears in the center circle. This repeats until all concepts have cycled through the center circle position. The target rating tool randomizes the order of target keywords presented to the participant.
Figure 4

Target Rating Method User Interface (JTarget Software) used in Politowicz et al. (2022)
Note. The concepts (or keywords) included in this example user interface are not the concepts that were used in this study. From “Pathfinder Networks for Measuring Operator Mental Model Structure with a Simple Autopilot System,” by M. S. Politowicz, T. Sato, E. T. Chancey, and Y. Yamani, 2022, Proceedings of the Human Factors and Ergonomics Society Annual Meeting, 66(1), pp. 883–887. In the public domain.
Training Materials

Both groups were introduced to the concept of Advanced Air Mobility (AAM), the details of the experimental task, and the high-level functionality of an autopilot. The autopilot discussed in the training was fictitious and simplified (relative to a conventional aircraft autopilot), but the autopilot description aligned with the behavior of the vehicle automation in the Resource Management Task. The only difference in training content between the two mental model groups was the inclusion of additional low-level autopilot functionality (i.e., process-based) information for the Advanced Mental Model group.

For the Basic Mental Model group, general details about AAM were introduced to provide context for the tasks. Next, the tasks were described with sufficient detail for the participants to effectively complete the study. Participants were introduced to the behavior and functionality of the autopilot at a high level. Participants were also informed that the battery management feature of the autopilot is not perfectly reliable. Scores indicating performance were not displayed for participants during the scenarios. Participants were instructed to complete the task as accurately and quickly as possible. In the final section of the training, the Basic group was provided with additional details about AAM that were not relevant to the experimental tasks, such as the expected economic impact of AAM.

For the Advanced Mental Model group, the training was identical to the Basic group except for four slides in the final section. Rather than receiving additional information about AAM in the final section, the Advanced group was introduced to low-level functionality of the autopilot (i.e., process-based information) that provided context for the utility of information displayed in the Supplemental Data Display. Specifically, participants in both groups were told that the Supplemental Data Display shows the temperature of each battery switch on the aircraft.
Participants in the Advanced group were then instructed that the autopilot’s battery management algorithm (for distributing power to each battery) becomes confused and fails when it cannot detect the current status of a switch due to overheating (i.e., temperature rises above a certain threshold value). From this information, the Advanced group participants can infer which switch is malfunctioning when the Supplemental Data Display shows a temperature value above the threshold. Importantly, the implementation of the supplemental data did not align with presumed existing mental models of the participants to reduce the likelihood of this information being understood without explicit training. Additionally, because eye gaze position was used as the approximate measure for visual attention allocation, the supplemental data was presented in a manner that generally requires sustained focal vision for perception (e.g., reading text) rather than a form that could be more easily perceived with ambient vision or brief eye glances. Furthermore, the Advanced group training did not directly describe the application of this supplemental information to the experimental task to avoid introducing differences in task instructions between groups (i.e., mental model of the task). Rather, the Advanced Mental Model training required participants to make inferences about the task based on their mental model of the autopilot.

The training was presented to participants as slides on the computer. The training slides used for both groups are included in Appendix A. Both mental model groups were shown an equal number of slides (79 total), but four of the slides were different between groups. To validate the effectiveness of the training intervention, participants were required to correctly answer twelve training assessment multiple-choice questions (specific to each mental model group) immediately following the training (Appendix B). If the participant answered any question incorrectly, they were asked to review the training materials again and then retake the
same assessment. The participant repeated this process until all questions were answered correctly. After the second failed attempt, participants were given access to the training slides and their responses from the last failed attempt to reference during the assessment. A two-tailed, independent-samples t-test indicated that there was no significant difference in the number of assessment attempts between the Basic ($M = 2.00, SD = 0.68$) and Advanced ($M = 1.64, SD = 1.03$) Mental Model groups, independent-samples $t(53) = 1.52, p = .135, d = 0.41$.

**Pathfinder Nodes**

Pathfinder network analysis requires a list of concepts (or keywords) to serve as nodes in the Pathfinder network structure. This study used eleven nodes that were derived from the training materials. The following is the list of nodes from the current study: *battery management*, *aircraft steering*, *collision avoidance*, *flip battery switches*, *move joystick*, *detect other aircraft*, *heuristic solver*, *target battery level*, *switch temperature*, *autopilot*, and *machine learning*. These nodes correspond to purpose-based (battery management, aircraft steering, collision avoidance), performance-based (flip battery switches, move joystick, detect other aircraft), and process-based (heuristic solver, target battery level, switch temperature) information about the autopilot system. The *autopilot* node was included to relate each concept to the overall system. *Machine learning* was not mentioned in the training slides for either group but was included as a distractor.

**Scenarios**

Four similar scenarios were developed with a configurable design that enabled any scenario to be used for either information bandwidth (i.e., within-group) condition. Thus, all participants experienced the same four scenarios, but the scenario order and information bandwidth setting varied by participant. The duration of each scenario was six minutes. The two scenarios for each bandwidth condition (Low, High) were grouped into blocks to allow
participants to become calibrated to the bandwidth of the Supplemental Data Display within each block. The order of the blocks was counterbalanced within each group, and the order of the scenarios was randomized for each participant.

Three practice scenarios were created to familiarize participants with the tasks. The first scenario lasted 40 seconds and only included Resource Management Task events. The second scenario also lasted 40 seconds and only included System Monitoring Task events. The final scenario lasted two minutes and included events from both tasks. For all practice scenarios, the Supplemental Data Display bandwidth was set to a frequency (i.e., data refresh rate) that had a data refresh period (600 ms) halfway between the settings for the Low (1000 ms) and High (200 ms) bandwidth conditions. The training scenarios were slightly less difficult than the experimental scenarios based on overall event rate.

For the Resource Management Task (Figure 5), the goal is to maintain appropriate levels of power for the primary battery (i.e., top battery) within each aircraft. Each block represents a battery, and the green color within the block represents the current power level. The two independent groups of batteries in Figure 5 represent two separate aircraft. Automation was always actively controlling the power levels, but participants were instructed to monitor the system for possible failures, which were indicated by an “autopilot failure” alert. If a failure was detected, the participant had to determine which switch (represented by gray triangles in Figure 5) was malfunctioning. A malfunctioning switch prevents the flow of power despite the switch flow status showing a positive flow rate. The participant had to click the malfunctioning switch using the mouse to fix the autopilot failure. If no response was provided by the participant, the autopilot system continued to malfunction until another malfunction occurred within the same aircraft. The error rate for this automation was set to an average of three per minute (i.e.,
relatively high) to establish an appropriate task difficulty level and to ensure a high level of potential utility for the Supplemental Data Display, which is intended to aid in the resolution of these errors. See training slides in Appendix A for complete task instructions.
Figure 5

Resource Management Task (OpenMATB Software)

Note. This example shows an autopilot failure in the right aircraft. The behavior of this task was modified from the original version of the Resource Management Task included in the OpenMATB software.
For the System Monitoring Task (Figure 6), the goal is to maintain the normal state of the system, which is completely independent of the Resource Management Task. There are four gauges labeled as F1, F2, F3, and F4 representing the system state. The small black arrow within each gauge fluctuates around the center of the gauge when the system is in a normal state. When a system malfunction occurs, the arrow moves to the top or bottom edge of the gauge. In this case, the participant used the mouse to click the corresponding button for the gauge (F1-F4) to correct the malfunction. Above the gauges are two indicator lights (labeled as F5 and F6) that indicate additional system malfunctions. The green light (F5) ON suggests normal state, and in the event of a specific system malfunction, the green light (F5) turns OFF. The red light (F6) OFF suggests normal state, and in the event of a specific system malfunction, the red light (F6) turns ON. If either light indicated a malfunction, the participant used the mouse to click the corresponding button for the indicator light to correct the system malfunction, which returned the light to normal state.
Figure 6

System Monitoring Task (OpenMATB Software)

Note. All gauges and indicators in this example are shown in a normal state.

The primary task for all scenarios was the Resource Management Task, and the secondary task was the System Monitoring Task. However, the System Monitoring Task had a high rate of events, thus requiring significant attention from the participant. This high demand from the secondary task was intended to encourage the Advanced Mental Model group to utilize the information available in the Supplemental Data Display to reduce the attentional resources required to manage the primary task.
PROCEDURE

Participants completed the study in a quiet room. Participants first read an informed consent document and indicated whether they agreed to participate in the study. Upon their consent, they completed a demographics questionnaire. Participants then were randomly assigned to either the Basic Mental Model or Advanced Mental Model training group and received their respective training module (see Appendix A). Participants read a training presentation that introduced the concept of Advanced Air Mobility (AAM), explained the experimental task, and described the functionality of the autopilot system present on the vehicles that would be managed in the task. Participants then completed a 12-question training assessment to confirm the training manipulation (see Appendix B). If any questions were answered incorrectly, the participant was asked to review the training materials and retake the assessment. This process was repeated until all questions were answered correctly. The training materials were not available to the participants during the first two attempts at the assessment, but after the second failed attempt, participants were given access to the training slides as well as their responses from the last failed attempt to reference during the assessment. Training (without repeated assessments) took approximately 15 minutes to complete.

Following successful completion of the training assessment, participants completed three practice scenarios, which were simplified versions of the experimental scenarios, to become familiarized with the tasks. After the practice scenarios, participants read instructions on using the target rating tool and then used the tool to provide pairwise relatedness ratings. Participants then completed a 9-question mental model assessment (see Appendix C). Following the assessment, participants ran the four experimental scenarios (blocks of two grouped by
information bandwidth condition). The order of the bandwidth blocks was counterbalanced across participants, and the order of the scenarios within each block was randomized.

After completing all of the scenarios, participants again provided pairwise relatedness ratings using the target rating tool and completed the mental model assessment. Participants were then debriefed, thanked for their participation, and dismissed. The study took approximately one and a half hours to complete. The full procedure timeline is presented in Figure 7.

**Figure 7**

*Experiment Procedure Timeline*

![Experiment Procedure Timeline](image)

**DEPENDENT VARIABLES**

*Percentage Dwell Time (PDT)*

PDT is derived from the eye movement data and refers to the proportion of time that the participant fixated within a specific area of interest (AOI). The AOIs for this experiment are defined as the Resource Management Task window, the System Monitoring Task window, and the Supplemental Data Display window.

*Similarity to Design Model (Pathfinder Analysis)*

Similarity to the design model value was calculated for each participant, which is the similarity score (i.e., $C$ statistic) of the individual network and the design model network. The
design model, which is the conceptual model held by the designer (Norman, 1986), was derived from the training materials (Figure 8). This metric is an evaluation of shared links between two networks. The similarity score of two individual networks is calculated using the formula, $X/[T - X]$, where $X$ is the number of common links in the two networks and $T$ is the total number of links across both networks (Goldsmith & Davenport, 1990; Lim & Klein, 2006). This metric ranges on a scale of 0 (completely unrelated) to 1 (identical), so a score of 0.3 implies that 30% of the mental model structure is shared.
Note. Blue text signifies purpose-based information nodes. Green text signifies performance-based information nodes. Orange text signifies process-based information nodes. Black text signifies the node representing the high-level system. Gray text signifies a distractor node.

**Mental Model Assessment Score**

A nine-question, multiple-choice mental model assessment (Appendix C) was developed based on the autopilot design model to measure the effect of the mental model manipulation. The
design model is the conceptual model held by the designer (Norman, 1986), which is directly depicted in the training materials. The questions were developed based on the training materials to assess purpose-based, process-based, and performance-based information about the autopilot (three questions for each type of information).

Coherence and Internal Consistency (Pathfinder Analysis)

Coherence and internal consistency were calculated for each individual network. Coherence is a measure of the reliability of an individual’s relatedness ratings, as determined by the transitive consistency of those ratings (Interlink, 2017a). For example, if a participant’s ratings indicate that Concept A is similar to Concept B, and Concept B is similar to Concept C, then Concept A should also be similar to Concept C. A higher coherence value for a participant’s set of ratings indicates that these transitive relationships are more reliable; thus, the complete set of ratings is more coherent. The range of this metric is -1 (inverse coherence) to 1 (perfect coherence).

Internal consistency is a binary value derived from the coherence value to determine the overall reliability of an individual Pathfinder network. Coherence greater than or equal to 0.15 is considered adequate internal consistency, whereas coherence less than 0.15 may indicate a poor understanding of the concepts being rated (Interlink, 2017a). If coherence values are on average lower than 0.15, the Pathfinder data should not be analyzed.

Resource Management Task Performance

Performance in the Resource Management Task was measured by the hit rate, the number of false alarms, the response time (RT) for hit events, and the cumulative amount of time that the power level was outside of the acceptable range. The RT for a hit event is defined as the time elapsed from malfunction onset to participant response. A false alarm event occurs if the
participant responds to a unit that is not malfunctioning. Because a false alarm event implies no malfunction onset, RT cannot be calculated for a false alarm event.

**System Monitoring Task Performance**

Performance in the System Monitoring Task was measured by the hit rate, the number of false alarms, and the RT for hit events. The RT for a hit event is defined as the time elapsed from signal onset to participant response. A false alarm event occurs if the participant responds when a signal is not present. Because a false alarm event implies no signal onset, RT cannot be calculated for a false alarm event.
CHAPTER III

RESULTS

The following analyses were conducted using $2 \times 2$ split-plot factorial analyses of variance (ANOVAs). For each variable, the assumption of normality was checked by observation of histograms of values for each condition. Checks indicated that data were generally unimodal and normally distributed for all variables included in this analysis except for several that were skewed due to floor or ceiling effects. However, ANOVA is generally robust to violations of the normality assumption, so the analysis is still appropriate for the present data set (Maxwell & Delaney, 2004). Levene’s test was conducted for each between-subjects measure to test the assumption of homogeneity of variance. Some measures included in the following analyses violated this assumption, and results of the Levene’s test are reported for those violations. ANOVA is generally robust to moderate violations of the assumption of homogeneity of variance when the sample sizes of groups are approximately equal and group sample sizes are not unreasonably small (e.g., less than five per group; Maxwell & Delaney, 2004). Thus, ANOVA is still an appropriate analysis to conduct on the present data despite violations of this assumption. The assumption of sphericity is not applicable for this analysis because the within-subjects factors only include two conditions. An alpha level of $p < .05$ was established to indicate statistical significance. Bonferroni corrections (i.e., dividing the alpha by the number of comparisons) were used for all post-hoc analyses.
MENTAL MODEL ASSESSMENTS

The Similarity to Design Model (Pathfinder Analysis) and Mental Model Assessment scores were used to measure the effect of the mental model manipulation in the current study. For all Pathfinder network analyses, Pathfinder (Interlink, 2021) software was used with parameter settings $r = \infty$ and $q = 10$. Furthermore, Pathfinder network analysis requires only a single rating score for each pair of nodes, but the Target Rating method collects two ratings per node pair. For the current study, the duplicate ratings (within each single set of target ratings) were averaged to provide a single rating score for each pair (see Politowicz et al., 2022).

Prior to conducting the Pathfinder network similarity analyses, the mean Coherence value for each mental model group was calculated to determine if the Pathfinder network data met the threshold for internal consistency (i.e., mean Coherence greater than or equal to 0.15). The mean coherence values exceeded the threshold for internal consistency for both the Basic Mental Model group (Pre-exposure: $M = 0.75$, $SD = 0.10$; Post-exposure: $M = 0.70$, $SD = 0.16$) and Advanced Mental Model group (Pre-exposure: $M = 0.74$, $SD = 0.13$; Post-exposure: $M = 0.72$, $SD = 0.15$). Therefore, the Pathfinder data were found to be suitable for further analysis.

To assess if participants’ mental model similarity to design model scores (Pathfinder analysis) were affected by mental model condition (Basic vs. Advanced) and exposure to the system (Pre-exposure vs. Post-exposure), a $2 \times 2$ split-plot factorial ANOVA was conducted. Levene’s test indicated a violation of the assumption of homogeneity of variance for the Post-exposure condition, $F(1, 53) = 4.96$, $p = .030$, but ANOVA is still considered an appropriate analysis for the data set despite this violation (Maxwell & Delaney, 2004).

The ANOVA revealed that there was a significant main effect of mental model condition, such that the Advanced Mental Model group networks ($M = 0.47$) were significantly more
similar to the design model than were the Basic Mental Model group networks ($M = 0.38$), $F(1, 53) = 11.35, p = .001, \eta^2_p = .176$. The main effect of exposure was not significant, $F(1, 53) = 2.18, p = .146, \eta^2_p = .040$, and there was no significant interaction between mental model condition and exposure, $F(1, 53) = 0.16, p = .690, \eta^2_p = .003$. Figure 9 shows the mean Pathfinder analysis similarity score for all conditions. Descriptive statistics for all conditions are included in Table 1. Mental model aggregate networks for both groups and both exposure conditions are shown in Figure 10.

Figure 9

*Pathfinder Similarity Scores by Mental Model Group and Exposure*

*Note.* Error bars represent between-subjects 95% confidence intervals.
Figure 10

Pathfinder Mean Aggregate Networks by Mental Model Group and Exposure

Note. Blue text signifies purpose-based information nodes. Green text signifies performance-based information nodes. Orange text signifies process-based information nodes. Black text signifies the node representing the high-level system. Gray text signifies a distractor node.
To assess if participants’ mental model assessment scores were affected by mental model condition (Basic vs. Advanced) and exposure to the system (Pre-exposure vs. Post-exposure), a 2 × 2 split-plot factorial ANOVA was conducted. The ANOVA revealed that there was a significant main effect of mental model condition, such that the Advanced Mental Model group (M = 7.48) scored significantly higher than the Basic Mental Model group (M = 6.39), F(1, 53) = 14.18, p < .001, ηp² = .211. The main effect of exposure was not significant, F(1, 53) = 0.87, p = .357, ηp² = .016, and there was no significant interaction between mental model condition and exposure, F(1, 53) = 1.57, p = .216, ηp² = .029. Figure 11 shows the mean mental model assessment score for all conditions. Descriptive statistics for all conditions are included in Table 1.
Figure 11

*Mental Model Assessment Scores by Mental Model Group and Exposure*

*Note.* Error bars represent between-subjects 95% confidence intervals.
Table 1

Descriptive Statistics for Mental Model Measures

<table>
<thead>
<tr>
<th>Variable</th>
<th>n</th>
<th>Similarity (Pathfinder)</th>
<th>Mental Model Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic Mental Model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-exposure</td>
<td>27</td>
<td>0.38</td>
<td>6.37 (0.09)</td>
</tr>
<tr>
<td>Post-exposure</td>
<td>27</td>
<td>0.37</td>
<td>6.41 (0.10)</td>
</tr>
<tr>
<td><strong>Advanced Mental Model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-exposure</td>
<td>28</td>
<td>0.48</td>
<td>7.61 (0.12)</td>
</tr>
<tr>
<td>Post-exposure</td>
<td>28</td>
<td>0.46</td>
<td>7.36 (0.13)</td>
</tr>
</tbody>
</table>

*Note.* Data presented in the table are mean values with standard deviations in parentheses.

**PRIMARY TASK PERFORMANCE**

To assess if participants’ hit rate, hit RT, number of false alarms, and cumulative time outside of acceptable battery range for the Resource Management Task (primary task) were affected by mental model condition (Basic vs. Advanced) and information bandwidth (Low vs. High), 2 × 2 split-plot ANOVAs were conducted. Descriptive statistics for all performance measures and conditions are shown in Table 2.

For hit rate in the Resource Management Task, the ANOVA revealed that there was a significant main effect of mental model condition, such that the Advanced Mental Model group \( (M = 89.7\%) \) had significantly higher hit rates than the Basic Mental Model group \( (M = 55.6\%) \),
$F(1, 53) = 36.89, p < .001, \eta^2_p = .410$. The main effect of bandwidth was not significant, $F(1, 53) = 0.01, p = .909, \eta^2 = .000$, and there was no significant interaction between mental model condition and bandwidth, $F(1, 53) = 1.55, p = .219, \eta^2_p = .028$. Figure 12 shows the mean hit rates for all conditions.

**Figure 12**

*Primary Task Hit Rate by Mental Model Group and Bandwidth*

![Graph showing hit rates for Advanced and Basic Mental Model groups at different bandwidth levels.](image)

*Note.* Error bars represent between-subjects 95% confidence intervals.

For hit RT in the Resource Management Task, the ANOVA revealed that there was a significant main effect of mental model condition, such that the Advanced Mental Model group ($M = 4.71$ seconds) had significantly faster RTs than the Basic Mental Model group ($M = 6.30$ seconds).
seconds), $F(1, 53) = 12.49, p < .001, \eta^2_p = .191$. Therefore, there is no evidence for speed-accuracy tradeoffs. The main effect of bandwidth was not significant, $F(1, 53) = 3.50, p = .067, \eta^2_p = .062$, and there was no significant interaction between mental model condition and bandwidth, $F(1, 53) = 3.25, p = .077, \eta^2_p = .058$. Figure 13 shows the mean hit RTs for all conditions.

**Figure 13**

*Primary Task Hit Response Time (RT) by Mental Model Group and Bandwidth*

![Graph showing response time by mental model group and bandwidth](image)

*Note.* Error bars represent between-subjects 95% confidence intervals.

For number of false alarms in the Resource Management Task, the ANOVA revealed that there was no significant main effect of mental model condition, $F(1, 53) = 2.68, p = .107, \eta^2_p =$
.048, and no significant main effect of bandwidth, $F(1, 53) = 0.15, p = 0.702, \eta^2 = .003$. There was also no significant interaction between mental model condition and bandwidth, $F(1, 53) = 0.48, p = .494, \eta^2 = .009$.

For cumulative time outside of the acceptable battery range in the Resource Management Task, the ANOVA revealed that there was a significant main effect of mental model condition, such that the Advanced Mental Model group ($M = 130.96$ seconds) spent significantly less time outside of the acceptable range than the Basic Mental Model group ($M = 232.78$ seconds), $F(1, 53) = 14.90, p < .001, \eta^2 = .219$. There was also a significant main effect of bandwidth, such that the High Bandwidth condition ($M = 167.85$ seconds) spent significantly less time outside of the acceptable range than the Low Bandwidth condition ($M = 195.88$ seconds), $F(1, 53) = 4.93, p = .031, \eta^2 = .085$. There was no significant interaction between mental model condition and bandwidth, $F(1, 53) = 0.86, p = .357, \eta^2 = .016$. 
Table 2

Descriptive Statistics for Primary Task Performance Measures

<table>
<thead>
<tr>
<th>Variable</th>
<th>n</th>
<th>Hit Rate (%)</th>
<th>Hit RT (s)</th>
<th>Number of False Alarms</th>
<th>Time Out of Range (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Mental Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Bandwidth</td>
<td>27</td>
<td>57.10</td>
<td>6.31</td>
<td>8.59</td>
<td>240.93 (112.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(23.12)</td>
<td>(1.48)</td>
<td>(11.11)</td>
<td></td>
</tr>
<tr>
<td>High Bandwidth</td>
<td>27</td>
<td>54.12</td>
<td>6.29</td>
<td>7.96</td>
<td>224.62 (93.68)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(20.45)</td>
<td>(1.72)</td>
<td>(10.57)</td>
<td></td>
</tr>
<tr>
<td>Advanced Mental Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Bandwidth</td>
<td>28</td>
<td>88.49</td>
<td>5.15</td>
<td>3.66</td>
<td>150.83 (119.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(24.20)</td>
<td>(1.51)</td>
<td>(8.84)</td>
<td></td>
</tr>
<tr>
<td>High Bandwidth</td>
<td>28</td>
<td>90.97</td>
<td>4.27</td>
<td>3.84</td>
<td>111.08 (106.18)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(21.47)</td>
<td>(2.62)</td>
<td>(11.24)</td>
<td></td>
</tr>
</tbody>
</table>

Note. Data presented in the table are mean values with standard deviations in parentheses.

SECONDARY TASK PERFORMANCE

To assess if participants’ hit rate, hit RT, and number of false alarms for the System Monitoring Task (secondary task) were affected by mental model condition (Basic vs. Advanced) and information bandwidth (Low vs. High), 2 × 2 split-plot ANOVAs were conducted. The ANOVAs revealed that there were no significant main effects or interactions for any of the secondary task performance measures, indicating there are no observable changes in performance tradeoffs between the primary Resource Management Task and the secondary System Monitoring Task. Descriptive statistics for all performance measures and conditions are shown in Table 3.
For hit rate in the System Monitoring Task, the ANOVA revealed that there was not a significant main effect of mental model condition, $F(1, 53) = 0.25, p = .617, \eta^2_p = .005$, or bandwidth, $F(1, 53) = 0.01, p = .906, \eta^2_p = .000$. There was also no significant interaction between mental model condition and bandwidth, $F(1, 53) = 0.03, p = .858, \eta^2_p = .001$.

For hit RT in the System Monitoring Task, the ANOVA revealed that there was not a significant main effect of mental model condition, $F(1, 53) = 0.02, p = .900, \eta^2_p = .000$, or bandwidth, $F(1, 53) = 2.33, p = .133, \eta^2_p = .042$. There was also no significant interaction between mental model condition and bandwidth, $F(1, 53) = 0.90, p = .347, \eta^2_p = .017$.

For number of false alarms in the System Monitoring Task, the ANOVA revealed that there was not a significant main effect of mental model condition, $F(1, 53) = 0.08, p = .777, \eta^2_p = .002$, or bandwidth, $F(1, 53) = 0.03, p = .856, \eta^2_p = .001$. There was also no significant interaction between mental model condition and bandwidth, $F(1, 53) = 0.41, p = .524, \eta^2_p = .008$. 
Table 3

Descriptive Statistics for Secondary Task Performance Measures

<table>
<thead>
<tr>
<th>Variable</th>
<th>n</th>
<th>Hit Rate (%)(s)</th>
<th>Hit Rate (s)</th>
<th>Number of False Alarms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Mental Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Bandwidth</td>
<td>27</td>
<td>84.57 2.33</td>
<td>2.33(0.56)</td>
<td>2.06(3.13)</td>
</tr>
<tr>
<td>High Bandwidth</td>
<td>27</td>
<td>84.65 2.29</td>
<td>2.29(0.43)</td>
<td>1.70(3.77)</td>
</tr>
<tr>
<td>Advanced Mental Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Bandwidth</td>
<td>28</td>
<td>87.80 2.37</td>
<td>2.37(0.72)</td>
<td>2.07(4.27)</td>
</tr>
<tr>
<td>High Bandwidth</td>
<td>28</td>
<td>87.43 2.20</td>
<td>2.20(0.70)</td>
<td>2.27(4.94)</td>
</tr>
</tbody>
</table>

Note. Data presented in the table are mean values with standard deviations in parentheses.

PDT ON SUPPLEMENTAL DATA DISPLAY AOI

To assess if participants’ PDT on the Supplemental Data Display AOI was affected by mental model condition (Basic vs. Advanced) and information bandwidth (Low vs. High), a 2 × 2 split-plot factorial ANOVA was conducted. Levene’s test indicated violations of the assumption of homogeneity of variance for the Low Bandwidth condition, $F(1, 53) = 5.30$, $p = .025$, and the High Bandwidth condition, $F(1, 53) = 9.36, p = .003$. However, ANOVA is still considered an appropriate analysis for the data set despite this violation (Maxwell & Delaney, 2004).
The ANOVA revealed that there was a significant main effect of mental model condition, such that the Advanced Mental Model group \((M = 15.0\%)\) had significantly higher PDTs than the Basic Mental Model group \((M = 3.0\%)\), \(F(1, 53) = 43.48, p < .001, \eta^2_p = .451\). There was also a significant main effect of bandwidth, such that the Low Bandwidth condition \((M = 10.1\%)\) had significantly higher PDTs than the High Bandwidth condition \((M = 7.9\%)\), \(F(1, 53) = 7.79, p = .007, \eta^2_p = .128\). Unexpectedly, however, there was no significant interaction between mental model condition and bandwidth, \(F(1, 53) = 0.76, p = .389, \eta^2_p = .014\). Figure 14 shows the mean PDT on the Supplemental Data Display AOI for all conditions. Descriptive statistics for all conditions are included in Table 4.
Figure 14

PDT on Supplemental Data Display AOI by Mental Model Group and Bandwidth

Note. Error bars represent between-subjects 95% confidence intervals.

EVALUATION OF TASK VALUE GROUPS

To evaluate the relationship more rigorously between mental model group and information bandwidth, the PDT data was further analyzed with more stringent exclusion criteria within each mental model group based on performance data. The functional behavior of the Resource Management Task enables the inference of Supplemental Data Display (SDD) information usage from user performance data, specifically the hit rate. When a user does not utilize the SDD information, the user is often required to guess which switch has failed because in many instances, there is no useful information available to assist with the decision. Thus, a
participant’s maximum hit rate for the task is essentially limited without the SDD information. Through pilot testing and analysis of the present data set, an 88.89% hit rate (2 misses out of 18 failures) was found to be the appropriate threshold for determining if a user has utilized the SDD information. Though it is statistically possible on a given trial for a participant who is not using the SDD information to meet or exceed this threshold, it is highly unlikely that this would occur across all four trials. Thus, the criteria for determining low (or no) SDD use is when participant scores are lower than 88.89% hit rate across all four trials (Figure 15). Similarly, although it is possible for a participant using the SDD information to have a hit rate below the threshold, this was found to be rare because use of the SDD information leads to perfect or near-perfect performance with little effort. Thus, the criteria for determining high SDD use is when participant scores are equal to or higher than 88.89% hit rate across all four trials (Figure 15).

In the present study, a subset of participants scored below the threshold in some trials and above in other trials for various reasons, such as discovering the relevance of the SDD information during a trial. Therefore, any participant who did not score fully above or fully below the 88.89% hit rate threshold across all four trials is categorized as having mixed SDD use (Figure 15). Figure 15 shows the categorization of participants across both mental model groups, whereas Figure 16 shows the categorization of participants within each mental model group.
Figure 15

Performance Categories Based on Primary Task Hit Rate Across Trials

Note. Each line represents an individual participant. The figure shows the categorization of all participants from both mental model groups into three performance-based groups. The $y$-axis on the chart depicts the Resource Management Task (primary task) hit rate. Trials are ordered in the order of appearance. SDD = Supplemental Data Display.
Figure 16

Performance Category Distribution of Participants by Mental Model Group

Note. Each square represents an individual participant. The Low Task Value group is comprised of the 19 participants in the Basic Mental Model group who are categorized as low SDD use (blue squares). The High Task Value group is comprised of the 20 participants in the Advanced Mental Model group who are categorized as high SDD use (red squares). SDD = Supplemental Data Display.

Following the additional criteria, two new groups were established, which are each a subset of one of the mental model groups. The High Task Value group \((n = 20)\) includes participants from the Advanced Mental Model group whose performance data indicates high SDD use (i.e., greater than or equal to 88.89% hit rate across all trials) and therefore high task relevance of the SDD AOI. The Low Task Value group \((n = 19)\) includes participants from the Basic Mental Model group whose performance indicates low SDD use (i.e., less than 88.89% hit rate across all trials) and therefore low task relevance of the SDD AOI. Figure 16 shows the overall categorization of participants based on performance within each mental model group.

To assess if participants’ PDT on the Supplemental Data Display AOI was affected by task value group (Low vs. High) and information bandwidth (Low vs. High), a \(2 \times 2\) split-plot factorial ANOVA was conducted. Levene’s test indicated violations of the assumption of
homogeneity of variance for the Low Bandwidth condition, $F(1, 37) = 21.45, p < .001$, and the High Bandwidth condition, $F(1, 37) = 9.93, p = .003$. However, ANOVA is still considered an appropriate analysis for the data set despite this violation (Maxwell & Delaney, 2004).

The ANOVA revealed that there was a significant interaction between task value group and bandwidth, $F(1, 37) = 14.37, p < .001, \eta^2_p = .280$. Post-hoc $t$-tests (using a Bonferroni-corrected alpha level of $p < .025$) indicated that the high-bandwidth displays had lower PDTs than the low-bandwidth displays for the High Task Value group, indicating that the displays with higher bandwidths attracted less attention than those with lower bandwidths, $M = 13.73\%$ vs. $18.17\%$, paired-samples $t(19) = 4.10, p < .001, d = 0.92$. On the other hand, for the Low Task Value group, observed PDT values were statistically indistinguishable, $M = 0.66\%$ vs. $0.85\%$, paired-samples $t(18) = 1.30, p = .210, d = 0.30$. Additionally, there was a significant main effect of task value condition, such that the High Task Value group ($M = 15.9\%$) had significantly higher PDTs than the Low Task Value group ($M = 0.8\%$), $F(1, 37) = 67.79, p < .001, \eta^2_p = .647$. There was also a significant main effect of bandwidth, such that the Low Bandwidth condition ($M = 9.5\%$) had significantly higher PDTs than the High Bandwidth condition ($M = 7.2\%$), $F(1, 37) = 17.09, p < .001, \eta^2_p = .316$. Figure 17 shows the mean PDT on the Supplemental Data Display AOI for all conditions. Descriptive statistics for all conditions are included in Table 4.
Figure 17

PDT on Supplemental Data Display AOI by Task Value Group and Bandwidth

Note. Error bars represent between-subject 95% confidence intervals.
Table 4

Descriptive Statistics for PDT on Supplemental Data Display AOI

<table>
<thead>
<tr>
<th>Variable</th>
<th>Full Groups</th>
<th></th>
<th>Task Value Groups</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>PDT (%)</td>
<td>n</td>
<td>PDT (%)</td>
</tr>
<tr>
<td>Basic Mental Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Bandwidth</td>
<td>27</td>
<td>3.73 (5.58)</td>
<td>19</td>
<td>0.85 (0.74)</td>
</tr>
<tr>
<td>High Bandwidth</td>
<td>27</td>
<td>2.21 (2.95)</td>
<td>19</td>
<td>0.66 (0.64)</td>
</tr>
<tr>
<td>Advanced Mental Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Bandwidth</td>
<td>28</td>
<td>16.43 (9.38)</td>
<td>20</td>
<td>18.17 (7.79)</td>
</tr>
<tr>
<td>High Bandwidth</td>
<td>28</td>
<td>13.55 (9.30)</td>
<td>20</td>
<td>13.73 (8.91)</td>
</tr>
</tbody>
</table>

Note. Data presented in the table are mean values with standard deviations in parentheses.
The purpose of this study was to examine whether a manipulation of the mental model of an automated system would influence visual attention allocation in a simulated AAM resource management task with a supplementary data display that updated at different information bandwidths. This study aimed to investigate the relationship between expectancy (i.e., information bandwidth) and value (i.e., mental model) parameters of the SEEV model that assumed either an additive (Wickens, 2015, 2021; Wickens & McCarley, 2008) or interactive (Wickens et al., 2001, 2008, 2022) relationship previously. Participants acted as remote aircraft operators (i.e., pilots) managing multiple vehicles in a low-fidelity flight simulation environment. During a continuous dual-task scenario, participants were responsible for a resource management task (primary task) and a system monitoring task (secondary task). Supplemental autopilot status was presented in a supplemental data display, but only half of the participants were provided with additional process-based information about the autopilot (Advanced Mental Model group) that afforded them the necessary context for the value of the displayed data. The information bandwidth (i.e., display update rate) for the Supplemental Data Display was manipulated between low (1 Hz) and high (5 Hz) settings across trial blocks as a within-subjects manipulation to examine the effect of expectancy.

MENTAL MODELS AND VISUAL ATTENTION

The results of the current study indicate that a direct mental model manipulation led to differences in visual attention allocation as predicted by the SEEV model, which directly
supports the first hypothesis. Specifically, the group that was provided with additional process-based information about the autopilot (Advanced Mental Model group) allocated more visual attention towards the Supplemental Data Display than the group that did not receive this information. Importantly, the mental model groups were provided with identical task-based information (e.g., task instructions, task strategy), so the observed differences in visual attention allocation (as measured by PDT on the SDD AOI) resulted from inferences made by participants to establish task-relevant value of the displayed information based on knowledge of the underlying automated system.

The value parameter in the SEEV model is influenced by task relevance and task priority relative to the information provided within an AOI (Wickens et al., 2022). It was hypothesized that mental models of the automated system could influence task relevance (and thus the value parameter). The study employed constant task priority across all conditions to isolate the effect of task relevance, and the training manipulation intentionally avoided explicitly introducing differences in task-based information (e.g., task instructions). Results indicated that there was no significant difference in secondary task performance between mental model groups, which supports the assertion that task priority remained constant across conditions. Thus, the results of the current study suggest that the value parameter of the SEEV model is sensitive to differences in mental models of an automated system used during a task, adding to previous findings that have primarily shown the value parameter is sensitive to differences in expertise (i.e., novice, expert) and differences in mental models of the tasks (i.e., task priorities).

For the Pathfinder mental model assessment, a significant difference between mental model groups was expected, such that the Advanced Mental Model group would have significantly greater similarity to the design model than the Basic Mental Model group for both
the pre- and post-exposure assessments. This analysis was intended to confirm the effectiveness of the mental model training manipulation. The results indicated that the training manipulation was in fact effective in altering participants’ mental models of the automated system between groups. Furthermore, the Pathfinder networks provide additional insight regarding the differences between mental model groups, reinforcing the effectiveness and utility of Pathfinder for the analysis of mental models of automated systems using a relatively small set of nodes. These results collectively show that the mental model manipulation effectively fine-tuned participants’ mental models to assimilate the design model. It is also noteworthy that process-based information from only four training slides substantially influenced the participants’ construction of mental models, which caused reliable differences in their allocation of visual attention. These changes in visual scanning patterns presumably influence how operators use and trust the automated system because operators with a more advanced mental model possess a better representation of the function of the system (e.g., Craik, 1943), allowing them to effectively sample information necessary for executing a given task jointly with the automated system (Karpinsky et al., 2018). Practically, automation designers should be mindful that simple instruction, as few as four training slides, can lead to substantial differences in operators’ scanning patterns and potentially their use, or misuse, of the automation (Parasuraman & Riley, 1997).

**EXPECTANCY AND VISUAL ATTENTION**

The information bandwidth manipulation also caused changes in visual attention allocation, as predicted by the SEEV model. However, surprisingly, the direction of the effect was opposite of what was predicted. Thus, these results do not support the second hypothesis. Specifically, the low-bandwidth display attracted more visual attention than the high-bandwidth
display in the current study. Yet, these results are not necessarily inconsistent with the SEEV model because the model does not dictate the expectancy value of each AOI. Rather, when applying the SEEV model to a display, the user of the model must assign an expectancy value to each AOI in the display (relative to all other AOIs) *a priori* based on general guidance provided with the SEEV model. This associated guidance describes how specific properties of an AOI can influence the four parameters of the model (Wickens, 2015). For example, the SEEV guidance indicates that an AOI with higher information bandwidth should typically be assigned a higher expectancy value, and based on the SEEV equation (Equation 2), higher expectancy always leads to increased attention allocation (assuming the value parameter in the model is not zero).

In the current study, rather than comparing different AOIs in a single display, the relative attentional attraction of a single AOI with two different information bandwidth settings was examined. The prediction regarding the relationship between information bandwidth and expectancy was based on the general expectancy guidance provided with the SEEV model. However, even though this prediction is recommended in most cases, the expectancy guidance also indicates that expectancy can be influenced by context (Wickens et al., 2022). This can occur in situations where a contextual cue (e.g., an alert in a different AOI) suggests that information has become available in an AOI, momentarily prioritizing the cued AOI. The guidance suggests that this could potentially lead to increased probability of sampling a low-bandwidth AOI. Unfortunately, further specific guidance is not provided, and supporting evidence is minimal (Wickens et al., 2022). Thus, the SEEV model accounts for the results observed in the current study, but the guidance was insufficient to establish an accurate hypothesis.
General guidance associated with the SEEV model defines expectancy as the operator’s expectation of obtaining information from an AOI, with contributing factors divided into two categories: information bandwidth and context (Wickens et al., 2022). As previously described, the bandwidth-based guidance indicates that operators will tend to sample high-bandwidth AOIs more often than low-bandwidth AOIs. This pattern is based on strong evidence from a series of classic studies conducted by Senders and colleagues (Carbonell et al., 1968; Senders, 1964, 1983). For example, Senders (1964) asked participants to monitor a group of gauges with moving pointers and identify when any individual gauge reading exceeded the nominal range. Results from this study indicated that the gauges were sampled proportionally to their information bandwidth. Some of these studies have since been replicated, and the original findings have been confirmed (e.g., Eisma et al., 2020). Typically, when the SEEV model is applied in a study, information bandwidth is the only factor discussed when referencing expectancy (e.g., Horrey et al., 2006; Wickens, 2015). Similarly, in the current study, the expectancy prediction was based solely on information bandwidth as there was no specific evidence to suggest a different effect given the display and task configurations included in the study.

Based on RT and PDT results in the current study, it appears that participants who utilized the supplemental data were triggered to view the information in the SDD AOI after being alerted of an autopilot failure from the resource management task AOI. After transitioning their gaze to the SDD AOI, participants would then wait for the relevant information to appear (i.e., one of the temperature values in the SDD graph rising above the threshold) before transitioning back to the resource management task AOI to resolve the autopilot failure. Because the relevant SDD information was slower to appear in the Low Bandwidth condition, participants
spent more time waiting for the information while viewing the SDD AOI in the Low Bandwidth compared to the High Bandwidth condition. This description of contextual cueing aligns with observations from the current study, but the described behavior is only assumed. Further exploration is required to confirm these assumptions by analyzing individuals’ eye movement data relative to the specific timing of failure events.

**VALUE AND EXPECTANCY IN THE SEEV MODEL**

The relationship between the expectancy and value parameters of the SEEV model in the literature has not been consistent. The current study was designed to test whether the relationship between these parameters is additive or interactive. The latter was predicted based on the most recent publication of the SEEV model (Wickens et al., 2022). In the current study, there was substantial variability in task relevance (i.e., value parameter) of the Supplemental Data Display information within each mental model group as observed through performance measures (see Figure 15 and Figure 16). This variability was presumably present because the mental model manipulation was intentionally designed to avoid directly influencing task relevance (i.e., participants were required to infer task relevance based on their mental models of the system). This variability limits the utility of the mental model groups as task value groups for the purpose of understanding the relationship between the expectancy and value parameters in the SEEV model. Therefore, to effectively evaluate the relationship between value and expectancy, more stringent performance-based criteria were applied to the groups to ensure that each group more closely reflected differences in task value.

The results indicated a strong interaction between task value group and information bandwidth (Figure 17), which supports the third hypothesis that the relationship between the expectancy and value parameters in the SEEV model is interactive. In other words, the effect of
changes in expectancy (i.e., information bandwidth) is negligible when the information that is displayed has no value to the participant. Because this hypothesis also predicted the direction of the bandwidth effect, which was opposite of the observed effect (as discussed in the previous section), the third hypothesis is only partially supported. The interaction is generally consistent with Horrey and colleagues’ (2006) applied driving research that examined information bandwidth and task priority. Although, the presence of the interaction in their study was dependent on how information bandwidth was operationalized. The results of the current study provide evidence for an additional implementation of information bandwidth in a more controlled environment.

In the current study, the training intervention provided each group with slightly different information about how the autopilot system works, which led to differential patterns of participants’ attention allocation. The effect of this training manipulation on mental models is consistent with previous mental model research (e.g., Weis & Wiese, 2022; Politowicz et al., 2022). Furthermore, the observed influence of mental models on performance (e.g., Sarter et al., 2007) and attention allocation (e.g., Koh et al., 2011) is consistent with previous research. However, it is important to understand how the training manipulation led to participants being categorized as having mixed SDD use (Figure 15). Presumably, these thirteen participants modified their mental models of the automation during exposure to the system (i.e., during the experimental trials) to the extent that the value of the SDD AOI increased substantially and influenced their visual attention allocation strategy. This aligns with Norman’s (1983; 1986) theoretical model in which the user’s model (i.e., mental model) continues to evolve with exposure to the system image (e.g., user interfaces). This is also consistent with performance findings of Kieras and Bovair (1984), who observed that providing process-based information
will not always be of value (i.e., will not affect performance) and that some users may be able to infer process-based information without explicit instruction. The current study extends these results from performance to visual attention allocation.

THEORETICAL AND PRACTICAL IMPLICATIONS

From a theoretical perspective, the current study produced several interesting findings that impact the understanding and empirical basis of the SEEV model. First, results of this study provide strong empirical evidence to support the interactive relationship of expectancy and value in the SEEV model rather than the additive relationship. This relationship has previously been described as both additive (Wickens, 2015, 2021; Wickens & McCarley, 2008) and interactive (Wickens et al., 2001, 2008, 2022). However, the evidence that led to this discrepancy was primarily based on model fitting of experimental data (Wickens et al., 2008). The current study, on the other hand, employed a direct manipulation of the two parameters, which provides more conclusive evidence through causal inference. Furthermore, expectancy and value are generally considered to be the most important parameters in the SEEV model because optimal scanning is defined by these two parameters alone (e.g., Grundgeiger et al., 2020; Wickens, 2015). Thus, it is particularly important to understand the relationship between these two parameters.

Second, results from the current study indicate that the value parameter of the SEEV model is sensitive to differences in mental models of an automated system used during a task, which adds to previous findings that have primarily shown the value parameter is sensitive to differences in expertise (i.e., novice, expert; e.g., Koh et al., 2011) and differences in mental models of the tasks (i.e., task priorities; e.g., Horrey et al., 2006). This finding deepens the overall understanding of contributing factors that guide visual attention allocation during supervisory control tasks.
Lastly, results of the current study indicate that SEEV model guidance regarding expectancy could be improved with additional empirical evidence (specifically, when and how expectancy may deviate from typical behavior). The current study demonstrated that assigning expectancy values to AOIs requires an understanding of how specific information will be used by the operator to complete the task. Simply relying on information bandwidth (i.e., information refresh rate) without this additional consideration could lead to incorrect expectancy determinations and thus diminish the overall utility of the SEEV model for predicting attention allocation. Furthermore, this finding also introduces the possibility that previous issues of observed data not fitting with SEEV model predictions (e.g., Wickens et al., 2008, which previously led to the discrepancy regarding the expectancy and value parameter relationship) could be due to incorrect assignment of expectancy values rather than problems with the SEEV model equation. However, this potential explanation is speculative, and additional research is required to confirm it.

From a practical perspective, the results of the current study indicate that providing operators with minimal additional process-based training can significantly alter how they allocate attention towards a display. This effect was observed with the addition of only four process-based training slides in a 79-slide training package. Furthermore, this minimal additional training can significantly improve operators’ task performance as a result of their altered visual attention allocation. Beyond these training implications, this finding also implies that eye tracking data could potentially be used as a method for detecting inaccuracies in users’ mental models of complex systems, which could then be remedied with training interventions. More broadly, improvements to the general understanding of visual attention allocation in supervisory control tasks is critical for technology development across many domains, including surface
transportation and Advanced Air Mobility. Real-time eye tracking is becoming increasingly common in these operational environments (e.g., Liang et al., 2007), and understanding the underlying meaning of these data is essential, particularly when the automated or autonomous system utilizing the data is applying it to safety-critical decisions.

LIMITATIONS

The current study had several limitations. First, the study employed one specific task and system configuration. Thus, it is possible that the observed effects in this study are context dependent, such that a different task or system configuration could lead to different results. The discussion of the results attempted to account for this, but it should still be considered more broadly with respect to the findings. Second, the tasks employed in this study were performed by inexperienced participants after only a brief training session. Hence, the tasks performed in this study do not directly reflect tasks performed by actual remote aircraft operators. Therefore, the results should be validated in applied settings. Lastly, this study evaluated mental models of a novel system, which may not generalize to operators performing tasks with familiar systems. Again, the results should be validated in applied settings to confirm that they generalize beyond the laboratory setting.

FUTURE RESEARCH

Future research should evaluate the same paradigm with different task and system configurations to understand how the observed results generalize to other tasks. Additionally, factors such as trust may influence sampling behavior (e.g., Sato et al., 2023), so future research should investigate the influence of trust and other contributory factors on the relationship between mental models and sampling behavior. Furthermore, additional studies should be conducted to confirm the observed results in an applied environment with operators who have
previous experience with the automated system. Lastly, additional research should be conducted to establish a stronger understanding of the various factors that influence expectancy.
CHAPTER V

CONCLUSIONS

This study sought to investigate the role of expectancy and mental models of automated systems in visual attention allocation during supervisory control tasks. Results of the study indicate that the value parameter of the SEEV model is sensitive to differences in mental models of an automated system used during a task. The study provides evidence in support of a multiplicative relationship between expectancy and value in the SEEV model. Lastly, the effect of expectancy due to contextual cues is not well defined, so additional research is required to understand the factors that can influence the change in visual attention allocation as a result of changes in information bandwidth.
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APPENDIX A

TRAINING SLIDES: BOTH MENTAL MODEL GROUPS

*Note:* Slides 69-72 are specific to each Mental Model group. Both sets are included on page 88.

**INSTRUCTIONS**
Read through the training material in this document.

After you finish reading, you will be quizzed on the information that you just learned.

*You will repeat this training until you answer 100% of the questions correctly.*

**Advanced Air Mobility (AAM)** is a new aviation market that envisions air-taxis flying passengers across cities.

Air-taxis are similar to helicopters, but air-taxis use new technology that makes flying much less expensive.

These air-taxis will carry up to 4 passengers, will be fully electric (battery powered), and will not have a pilot onboard.

The air-taxis will be controlled by pilots on the ground with assistance from highly advanced automation.

In this study, you will be acting as a pilot flying two air-taxis, but you will be controlling the vehicles from a computer on the ground.

*You only have two tasks:*  
1. **Managing** battery power levels  
2. **Monitoring** system gauges

All other flight-related tasks are handled without your involvement.

So you will not be:  
1. **Steering** the aircraft  
2. **Avoiding collisions** with other aircraft
In this study, you will be acting as a pilot flying air-taxis. You will use the computer on the ground to control the vehicles from Advanced Air Mobility (AAM) around, which is okay as long as it stays close to the aircraft.

You only have two tasks.

**Primary Task:** Battery Management

You will use the button (F1, F2, F3, or F4) below the gauge that is experiencing the error to assist you with this task. You simply have to monitor the gauges and alert lights for errors, and then press a button to fix each error.

An error occurs when the triangle in a gauge moves near the top or bottom. To fix the error, use the mouse to click the button below the gauge that is experiencing the error.

**Secondary Task: System Monitoring Task**

There is no automation to assist you with this task. You simply have to monitor the gauges and alert lights for errors, and then press a button to fix each error.

This task requires you to monitor 4 gauges and 2 alert lights.

The small black triangle in each gauge needs to remain near the center. The triangle will bounce around, which is okay as long as it stays close to the center.
**SECONDARY TASK: System Monitoring Task**

A green light will appear at the bottom of the gauge when you **successfully** detect the error.

[Diagram showing green light]

**SECONDARY TASK: System Monitoring Task**

However, a red light will show at the bottom of the gauge if you either:
1. Press a button when there is no error, or
2. Do not detect the error quickly enough.

[Diagram showing red light]

**SECONDARY TASK: System Monitoring Task**

The left alert light (F5) needs to remain green.

When the light is OFF (not green), there is an error.

To fix the error, click the alert light (F5) to change the light back to green.

[Diagram showing left alert light transition]

**SECONDARY TASK: System Monitoring Task**

The right alert light (F6) needs to remain OFF.

When the light changes to red, there is an error.

To fix the error, click the alert light (F6) to turn the red light OFF.

[Diagram showing right alert light transition]

**SECONDARY TASK: System Monitoring Task**

Your goal is to fix the errors as quickly as possible.

Your performance is tracked, and you will lose points for every missed error.

[Diagram showing performance tracking]

**SECONDARY TASK: System Monitoring Task**

**IMPORTANT!**

At this point, you should understand how to perform this task.

If you do not, go back now and review the information on the previous slides.

**PRIMARY TASK: Battery Management Task**

This task includes two separate aircraft, which are managed independently.

[Diagram showing two aircraft]
For this task, you must maintain the appropriate battery energy level for the main battery on each aircraft.

If the battery power level goes above or below the indicator, the indicator will turn red (as shown in the image on the right).

The batteries are highlighted in the image on the right and labeled as follows:

Aircraft #1: A, B, C
Aircraft #2: D, E, F

This is also true for Aircraft #2 (right), where Battery D is slowly drained and is constantly replenished by Batteries E & F.

Each aircraft consists of 3 batteries and 3 switches.

For Aircraft #1 (left), Battery A will slowly go down because it is being drained by the aircraft systems. It needs to be constantly replenished from the other two batteries (B & C).

The power levels in Batteries B & E will only go up and down when power is being sent to or received from one of the other connected batteries. There is no target power level for Batteries B & E (any level is allowed).
At this point, you should look at the values in the Switch Flow Status display. The switches are highlighted in the image on the right and labeled as follows:

- Aircraft #1: 1, 2, 3
- Aircraft #2: 4, 5, 6

The Switch Flow Status displays the current rate of electricity flowing through each switch. The numbers on the left in this display correspond to the numbers on each switch.

You can tell when a switch is ON or OFF by looking at the values in the Switch Flow Status display. For example, in this image, Switch 4 is OFF because the electricity flow is zero, and Switch 5 is ON because it has a flow value.

The Switch Temperature Data graph shows the current temperature of each switch.
At this point, you should understand all of the components in the image on the right. If you do not, go back now and review the information on the previous slides.

This system is called the autopilot.

The autopilot is always on and assisting. It automatically flips the switches ON/OFF to maintain the main battery level.

Note: The autopilot failure message does not specify which autopilot has failed (it could be Aircraft #1, Aircraft #2, or both).

After the autopilot failure message appears, the autopilot will fail to maintain the correct battery level.

What do you do if the autopilot fails?
When the **autopilot** has failed, it means that one of the **switches** is stuck OFF.

Even though the **Switch Flow Status** shows that all three switches are ON, **One of these is really OFF**.

To figure out which **switch** is OFF, you can watch the flow of power between the **batteries** for a few seconds. For example, if **Battery B** is increasing, you can conclude that **Switch 1 is OFF**.

Watch how the power is moving between the batteries.

The **main battery** level will now start to move back towards the acceptable range. Note: The target indicators will stay **red** until the **main battery** level has had enough time to return to the acceptable range.

**IMPORTANT!**

If you are not clicking the correct **switch**, you need to try another **switch**.

You have to figure out which **switch** is actually OFF and use the mouse to click that **switch** to reset and fix the **autopilot**.

Once you determine which **switch** is OFF, click that **switch**. If you clicked the correct **switch**, it will turn **green** to indicate that you were correct.

The **autopilot** is now fixed!

Indicates this switch was correctly clicked.

**IMPORTANT!**

At this point, you should understand how to perform this task. If you do not, go back now and review the information on the previous slides.
The **autopilot** is an important automated system that makes it possible for the aircraft to fly with minimal input from you (the pilot).

For your task, you are only concerned with **one** of these goals. However, it is important for you to understand all functionality of the **autopilot**.

To **steer** the aircraft, it can move the joystick.

To **avoid collisions**, it can detect other aircraft and then move the joystick.

To **manage batteries**, it can flip the battery switches.

Again, for your task, you are only concerned with the **one** goal associated with your task.

Regarding your task, the **autopilot** was designed to maintain the correct energy level in the main battery (top) (so you don’t have to).
To accomplish this, the autopilot automatically flips the switches ON / OFF as needed.

The autopilot is reliable, but it could fail by incorrectly setting the switches.

When the autopilot is successful:
- The switches are flipped when needed.
- The battery levels remain in the range.
- The main battery indicators remain white.

When the autopilot fails:
- One of the switches gets stuck OFF (but the status shows ON).
- The battery levels leave the target range.
- The main battery indicators turn red.

Advanced Air Mobility (AAM) is expected to revolutionize the aviation industry around the world.

Some of the biggest challenges for Advanced Air Mobility (AAM) are the legal obstacles that must be overcome to certify these aircraft for safe operation.
Note: Slides 69-72 for each Mental Model group (Basic and Advanced) are depicted below.

**Basic Mental Model Group Only**

**Autopilot**

There are currently more than 200 companies developing air-taxi vehicles, and the market value for these electric aircraft is expected to reach $27.7 billion by 2030.

**Basic Mental Model Group Only**

**Autopilot**

In addition to air-taxi operations, Advanced Air Mobility (AAM) also includes package delivery drones.

**Basic Mental Model Group Only**

**Autopilot**

Advanced Air Mobility (AAM) is expected to revolutionize the aviation industry around the world.

**Basic Mental Model Group Only**

**Autopilot**

Some of the biggest challenges for Advanced Air Mobility (AAM) are the legal obstacles that must be overcome to certify these aircraft for safe operation.

**Advanced Mental Model Group Only**

**Autopilot**

For the autopilot to decide when to turn switches ON / OFF, it uses a heuristic solver.

The heuristic solver:
1. Constantly checks the status of the switches.
2. Uses simple logic to turn switches ON / OFF to maintain the target level.

**Advanced Mental Model Group Only**

**Autopilot**

Advanced Air Mobility (AAM) is expected to revolutionize the aviation industry around the world.

**Advanced Mental Model Group Only**

**Autopilot**

When all switch temperatures are less than or equal to 190°F, the heuristic solver works correctly because it can accurately determine the switch statuses.

**Advanced Mental Model Group Only**

**Autopilot**

However, if the temperature of one switch rises above 190°F, the heuristic solver becomes confused because it cannot accurately determine the status of that switch. This causes the overheated switch to get stuck OFF. This leads to autopilot failure.

**Advanced Mental Model Group Only**

**Autopilot**

In the example on the right, the temperature of Switch #5 has risen above 190°F, which caused the switch to get stuck OFF. As a result, the heuristic solver, which led to autopilot failure, becomes confused.
**Battery Management**

**Advanced Air Mobility (AAM)**

**System Monitoring**

**Click these**

**TASK RECAP**

**System Monitoring:**

Click these 6 buttons to fix errors as they appear. This task should be your #2 priority.

**Your goal is to perform the tasks as well as you possibly can. Every miss or incorrect guess will count against you.**

**Important Note:**

The two tasks function independently of one another, so the System Monitoring behavior is not connected to the Battery Management.

**Experiment Overview**

➔ You will complete 4 separate flights (or trials).
➔ Each flight will last approximately 6 minutes.
➔ Prioritize the primary task over the secondary task.
➔ Perform as well as you can because your score will be recorded.
➔ After the 4 trials, you will answer several questionnaires, which will end the experiment.

**This is the end of the training**

You will now take a quiz covering the material that you just read.

You must score 100% on the quiz, or you will have to repeat this training.

When you are ready to continue:
Press ESC key (to exit full screen), then Click Here.
# APPENDIX B

## TRAINING ASSESSMENT QUESTIONNAIRES

### Basic Mental Model Training Assessment

*Note: Questions 8-12 are specific for the Basic Mental Model group.*

### Training

Answer the following questions based on the information that you learned from the training slides.

**You must score 100% on the quiz**, or you will have to repeat this training.

When you are done, review your score and wait for the researcher. **DO NOT RESTART THE QUIZ.**

* * Indicates required question

<table>
<thead>
<tr>
<th>Question</th>
<th>1 point</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.  What are your two tasks in this study? *</td>
<td></td>
</tr>
<tr>
<td>Check all that apply</td>
<td></td>
</tr>
<tr>
<td>- Steer the aircraft with a joystick</td>
<td></td>
</tr>
<tr>
<td>- Monitor the system gauges</td>
<td></td>
</tr>
<tr>
<td>- Manage the battery levels in each aircraft</td>
<td></td>
</tr>
<tr>
<td>- Avoid collisions with other aircraft</td>
<td></td>
</tr>
</tbody>
</table>

| 2.  What is shown in this image? *                                     |         |
| *Mark only one oval.*                                                 |         |
| - A switch                                                             |         |
| - A battery                                                            |         |
3. What is shown in this image? *

Mark only one oval.

☐ A switch
☐ A battery

4. What information does the bar graph show? *

Mark only one oval.

☐ Temperature of each switch
☐ Temperature of each battery
☐ Altitude of each aircraft
☐ Temperature of the outside air
5. Which button in this image needs to be clicked to correct the system state? * 1 point

Mark only one oval.

- F1
- F2
- F3
- F4
- F5
- F6

6. What are the three goals of the autopilot? * 1 point

Check all that apply

- Steering the aircraft
- Avoiding collisions
- Landing the aircraft
- Managing the batteries
7. What are the three functions of the autopilot? *

Check all that apply:
- Detect other aircraft
- Extend the landing gear
- Flip the battery switches
- Move the joystick

8. How many companies are developing air-taxi vehicles? (Choose the most correct option) * 1 point

Mark only one oval.
- More than 10
- More than 20
- More than 200
- More than 1000

9. What is the market value for these electric aircraft expected to reach by 2030? (Choose the most correct option) * 1 point

Mark only one oval.
- More than $1 billion
- More than $5 billion
- More than $10 billion
- More than $20 billion
10. What is also included in Advanced Air Mobility (AAM) besides air-taxis? *

Mark only one oval.
- Self-driving cars
- Package delivery drones
- Traditional helicopters
- None of the above

11. Where is Advanced Air Mobility (AAM) expected to revolutionize the aviation industry? (Choose the most correct option)

Mark only one oval.
- United States
- Europe
- Worldwide
- None of the above

12. What is one of the biggest challenges for Advanced Air Mobility (AAM)? *

Mark only one oval.
- Legal obstacles to certify aircraft
- Manufacturing scalability
- High operating costs
- None of the above
Advanced Mental Model Training Assessment

Note: Questions 8-12 are specific for the Advanced Mental Model group.

Training
Answer the following questions based on the information that you learned from the training slides.

You must score 100% on the quiz, or you will have to repeat this training.

When you are done, review your score and wait for the researcher. DO NOT RESTART THE QUIZ.

* Indicates required question

1. What are your two tasks in this study? *

   Check all that apply:
   - [ ] Steer the aircraft with a joystick
   - [ ] Monitor the system gauges
   - [ ] Manage the battery levels in each aircraft
   - [ ] Avoid collisions with other aircraft

2. What is shown in this image? *

   Mark only one oval.
   - [ ] A switch
   - [ ] A battery
3. What is shown in this image? *

Mark only one oval.
- A switch
- A battery

4. What information does the bar graph show? *

Mark only one oval.
- Temperature of each switch
- Temperature of each battery
- Altitude of each aircraft
- Temperature of the outside air
5. Which button in this image needs to be clicked to correct the system state? *  

Mark only one oval.

- F1
- F2
- F3
- F4
- F5
- F6

6. What are the three goals of the autopilot? *  

Check all that apply.

- Steering the aircraft
- Avoiding collisions
- Landing the aircraft
- Managing the batteries
7. What are the three functions of the autopilot? *  
Check all that apply.
- [ ] Detect other aircraft
- [ ] Extend the landing gear
- [ ] Flip the battery switches
- [ ] Move the joystick

8. How does the autopilot determine which switches to flip? *  
Mark only one oval.
- [ ] Heuristic solver
- [ ] Random solver
- [ ] Machine learning
- [ ] None of the above

9. What happens when the temperature of a switch goes above the maximum acceptable value? *  
Mark only one oval.
- [ ] The batteries begin to overheat
- [ ] The autopilot becomes confused about that switch
- [ ] The aircraft makes an emergency landing
- [ ] None of the above

10. Referring to the previous question, what is the maximum switch temperature that cannot be exceeded? *  
Mark only one oval.
- [ ] 115°F
- [ ] 135°F
- [ ] 190°F
- [ ] 215°F
11. Which switch in this image is overheating and, as a result, needs to be reset to fix the autopilot failure? * 1 point

Mark only one oval.

☐ Switch 1
☐ Switch 2
☐ Switch 3
☐ Switch 4
☐ Switch 5
☐ Switch 6
12. Which switch in this image is overheating and, as a result, needs to be reset to fix the autopilot failure? * 1 point

Mark only one oval.

- [ ] Switch 1
- [ ] Switch 2
- [ ] Switch 3
- [ ] Switch 4
- [ ] Switch 5
- [ ] Switch 6
Mental Model Assessment

The following questions will ask you about your understanding of the autopilot technology that was described in the training material. Please answer each question below.

* Indicates required question

1. The autopilot is perfectly reliable. *

   *Mark only one oval.*
   
   ☐ True
   
   ☐ False

2. Which of these is a capability of the autopilot? *

   *Mark only one oval.*
   
   ☐ Landing the aircraft
   
   ☐ Optimizing flight path
   
   ☐ Avoiding collisions
   
   ☐ None of the above

3. Which of these could cause an autopilot failure? *

   *Mark only one oval.*
   
   ☐ High battery level
   
   ☐ Switch temperature
   
   ☐ Turbulence
   
   ☐ None of the above
4. Based on this image, is the autopilot experiencing a failure? *

*Mark only one oval.*

- Yes
- No
- Unable to determine

5. Which of these is not a capability of the autopilot? *

*Mark only one oval.*

- Steering the aircraft
- Managing the batteries
- Communicating with Air Traffic Control
- None of the above
6. What does the autopilot use to make decisions? *

*Mark only one oval.*

- Machine learning
- Heuristic solver
- Random solver
- None of the above

7. Which of these is not a function of the autopilot? *

*Mark only one oval.*

- Detect other aircraft
- Flip the battery switches
- Extend the landing gear
- Move the joystick

8. Which of these could cause an autopilot failure? *

*Mark only one oval.*

- Severe weather conditions
- Low battery level
- Cyber attack
- None of the above
9. How is an autopilot failure resolved? *

*Mark only one oval.*

- [ ] Resetting the autopilot
- [ ] Replacing a battery
- [ ] Resetting a switch
- [ ] None of the above
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