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ABSTRACT

A PIPELINED ARCHITECTURE FOR REAL TIME CORRECTION OF
BARREL DISTORTION IN WIDE-ANGLE CAMERA IMAGES

Hau Trung Ngo
Old Dominion University, 2003
Director: Dr. Vijayan K. Asari

Images captured by wide-angle cameras show barrel type spatial distortion due to

wide-angle configuration of the camera lens where image regions farther from the center

are compressed in a nonlinear fashion. The barrel distortion correction technique based

on least squares estimation attempts to correct a distorted image by expanding it

nonlinearly so that straight lines in the object space remain straight in the image space.

The intensity value of a pixel in the expanded image is calculated by back mapping its

position to the corresponding position in the distorted image and performing linear

interpolation on the neighboring pixels. Distorted images are analyzed to calculate the

expansion coefficients and back mapping coefficients of the forward-mapping and the

back-mapping polynomials in the distortion correction algorithm. These values are

unique for each camera.

Demands for faster correction of distorted images in various real time applications

lead to the development of a dedicated hardware architecture that can provide a high

throughput rate. An absolute pipelined architecture is designed to correct barrel

distortion in images by partitioning the distortion correction algorithm into four main

modules. The architecture includes a CORDIC based rectangular to polar coordinate

transformation module, a back mapping module for nonlinear transformation of corrected

image space to distorted image space, a CORDIC based polar to rectangular coordinate



transformation module, and a linear interpolation module to calculate the intensity of a

pixel in the corrected image space. The system parameters include the

expanded/corrected image size„distorted image size, the back mapping coefficients,

distortion center and the center of the corrected image. The hardware design is suitable

for correcting 8-bit images of size up to four-million pixels. It can sustain a high

throughput rate of 30 frames per second. The pipelined architecture design will facilitate

the use of dedicated hardware that can be mounted along with the camera unit.
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CHAPTER I

INTRODUCTION

A wide-angle camera can capture a large area of view into a single image, which is very

useful for many applications in navigation, surveillance and medical fields. But it also

introduces barrel distortion in images where images are compressed nonlinearly. Barrel

distortion shows nonlinear compression in the outer areas of the image where objects

appear smaller than their actual size. Figure l. lb shows a typical distorted image of an

experimental grid as shown in Figure l.la. The wide-angle configuration of the lens

causes the images to appear spherical as noted in Figure l.lb. Many applications rely on

the capability of a wide-angle camera to provide a broad view of the targeted objects or

areas, but they also demand accurate geometrical information since the correctness of

such information is very important for the quantitative parameters estimation. An

example of such application is the surgical procedure that requires the assistance of

endoscope which uses wide-angle lens to provide a large view of internal structure of the

gastrointestinal tract. Thus, images with barrel distortion must be corrected before they

are presented to the display unit.

The approach to correct barrel distortion in wide angle camera images studied in this

research is to analyze the curvature of the lines in a distorted image which is captured

Format of this thesis is IEEE Transactions on Computers
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Figure 1.1: (a) Experimental grid; (b) Grid image captured by a wide-angle camera.

from a grid of straight lines. The analysis of the distortion would produce a set of

estimated correction parameters to straighten the curved lines in the distorted image.

These parameters are used to correct the barrel distortion in any images taken by the

same camera. The first objective of this research is to perform the analysis based on a

procedure of straightening the curved lines in the distorted image and estimating the

correction parameters.

The correction parameters include a set of expansion coefficients and a set of back-

mapping coefficients. The method of selecting expansion coefficients is based on least

squares estimation which is a technique used to select the parameters of which the sum of

the squared errors of the curved lines with respect to the expected values is minimized to

produce straight lines. The expansion coefficients are used in an expansion polynomial

to map a distorted image space to a corrected image space. The back mapping



coefficients are used to convert the position of a pixel position in the corrected image to a

corresponding position in the distorted image based on a back mapping polynomial.

Back-mapping coefficients needed in the back-mapping procedure are obtained based on

non-linear regression analysis on a finite number of points. The distortion correction

method involves three main steps: (I) all pixels in the distorted image are forward-

mapped onto the corrected image based on an expansion polynomial; (2) all vacant pixels

in corrected image are back-mapped onto the distorted image based on a back-mapping

polynomial; and (3) the intensity for each vacant pixel in corrected image is obtained by

performing linear interpolation of the intensities of the four neighboring pixels in the

distorted image.

In general, barrel distortion in wide-angle camera images can be corrected by many

commercial software tools available in market today. However, they do not provide

high-speed solutions that are often required for real time applications. General purpose

image processors can also be used to correct barrel distorted images but they too have

limitations in terms of performance. Real time distortion correction in images requires

the processors to process at least 25 frames per second. A typical image size for a wide-

angle camera is about I million pixels. Therefore, the distortion correction processor

must be able to correct at least 25 million pixels per second. The image size in wide-

angle cameras increase as technology advances, so the rate of distortion correction should

also increase. To achieve a high-speed throughput in a distortion correction system with

minimal overhead, dedicated hardware architecture design is necessary. The second

objective of this research is to design an architecture that is capable of correcting barrel



distortion in wide-angle camera images with a minimal throughput rate of 25 million

pixels per second,

Image processing is one of the data driven problems where exploiting the maximum

parallelism in data is desirable due to the repetitive nature in image processing

application. Thus, a correction architecture must incorporate data parallelism into the

design because time is the main criteria in real time correction of distorted images.

Indeed, most of the dedicated architectures proposed in literature for image processing

applications do address the parallel nature since they usually employ architecture design

methodologies such as systolic array or pipelined architecture. A pipelined architecture

exploits the data parallelism available in a given application by allowing overlapped

operations at all stages in the pipeline. Thus, the maximum data parallel level is

determined by the number of stages in the pipeline. Another advantage of a pipelined

architecture is that it requires simple controlled logic which would reduce the overhead of

the controller unit considerably.

In this thesis, a dedicated architecture to correct barrel distortion in wide-angle camera

images for real time applications is presented. The entire architecture is pipelined to

fulfill the demand for a high throughput correction system in real time applications such

as video-endoscopy. The designed architecture is expected to maintain a minimal

throughput of 25 million-pixel frames per second and it can be incorporated into a high

performance FPGA which supports fast access to RAM modules.



The remainder of this thesis is organized as follows: many different approaches to

correct distortion in images and various architectures for image processing are explained

in chapter 2. The algorithm to correct barrel distortion in images and its simulation

results are discussed in chapter 3. Software development to simulate the distortion

correction algorithm and its simulation results are discussed in Section 3.4. The design of

the pipelined architecture to correct barrel distortion is presented in chapter 4. Chapter 5

provides the hardware implementation results of the pipelined architecture and the

evaluation of architecture performance. Chapter 6 concludes with a summary of the

research work performed for this thesis and possible suggestions for future work.



CHAPTER 2

LITERATURE REVIEW

2.1. BARREL DISTORTION AND WIDE-ANGLE CAMERA APPLICATIONS

Due to the wide-angle configuration of the lens in cameras, images taken by these

cameras can capture a much larger field of viewing in a single image, but barrel distortion

is also introduced to these images. Barrel distortion causes the images to appear

spherical (curved outward) where image areas near the distortion center are compressed

less while areas fatther from the center are compressed more. As a result of barrel

distortion, sizes of objects of interest in wide-angle camera images might appear far

different than their actual sizes.

Due to the advantage of capturing a large area, wide-angle cameras are used in various

fields. A wide-angle camera or fisheye lens camera image is used by Green [1] to create

a texture for an environmental map. The wide-angle configured camera permitted the

author to capture the entire area of interest without moving the camera as compared to the

method of using the standard camera mounted on a motor that has to pan back and forth

throughout the area. Wide-angle cameras are also used in applications that require

compact image systems due to limited space. Karass et al. [2] has mentioned the use of

wide-angle cameras in architectural and archaeological applications where the available

spaces for imaging systems in places such as tombs, corridors, passages are very limited.

Wide-angle cameras are also frequently used in the medical field to assist physicians in

observation, diagnostic procedures, and surgical procedures. A visual assisting method



based on endoscopes has been proposed tract to assist surgeons in laparoscopic surgery

[3]. Endoscopes facilitate observation, documentation and electrical manipulation of the

images of internal structure of the gastrointestinal. For applications where quantitative

parameters such as area and perimeter are very important., as in clinical endoscopes,

estimation errors due to distortion could cause grave concerns. The distortion in images

must then be corrected [4] [5].

2.2. DISTORTION CORRECTION METHODS

Distortion correction by lenses is possible for many wide-angle cameras. However, it is

not possible for cameras used in confined spaces such as video endoscopy because the

size of these cameras is very small. Calibration techniques to correct the distortion in

images, methods to estimate the distortion based on careful observation and comparison

and mathematical models to estimate parameters for distortion correction algorithms were

proposed by many researchers. Some of the proposals made to correct distortion in

images are discussed in this section.

2.2.1. Camera Calibration

Tsai [6] proposed a technique using a radial lens distortion model that describes a two-

dimensional image to correct distortion. This technique relies on the 3x3 rotation matrix

and 3x1 translation vector. Thus, the operations involved in this method are complicated.

A special technique for frequency measurement is also required for calibration of the

one-pixel width, which is added to the complication of this correction method. Nomura

et al. [7] presented a calibration technique for high distortion TV camera lenses. The



calibrated parameters obtained from this proposed method are effective focal length, one-

pixel width on an image plane, distortion center in the distorted image, and distortion

coefficients. This method requires careful and precise placement of the calibration chart

that consists of parallel straight lines as a reference in the calibration procedure. Thus, a

small shift of the chart prompts considerable errors in the obtained calibrated parameters.

Weng et al. [8] explained radial and thin prism types of distortions and techniques to

model them mathematically. In this technique, the calibration parameters are first

estimated by using close-form solution based on a distribution-free camera. They are

then recalculated by an iterative procedure that utilizes the nonlinear optimization based

on different types of distortion which are present in any particular camera. Each of the

three models described above give reasonable results for images obtained from cameras

with normal viewing objective lens but these models are not effective for cameras with

wide-angle lens.

Another method to estimate the distortion in endoscopes was proposed by Classen et al.

[9]. In this method, a known-size rubber disc is placed in an ulcer base for the purpose of

comparing the size of the disc captured by endoscope to the size of the ulcer. A similar

and improved method was presented by Okabe et al. [10], which permitted a better

estimation method. Both of these techniques require careful placement of a rubber disc

of known size into the center of the ulcer base.



2.2.2. Distortion Correction

Smith et al. [11] proposed a mathematical model to estimate coefficients in order to

correct distortion in endoscopic images. This method estimates the coefficients based on

a set of orthogonal Chebyshev polynomials. Each pixel in the corrected image is mapped

onto the distorted image for its intensity, which is the nearest intensity value in the

distorted image. The mapping procedure is based on an expansion polynomial involving

the expansion coefficients obtained from the set of orthogonal Chebyshev polynomials.

Hideaki et al. [12] presented a different method for estimation of the model parameters

for the expansion procedure similar to the method proposed by Smith. A set of image

points obtained from the distorted grid lines is used to create a moment matrix in the

procedure to estimate the expansion coefficients. The expansion coefficients are

estimated based on the smallest characteristic root of the moment matrix and the

corrected image is obtained from the expansion procedure based on the expansion

polynomial.

Another method to estimate parameters for a mathematical model for distortion

correction was presented by Asari et al. [13]. This method estimates the coefficients

based on least squares estimation. The coefficients are obtained from the best fit

polynomials for each distorted column of dots in the distorted image. The detailed

explanation of this method is discussed in chapter 3. Helferty et. al. [14] proposed

another method to obtain model parameters based on the least squares estimation method

presented by Asari. The later technique incorporates both columns and rows of dots in

the distorted image in the procedure to estimate distortion coefficients. All of the
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proposed methods that are based on a mathematical model require extensive

computations that obviously consume significant time to process each distorted image.

2.3. IMAGE PROCESSING ARCHITECTURES

Most imaging software packages available in the market today provide a tool to correct

distortion in images. However, for real time applications that use a wide-angle camera

such as laparoscopic surgery in which distortion in video-endoscopy must be corrected,

the required amount of time for correcting a sequence of images is very short. Thus,

software solutions to correct distortion in wide angle camera images do not fulfil the high

performance demand of those real time applications.

Alternatively, general-purpose image processors can also be used to correct distorted

images if they are equipped with distortion correction function. However, the required

computational power and data throughput for real time applications usually exceed the

limitations of general-purpose processors. Another limitation associated with general-

purpose processors which is attached to high performance workstations is the data rate on

system bus. It usually limits the processors from achieving peak performance [15]. The

advantage of a general purpose image processor is the scalability and flexibility it can

provide. Ranganathan et al. [16] presented the results of the performance evaluation of

general purpose processors in various image processing applications. The results show

that the insttxtction overhead, penalties due to cache misses, and the inability to take

advantage of the high level of parallelism in many image processing applications have

considerably limited the performance of general purpose image processors.
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2.3.1. Dedicated Architectures

On the other hand, dedicated architectures are designed to provide high performance in

terms of speed and throughput rate. The draw back of dedicated architectures is that they

are not as flexible as general purpose image processors are. For many real time image

processing applications, flexibility is not as important as high processing speed. Due to

the enormous amount of data to be processed in a short time and the repetitive nature,

real time applications in image processing are ideal candidates for dedicated architectures

[17]. The advancement in VLSI technology also helps to reduce the physical size of the

chip, which is very important for specialized image processors because these processors

are to be attached to various mobile systems such as pinhole cameras and robots. Many

researchers have designed specialized architectures to process various image processing

applications which facilitate high-speed performance. Do and Yun [18] have presented a

VLSI architecture for full-search block-matching motion estimation. A VLSI

implementation of a focal plane image processor for the realization of the near-sensor

image processing concept has been proposed in Eklund et al. [19]. Both architectures in

these papers address the demand for high performance and low power consumption

processors in image processing applications.

2.3.2. ParallellSystolic Architectures

Image processing has a natural characteristic of data parallelism. Many identical and

independent operations can be applied to all pixels in an image at the same time.

Because of this property in image processing, architecture design methods that exploit the

maximum parallelism are the most appropriate techniques. Many researchers have
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proposed image processors that contain identical processing units that can process

multiple data simultaneously. One such parallel processor design is the one-dimensional

processor array for image processing presented by Hammerstrom and Lulich [20]. Each

processing unit is a sub-processor with its own on-chip memory that is capable of

performing the specific task for one pixel. An implementation of a systolic array

processor for digital image and digital signal processing has been presented by

Hemkumar et al. [21]. The processor array consists of multiple CORDIC array processor

elements, which can perform vector rotation and inverse tangent calculation. The systolic

implementation of Hopfield and Hamming neural networks has been presented by Asari

et al. [22]. The proposed neural networks provide massive parallelism for multiple

operations. Parallel architectures are appropriate for image processing applications

because of the natural data-parallelism in these applications. These architectures also

require high bandwidth for VO operations because they need to access multiple data

simultaneously for multiple operations in various processing units.

2.3.3. Pipelined Architectures

Pipelining the architecture is another hardware design technique used to improve

throughput of the system by exploiting the operation parallelism. Pipelining is the

method to partition the workload of any task into smaller sub-tasks so that time to

complete each sub-task is greatly reduced compared to the time to complete the whole

task. Therefore, the system can run with much higher clock frequency. Pipelining the

architecture provides not only the advantage of reducing cycle time, but it also introduces

parallelism into the serial architecture because many sub-tasks can be performed
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simultaneously [23][24]. Pipelined architectures are found in many processors, whether

the processor is dedicated to perform a specific task or it is the core for a high-speed

general purpose CPU [25]. A pipelined architecture for image segmentation by adaptive

progressive thresholding has been presented by Asari et al. [26]. High performance online

segmentation procedure is achieved by mapping the segmentation algorithm onto a linear

pipelined architecture in which the computation is fully overlapped with VO operations.

A pipelined design of a specific purpose processor based on the CORDIC algorithm for

the calculation of the Hough transform has been presented in Bruguera et al. [27]. The

data parallelism is exploited by partitioning the angle space into several subspaces that

can be simultaneously processed.

Pipelined architectures require simple control logic because controlling signals are

partitioned into stages in the pipeline. This fact is particularly useful for reducing the

instructions overhead which is significant for an architecture that is controlled by a

centralized unit. Since a distortion correction architecture for real time applications

should be a compact architecture that can sustain a high throughput rate with minimal

control logic for less power consumption in mobile systems, a pipelined and dedicated

hardware architecture is designed to correct barrel distortion in wide-angle camera

images in this research.
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CHAPTER 3

BARREL DISTORTION CORRECTION ALGORITHM

The algorithm to correct barrel distortion based on least squares estimation and its

simulation are discussed in this chapter. The chapter is organized as follows: the

distortion correction algorithm is described in section 3.1; the methods to estimate the

expansion coefficients and back mapping coefficients are described in section 3.2 and 3.3

respectively. In section 3.4, the software development procedure and the simulation

results are presented.

3.1. BARREL DISTORTION CORRECTION ALGORITHM BASED ON LEAST

SQUARES ESTIMATION

In this section, we discuss the algorithm to correct barrel distortion based on least squares

estimation presented by Asari et al. [13]. The distortion correction procedure assumes

that the distortion is purely radial about the distortion center. It attempts to correct the

distortion in images by mapping all pixels in the distorted image space onto the corrected

image space. Since the corrected image would be larger than the distorted image, there

are many vacant pixels in the corrected image whose intensities need to be computed.

The intensity of a vacant pixel in the corrected image is based on the intensities of the

four neighboring pixels in the distorted image. The algorithm is summarized by the

following three major steps:



Step 1: Forward mapping all pixels in the distorted image space (DIS) onto the

corrected/expanded image space (CIS).

Step 2: Back mapping every vacant pixel in CIS onto DIS

Step 3: Computing intensity of each vacant pixel based on the intensities of neighboring

pixels in DIS by linear intetpolation.

3.1.1. Forward Mapping

Let (u,',v,') represents the distortion center in DIS, and let (u,,v,) represents the

corrected center in CIS. In DIS, magnitude /t'nd the angle 0'of a vector P'rom the

distortion center (u,,',v,') to any pixel location (u',v') are given by:

(3.la)

0'= atctan (3.1b)

This pixel at (u',v') in DIS can be transformed to a new location (u,v) in CIS and the

corresponding magnitude p and angle 8 of the vector P from the corrected center (u,, v,.)

to the pixel position (u, v) are computed as:

(3,2a)

8 = arctan (3.2b)
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The mathematical relationship between magnitudes p'nd p is defined with an

expansion polynomial of degree N and the angle remains unchanged as;

p = ga„(p')" (3.3a)

(3.3b)

where a„'s are the expansion coefficients that are obtained using least squares

estimation. The technique to estimate the expansion coefficients a„'s will be discussed

in more details in section 3.2. Since the distortion is assumed to be radial about the

distortion center, the angles 8 and 0're the same. The coordinates of the new location

(u, v) of the pixel in the CIS can be obtained by:

u= uv+pcos() (3.4a)

v= v,, + p sin() (3.4b)

3.1.2. Back Mapping

Once all the pixels in the DIS are forward-mapped onto the CIS, there will be many

vacant pixels in CIS. A vacant pixel (u,v) in CIS is mapped back onto the DIS to find

the corresponding location (u', v') . The back mapping procedure is described by a back-

mapping polynomial of degree N and the angle remains unchanged as:

(3.5a)

(3.5b)

where b„'s are the back-mapping coefficients that are calculated by a non-linear

regression analysis employing least squares estimation for a finite number of points in the
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distorted image [28]. The estimation of the back-mapping coefficients will be discussed

in more detail in section 3.3. The pixel location (u', v') can be obtained as:

u' u, '+ p'cos8'3.6a)
v' v, '+ p'sea8'3.6b)

3.1.3. Linear Interpolation

The pixel location (u', v') obtained by the back mapping procedure need not be an integer

location. Hence, the intensity value of this location can be computed by linearly

interpolating with the intensity values of the four neighboring pixels of (u',v') in DIS.

Let the integer parts of the coordinate values (u', v') be represented by A and 8 as:

A=Lu J

B=jvJ

and let the fractional parts of the coordinate values be represented by A 'nd 8's:

(3.7a)

(3.7b)

A'= u'-A (3.8a)

B'= u'-B (3.8b)

Then, the four neighboring pixels of(u', v') are (A, 8), (A+1, 8), (A, 8+1) and (A+1, 8+1)

as illustrated in Figure 3.1.
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(A, B) (A+1, B)

(A, B+1) (A+1, B+1)

Figure 3.1: Neighboring pixels for linear interpolation.

The contribution of each neighboring pixel to the intensity of the pixel at (a,v) is

computed based on the distance between the corresponding pixel location (a', v') in DIS

to each neighboring pixel as:

1, '= I '(A, B) x (1 — A ') x (1 — B') (3.9a)

12
'= I'(A + 1, B) x (A') x (1 — B') (3.9b)

1 „'= 1 '(A, B + 1) x (1 — A') x (B') (3.9c)

l4'-— l'(A+1, B+1) x(A') x (B') (3.9d)

where I'(A,B), I'(A+1,B), I'(A,B+1) and I'(A+1,B+1) are the intensities for the

four neighboring pixels at locations (A, B), (A+1, B), (A, B+1) and (A+1, B+1)

respectively.



19

Values of I,', I,', I,'nd I,'re the contributed weights of the four neighboring pixels

to the intensity of pixel at (u, v) in CIS which is computed as;

1(u, v ) = QI,'3.10)
3.2. ESTIMATION OF EXPANSION COEFFICIENTS

To estimate the expansion coefficients for a particular camera, an experimental grid

image similar to the image shown in Figure 1.1(a) is created for the estimation of the

expansion coefficients. The estimation of the expansion coefficients is conducted based

on the least squares estimation analyzing the degree of straightness of the dots, which lie

on a line of the grid captured by the wide-angle camera. Let (x,', y,.') be the coordinate

of the center of the dot lying in the i" row and j" column of the grid, and let there be L

columns of test dots in the grid image with k. dot centers in the j"'olumn as illustrated

in Figure 3.2. All the dot centers in j" column are used to obtain the best fit polynomial

curve for j"'olumn, which is the basis to compute the expansion coefficients. To

obtain a best fit polynomial curve for each j" column, a polynomial of degree M is

defined as:

R,(x) =gb„.x



20

'/I
column

u
I I'ow

best fit

dot c

Figure 3.2; Illustration of dot centers in the distorted grid used to select expansion

coefficients and back mapping coefficients.

Coefficients b .
's are estimated by least squares estimation, which sufficiently

emphasizes all points that are not close to the approximation without allowing them to

dominate. To find the best linear fit for the set of k, points in j" column of the test

dots, a first degree polynomial based on (3.11) is used. Therefore, two optimum

polynomial coefficients are obtained from the best fit line analysis. A normalized error

function e,. is defined as the normalized sum of magnitudes of the perpendiculars drawn

from each of the k,, points on the best linear fit of j" column as:

b„x„— y„+ b„.

and the total error for the whole grid image is obtained by;
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L

E= ge, (3 13)

When the image does not have distortion, it is known to be in an ideal condition.

Therefore, the total error E for that image would be zero. However, when an image has

some degree of distortion, the total error E for that image would be a positive value. The

main objective of the mathematical model is to determine a set of expansion coefficients

a„'s that would minimize the total error E. Iterative computations are needed to find a

set of expansion coefficients a„'s that would produce a minimal total error E. Various

sets of coefficients a„'s are found during the iterative computations to search for the

right set based on a "globalization strategy" to select the new set of coefficients [29]. On

the basis of this strategy, the new set of expansion coefficients can be obtained by using

the following recursive relationship:

a„(d +1) = a„(d) — rzn~E(d)
1

for n = 1, ..., N (3.14)
j9 E(A)

BE
where n is the convergence rate parameter, P is the expansion index, and is the

Ball

error gradient. Here tx and p are chosen to ensure that for every (8+1)cs iteration,

E(A+I)( E(A). The iterative procedure ends when the total error E becomes smaller than

a pre-specified limit s i.e., E(jI) & c or when the total error E of the next iteration

becomes larger than or equal to the total error E of this iteration i.e., E(5+1 ) & E(A ) .

The set of expansion coefficients a„'s at the point when the iterative procedure ends is

the expansion coefficients used to correct distortion.



3.3. ESTIMATION OF BACK MAPPING COEFFICIENTS

As discussed in section 3.1, the correct image is the expanded version of the distorted

image. Once all pixels contained in the distorted image are forward-mapped onto the

corrected image space, there will be many vacant pixels in the correct image. To obtain

the correct intensity information for these vacant pixels, a back mapping polynomial is

derived and is used to map every pixel from the CIS onto the DIS as in (3.5) in section

3.1.2. The back-mapping coefficients b„'s are calculated by using non-linear regression

analysis employing least squares estimation for a finite number of points in the distorted

image.

3.4. SOFT%A~ SIMULATION

The various steps involved in the distortion correction algorithm have been simulated

using different software tools viz. Uisual C++, Excel, and Adobe Photoshop.

3.4.1. Estimation of Expansion Coefficients and Back Mapping Coefficients

The distorted grid image shown in Figure 1.1b was first binarized to obtain an image with

black dots on a white background by using Photoshop imaging software. Because of the

clear contrast in the grid image between the black dots and the white background, a

simple thresholding technique works well to produce the binary image.

The next step in the algorithm is to calculate the centers of the black dots in the distorted

image since the correction algorithm relies on the coordinates of these centers of dots to
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correct the image. The center (x,',y,') for the i"'ot is obtained by calculating the

average of the locations of N, pixels making up dot. i as:

N,

x,' —gx„N...
(3.15a)

N,

x" = —Xv,,N...
(3.15b)

Using the best-fit line analysis available from numerical analysis tool Excel, the L best-

fit polynomials for L columns of dots in the grid image are obtained. Coefficients bor 's

and b„.'s are extracted from these best-fit polynomials for calculation of the expansion

coefficients a„'s.

The procedure of selecting the new set of expansion coefficients a„'s is based on the

iterative procedure described in section 3.2. A C++ program was developed to perform

this iterative procedure. Figure 3.3 describes the behaviour of this program. Based on

the current set of expansion coefficients a„'s, new locations for dot centers are

computed. The total error E is then calculated and compared to the total error in previous

iteration and the pre-specified limit s. If the tol.al error E is determined that it can be

reduced further as the results of the comparisons, a new set of expansion coefficient.s

a„'s are computed and the whole procedure is repeated. The iterative procedure ends

when the total error E is either less than s or it is greater than the total error in previous

iteration.
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Figure 3.3: Flow chart for software simulation to obtain expansion coefficients.
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A set of expansion coefficients obtained by this procedure is presented in Table 3.1.

Once the final set of expansion coefficients a„'s is selected, coordinates of all centers of

the dots in the distorted image are mapped onto the corrected image space. With two sets

of coordinates of the same dots, distorted coordinates and corrected coordinates,

numerical analysis tool Excel is used to estimate the back mapping coefficients b„'s.

Table 3.1: Expansion coefficients obtained from simulation results.
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3.4.2. Simulation of the Distortion Correction Algorithm

With both sets of expansion coefficients a„'s and back mapping coefficients b„'s

available, a C++ program was developed to correct the barrel distortion in images, The

program executes the sequence of operations described in section 3.1. The size of the

DIS is expanded to the correct size of CIS based on equation (3.3). Then, every pixel in

DIS is forward-mapped onto CIS. Using (3.5), every vacant pixel in CIS is then back

mapped onto the DIS in order to calculate the intensity value based on the linear

interpolation described in (3.7)-(3.10).

The distorted image captured from the experimental grid is shown in Figure 3.4(a) and

the corrected result obtained from the simulation of the correction algorithm based on

least squares estimation is shown in Figure 3.4(b). It is shown that the grid is

straightened as a result of applying the correction method described in section 3.1. It is

observed that images captured by wide angle camera for many practical purposes can be

corrected based on the same technique described here. A typical gastrointestinal image,

which is captured by wide angle camera, is shown in Figure 3.5(a), and the corrected

image after applying the same algorithm to correct the distortion is shown in Figure

3 5(b)

It is also observed that if all pixels in CIS are assumed to be vacant pixels, the intensity

for every pixel in the entire CIS can be computed based on back mapping and linear

interpolation provided that the size of DIS, size of CIS, distorted center, corrected center,

and back mapping coefficients b„'s are given. This fact is useful for the hardware design
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because it is no longer necessary to implement the forward mapping step which would

reduce the complexity of the hardware architecture. The C++ program was altered to

simulate this modification in the implementation of the correction algorithm and the

result is shown in Figure 3.6. The result validates the expectation that hardware

implementation of the correction algorithm can bypass the forward-mapping step

provided that system parameters can be obtained from software means.

(a) (b)

Figure 3.4: (a) Distorted image of experimental grid; (b) Corrected image of (a).
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(a) (b)

Figure 3.5: (a) Typical endoscopic image (b) corrected image of (a).

(a) (b)

Figure 3.6: (a) Distorted image of experimental grid; (b) Corrected image of (a) with

only back mapping and linear interpolation.
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CHAPTER 4

DISTORTION CORRECTION ARCHITECTURE

The distortion correction algorithm presented in chapter 3 provides a method to correct

barrel distortion in an image by the three main steps:

Step I: Forward mapping of all the pixels in DIS onto CIS

Step 2: Back mapping of all vacant pixels in CIS onto DIS

Step 3: Calculating the intensities for all vacant pixels in CIS by linear interpolation.

However, as noted in chapter 3, we recognize that if the size of the distorted image, the

size of the corrected image, the back mapping coefficients, the distorted center, and the

corrected center are given to the system, the intensities of every pixel in CIS can be

calculated by back mapping and linear interpolation procedures. By bypassing the

forward mapping step, we greatly reduce the complexity of the system. So the

development of the hardware architecture for the distortion correction is based on step 2

and step 3 only. The back mapping coefficients, the size of the distorted image, the size

of corrected image, the distorted center, and the corrected center are computed by

software means discussed in chapter 3 and they are presented to the hardware architecture

as system parameters.

For each pixel at (u,,v,.) in CIS, the back-mapping step relies on the magnitude p, and

angle 0, The rectangular coordinate (a„v,) of a pixel is first transformed to the polar

coordinate (p„8,). Then, the pixel is mapped back onto the DIS based on the back
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mapping polynomial (3.5). To determine the four neighboring pixels, the corresponding

pixel location (p, ', t),. ') in DIS is transformed back to rectangular coordinate

representation (u,.', v,.'). The computation of the intensity of the pixel is performed based

on the linear interpolation of the four neighboring pixels as illustrated in (3.7) to (3.10).

Thus, the correction of barrel distortion can be achieved by accomplishing four main

tasks for each pixel in CIS as:

Task 1: Transformation of the rectangular representation (u,,v,.) of a pixel in CIS to the

polar representation (p,,8,.)

Task 2: Back-mapping the magnitude p,. to p,.', with the angle 0, remains the same

Task 3: Transformation of the polar representation (p, ', (), ') of the corresponding location

in DIS to the rectangular representation (u, ', v, ')

Task 4: Reading the intensities of the four neighboring pixels, and calculating the

intensity of the pixel at (u„v,.) in CIS by linear interpolation.

4.1. PIPELINED ARCHITECTURE DESIGN

The design of the entire architecture assumes the presence of the size of the corrected

image, 4 back-mapping coefficients (b„'s), distortion center (u,',v,,'), and corrected

center(u„v„). Figure 4.1 shows the block diagram of the distortion correction

architecture with four main modules where each module performs one particular task

from the four main tasks discussed earlier.
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Figure 4.1: Block diagram of four main modules in the distortion correction
architecture.

Since the architecture is designed for real time applications, which requires fast

computations of all mathematical models presented in chapter 3, every module is

pipelined to improve the throughput of the architecture. The detailed descriptions for

module I, module 2, module 3 and module 4 are discussed in the following sections.

4.1.1. Module 1: Rectangular to Polar Coordinate Transformation

The first major task of the distortion correction architecture is to convert the rectangular

coordinate (u„v,.) of the location of i" pixel in CIS to the polar coordinate

representation (p„8,.). Given the correct image size of UxV, each pixel in CIS is

referenced by (u,v) where

0 = I, 2, U

andv=1,2, V
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Figure 4.2: x, and y,components from a pixel (u„v,.) to correct center (a,v ).

Two counters are used to advance (u,v) to the position of the next pixel in CIS. The x

and y components of the pixel location are calculated based the location of the corrected

center (u,,v ) as illustrated in Figure 4.2. The values of x,. and y, components of i"

pixel are then presented to the inputs of a CORDIC (COordinate Rotation Digital

Computer) module to perform the coordinate transformation. The CORDIC algorithm is

a method for calculating various trigonometric and transcendental functions by rotating

vectors, and it is one of the widely used algorithms in digital image processing

applications. One of many useful applications of CORDIC algorithm is coordinate

transformation. One major advantage of CORDIC algorithm that digital designers find

very useful is that the CORDIC algorithm petforms the transformation and many other

calculations by series of simple shift and add operations, which can be designed with

simple digital logic components [30][31].



33

NN-1

SN

+I ~ S-N1

g
SN(

stage 1 stage 2 stage M stage N

Figure 4.3: Architecture of CORDIC module (module I).

By appropriately selecting the operational mode of the CORDIC algorithm, vectoring

mode in this case, the magnitude p, and angle 8, are obtained from the rectangular

coordinate representation (a &a ). A pipelined CORDIC module is designed for this

transformation, and the detailed architecture of the module is shown in Figure 4.3. At

each j"'tage in the module, it performs the tasks of three simple CORDIC operations:

1

x& N()
— x — s .y .2 (4.la)

i
y&,t — y +s .x .2 (4. lb)

z& tt z s .tall (2 ) (4.1c)

(+t y, &0
where s = 'nd values forxp, ypand zp are initialized toxp =x,, y„= y,

— I othe~iseJ

and zp = 0 for the vectoring mode of the CORDIC algorithm.
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Input 1

Reset
Latch

Output 1

Input 1

Shift con
S

Figure 4.4: x and y sub-module in CORDIC module (module I in Figure 4.3).

At each state of the module, there are three sub-modules that are responsible for

performing the operations in each of the CORDIC equations. The architecture for the x

sub-module is shown in Figure 4.4, which consists of an n-bit register, an n-bit shift

register and an add/subtract unit. Registers and shift registers operate in synchronization

with the system clock. Each register has two control signals: "Latch" for latching the

input int.o the register and "Reset" for resetting the register to zero at the active edge of

the clock. Shift register also has two signals "Latch" and "Reset" with the addition of a

5-bit shift number j. The addition or subtraction operation of each add/subtract unit in

every stage of the module is determined by the most significant bit (MSB) of the y value

in that stage as described in (4.1). At each j" stage, the operations of x sub-modules are:

(a) Input I is latched into the register
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(b) Input 1 is right-shifted j positions and latched into the shift register, output 2 =

output of the shift register

(c) If Y(MSB) = I

Output I = output of register + input 2

Else

Output I = output of register — input 2

A y sub-module has the same architecture as that of the x sub-module, the only difference

is the operation described in step (c) at the add/subtract unit as follows:

(c) If Y(MSB) = I

Output 1 = output of register - input 2

Else

Output 1 = output of register+ input 2

The value of input 2 in the x sub-module in the j" stage is the value of output 2 of the

shift register in the y sub-module in the same stage. The value of input 2 in the y sub-

module is the value of output 2 of the shift register in the x sub-module.

A z sub-module has a similar architecture as those of the x and y sub-modules as shown

in Figure 4.5. A z sub-module does not have a shift register as an x sub-module or a y

sub-module does; it has two n-bit registers instead, At the j" stage, the operations of z

sub-modules are:
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Input I

Reset
Latch

Output 1

Input 2

Figure 4.5: z sub-module in CORDIC module (module 1 in Figure 4.3).

(a) Input 1 is latched into register 1

(b) Input 2 (pre-computed tan '(2 ')term in ROM) is latched into register 2 at

system initialization

(c) If Y(MSB) = 1

Output 1 = output of register 1 + output of register 2

Else

Output 1 = output of register 1 - output of register 2

For the first M stages in the module, the z-path in the CORDIC module is performed as

described above; however, after M iterations, the term tan '(2 ') become too small that

it can't be represented with M bit precision. Therefore, no further operation is needed and

the result of the z value at stage M is passed along the pipeline to synchronize with x and

y values at the outputs of the module.
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One important fact that needs to be considered in the design for CORDIC module is the

gain factor introduced by CORDIC algorithm. As the vector being rotated at eachj"'tage

of the module, a small gain g,. is introduced to the immediate value of magnitude

p,, which is described by a CORDIC equation for gain as:

(4 2)

The product of all gain values approaches a constant as the number of iterations extends

to infinity, and that constant gain is approximately equal to 1.647. For the design

presented here, the number of iterations N is the number of stages in the module, which is

24. Therefore, the exact value of the gain that needs to be accounted at the output of the

module is:

24

G = +~12 " =1.646760258 (4 3)

After N iterations, the scaled p, is available at the output as x~, and angle r2, is

available as z„,. The correct magnitude p,, is finally obtained by multiplying the result

p of the module with the reciprocal of the total gain, G ', which is 0.607252935. Since

the module is designed as an absolute pipelined architecture, there are 24 stages in the

module (one stage for each iteration). The multiplication of the scaled result p and

reciprocal of the total gain G 'dds 5 clock cycles to the lalency of this module.



4.1.2. Module 2: Back-Mapping

Once p, and 8,, are available from the previous vectoring-CORDIC module, p, is

mapped back onto DIS to obtain p, 'ased on (3.5), and the angle 8,, remains unchanged

since the distortion is purely radial. The purpose of this back-mapping procedure is to

determine the corresponding local.ion of the working pixel in DIS. The architecture for

this module is shown in Figure 4.6 where each stage in the module consisl.s of a set of

registers and an appropriate number of functional units such as multipliers and adders.

For each 24-bit multiplier in the architecture, the propagation delay is reduced to satisfy

the high-speed demand by pipelining the multipliers with 5 stages. A pipelined multiplier

takes 5 clock cycles to complete and an adder takes 1 cycle. Five-cycle delay, denoted

by a 'D', units are introduced in this module as shown in Figure 4.6 to synchronize with

data in the same stage since all functional units in the stage have various latency to

complete their operations.

There are four back-mapping coefficients, bn bz, b3 and bv that are computed by software

mean as discussed in chapter 3, and they are latched into this back-mapping module at

system initialization. One issue in this module is the various word lengths of the

terms p,, p, and p in (3.5) since the values of these terms may require 2N bits, 3N2 3 4
I

bits, and 4N bits to represent them where N=24. The values of the back-mapping

coefficients are much less than 1 from the results of the simulation to select coefficients.

The set of four back-mapping coefficients obtained in the experiment are listed in Table

4.1. To address this issue, appropriate data manipulation is conducted before they are fed

to the multipliers. This is achieved by scaling one operand of the multiplier unit with a
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Table 4.1: Back-mapping coefficients.

p

Figure 4.6. Architecture of the back-mapping module (module 2).
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pre-determined scaled factor and scaling the second operand with the inverse of the

scaled factor. For example, let's assume that one wants to compute the product p of a

number n and another number m, p = n x m. It is true that the equation p = n x m can be

rewritten as p = (n x s) x (m x s ') where s is the pre-determined scale factor. By scaling

the two operands n and m, one knows that product p is computed accurately with the

advantage that two numbers n and m can be manipulated as one wishes. With

considerations of the magnitudes of the back-mapping coefficients, the word length in the

architecture, and the precision in data representation, equation (3.5a) described in section

3.1,2. is rearranged as:

p,.'= (p,. x2 ')x(b, x2')+(p,'2 '")x(b, x2'")

+ (p
' 2 "

) x (b„x 2"
) + (p" x 2 "

) x (b„x 2'"
)

(4 4)

The purpose of this manipulation of data is to scale down the value of p, so that the

terms p',, p'nd p'an still be represented with 24-bit word for any p, within the range

of representation. As shown in Figure 4.6, the values of back-mapping coefficients are

determined and scaled up with appropriate factors described in (4,4) and they are latched

into registers at system initialization.

The details of the operations at each stage in this back-mapping module are:

Stage I: Calculations of p'nd p xb from input p and b complete after 5 clock
I I I t I

cycles (multiplier latency). The results and p, are passed to the next stage,
I
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Stage 2: Calculations ofp', p and p xb from b, p and p'omplete after 5 clock
I I 2 2 I I

cycles (multiplier latency). The results and p xb are passed to the next stage.
I

Stage 3: Calculations of p xb and p,'xb from p, p', b, and b complete after 5
I 3 I 4 I I 3 4

clock cycles (multiplier latency). The results and p, xb, and p', xb are passed
2

to the next stage.

Stage 4: Calculations of (p, xb ) + (p', xb ) and (p'xb ) + (p'b ) from p, xb,
I 2 I 3 I 4 I I

p, xb, p'xb and p xb complete after 1 clock cycle (adder latency). The
2 I 3 I

results are passed to the next stage.

Stage 5: Calculation of p, '= [( p, x b ) + ( p,'b )] + [( p' b ) + ( p" x b )] is completed
I I I I 2 I 1 I 4

after 1 clock cycle (adder latency). The result is passed to the output of the

module.

While the input p, is transformed to p, 's it goes through the stages in the module, the

input 0, is passed along in synchronization with p, through the stages as shown in Figure

4.6.



4.1.3. Module 3: Polar to Rectangular Coordinate Transformation

The third task of the correction algorithm is to transform the polar coordinate (p, ',8, ') of

the corresponding pixel location in DIS that is calculated by module 2 (back-mapping

module) to the rectangular coordinate representation (x, ', y,.') . Once again, the CORDIC

algorithm is implemented to perform this coordinate conversion, but this time the

operational mode of the CORDIC algorithm is the rotation mode. The pipelined

architecture for this module is similar to the architecture of module 1 shown in Figure

4.3. The rotation CORDIC module performs the same basic operations described in

(4.1). However, there are some differences compared to the vectoring-CORDIC module.

The first difference between the rotation-CORDIC module and the vectoring-CORDIC

module is the fact that the gain factor needs to be applied to the initial value of p,'efore
it is presented to the input of this rotation-CORDIC module. The second

difference is the three initial values forx,, y, and z, of this module. Specifically, three

initial values for this rotation-CORDIC module are p,.', 0 and 8,'orx„, y, and z,

respectively. The third difference is that the addition or subtraction operation of each

add/subtract unit in every stage is determined by the MSB of the immediate value of z

(+I z, &0
value in that stage, which can be described as s, = 'ather than the y

(— I otherwise,J

value as in the vectoring-CORDIC module.

Excepting the differences mentioned above, all functional x, y and z sub-modules in the

rotation-CORDIC module perform the exact operations as those sub-modules in

vectoring-CORDIC module. This rotation-CORDIC module is also a 24-stage
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architecture as that of the vectoring-CORDIC module. including the time to compute the

correct (not scaled) value of p,. ', the latency for this rotation-CORDIC module is the same

as the latency of module 1 which is 29 cycles.

4.1.4. Module 4: Linear Interpolation

The x,.'nd y,,
* components of the pixels, which is computed by the rotation-CORDIC

module are used to determine the exact location (u,.',v,')of the pixel in DIS by

adding/subtracting with the distorted center (u,,',v,,') that is pre-stored in the module

when the system is initialized. The main task of this module is to calculate the intensity

of the current working pixel in CIS by calculating the weighted average intensity value

from the intensities of the four neighbouring pixels. Figure 4.7 shows the pipelined

architecture for this linear-interpolation module, which performs the operations described

in (3.7) to (3.)0).
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1(A,B)

(A+1,B

(A,B+1

I(A+1,E

1-A''-B''a):

Architecture for computations of four neighboring pixels addresses.



1(A+ I,B)

I(A,B+1)

I(A+ I,B+ I )

A'*

I-B'-A'b):

Architecture for computation of linear interpolation.

Figure 4.7: Architecture for linear interpolation module (module 4).
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The functionalities of this module are to read the intensity values of the four neighboring

pixels of the location (u, ', v, ') and to calculate the intensity value for the pixel at (u,, v,)

based on linear interpolation. Since all modules in this system, including this linear-

interpolation module, are pipelined for the purpose of completing the computation of one

pixel intensity per clock cycle, the task of reading four surrounding pixels intensities

must be finished in one clock cycle. Obviously, four READ operations from a DIS RAM

can be performed in one long clock cycle. The issue is that the system should be driven

as fast as possible since performance is our main criteria. In addition to the fact that

RAM accessing rate has been steadily improved for many years, the rapid expanding rate

of chip size has made it simple to use four RAM modules to store duplicated DISs, all of

which can be updated simultaneously by the frame grabber of the camera.

All mathematical calculations described in (3.7) to (3.10) are broken down to various

phases that are implemented in separate stages in this module. The details of the

operations in each stage are:

Stage I:

~ Input u,'nd v,'re separated into integer parts and fractional parts as:

A = floor(u,'), A'= u' A, 8 = floor(v,') and 8'= u' 8

~ Operations of 1
— A', 1

— 8', A+1 and 8+1 are completed after 1 clock cycle

(adder latency).

~ A, A+1, 8, 8+1, A',1 — A', 8'nd 1
— 8're passed to the next stage
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Stage 2:

~ A,A+1,8 and8+)are used to interface with DIS RAM modules to access

four neighboring pixels (A, B),(A+1,8),(A,B+1) and(A+ 1,8+1)

~ The intensities of four neighboring pixelst(A,B),1(A+1,8) l(A,B+I) and

)(A+),8+))received from DIS RAM modules and A',1 — A', 8'nd( — 8're

passed to the next stage

Stage 3:

~ Computations of [(1 — A') x (1 — 8')], [(A') x (1 — 8')], [(1 — A') x (8')], and

[(A*) x (8')] are completed after 5 clock cycles (multiplier latency).

~ Delay units are used to synchronize values of l(A,B), t(A+ 1,8), l(A,B+1)

and )(A+ 1, 8+ 1) with results of computations in this stage.

Stage 4:

~ r, }, ) and } are computed based on (3.9) with operands passed from stage
I 2 3 4

3. Operations in this stage complete after 5 cycles (multiplier latency).

Stage 5 and stage 6:

~ The sum of I, (, I and r, which is the intensity 1(u„v,) of pixel at (a„v,)

in CIS, is computed as described in (3.10) in these two stages, and the result is

available at the output of the module for writing to the CIS RAM.

~ Operations in these two stages take 2 clock cycles (1 cycle per stage).



4.2. AN IMPROVED ARCHITECTURE DESIGN

In the previous design, we presented an architecture that processes all the pixels in CIS

[32]. However, we recognize that the image is symmetric with respect to the corrected

center since the distortion in image is assumed to be purely radial. What this means is

that for each pixel at position (u,,v,) in quadrant I, there are three other pixels with

positions (u,,v,), (u,,v,), and (a,,v4) in quadrant II, III, and IV respectively, which

have the same level of distortion, same radial magnitude p and angle 0 as shown in

Figure 4.8. With this symmetric property in images, we recognized that once a pixel at

location (u„v,.) in quadrant 1, e.g. location (ll, v,) in Figure 4.8, is mapped back onto a

location in DIS, e.g. location (n, ',v, '), we can also determine the other three pixels in

quadrant II, III and IV in DIS, e.g. positions (u,', v,'), (u,',v,*), and (a4',v,'), that have

the same magnitude p'nd angle 0'ith respect to the distorted center (u,,',v,,'). That

means we can effectively calculate the intensities for four pixels simultaneously by

performing the interpolation procedure for four pixels in parallel. This will improve the

throughput of the system by a factor of 4. And since we eliminate 75 percent of

redundant computations in most of the major modules, except the interpolation module,

we also reduce the dynamic power consumption by the system compared to the earlier

design. Figure 4.9 shows the block diagrams for the complete system with main modules

of the system. Note that there are four interpolation sub-modules in module 4, and each

interpolation sub-module is a replicate of the interpolation module discussed in section

4.1.4. for which the architecture is shown in Figure 4.7.
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Figure 4.8: Symmetry in image.

Figure 4.9: Block diagram of the distortion correction architecture with

consideration of the symmetry property in distorted image.
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Besides the additional hardware resources needed to calculate four intensities

simultaneously, there are slight modifications in some of the main modules compared to

the earlier design presented in section 4.1. In module 1, the vectoring-CORDIC module,

the location of the pixel in CIS is the main parameter needed to compute its intensity and

this is true for all pixels. Now, with the consideration of the symmetric property in the

image, only locations of pixels in quadrant I of CIS are needed to compute the intensities

of all pixels. Each pixel location in quadrant I is presented to two add/subtract units first

to determine the other three locations of pixels in the three remaining quadrants based on

the corrected center (u„v,). All four locations are then fed to the vectoring-CORDIC

module, but only the location of the pixel in quadrant I is transformed to polar

representation in the same way each pixel is transformed in the earlier design. The other

three pixel locations are passed along the stages for future use in subsequent modules.

All computations in this vectoring-CORDIC module remain the same as described in

section 4.1.1. Therefore, the architecture to perform these operations is the same as the

one shown in Figure 4.3.

No major changes are needed in module 2 (back-mapping module) and module 3

(rotation-CORDIC module) because the back-mapping procedure and the polar-to-

rectangular transformation procedures are done to one pixel at a time as in original

design. The only upgrade to these modules is to provide resources along the stages of the

two modules for all four pixel locations.
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The x,'nd y,.'omponents of the pixel that are available at the outputs of the rotation-

CORDIC module are used to compute the four pixel locations, (u, v, ) (B2 v2 ),

(Bg v3 ) and (u4 ', v4 '), in four different quadrants in DIS. The four locations (R] v~ )

(u,',v,'), (u,',v,'), and (u,',v,') are used as the inputs to four sub-modules in the

interpolation module as shown in Figure 4.9. Each sub-module functions in the same

way as the interpolation module or module 4 in the original design, which is discussed in

detail in section 4.1.4. Since there are four interpolation sub-modules, the intensities for

all four pixels in CIS, (U, v,) (N2 v2) (lip vq) and (ax,v,), are computed simultaneously.

These intensities are then written back to the corresponding pixel position in each

quadrant of CIS based on the locations (B, v,) (f42 vg) (as v3) and (u,,v,) as illustrated

in Figure 4.8.
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CHAPTER 5

HARDWARE SIMULATION AND PERFORMANCE

EVALUATION

The pipelined architecture to correct barrel distortion in wide-angle camera images

presented in this thesis is implemented with Altera's Quartus II design tools using VHDL

(Very High Speed Integrated Circuit Hardware Description Language). The entire

architecture is fitted into a FPGA of the APEX family from Altera Inc. A top down

design technique is used to design the architecture. Each main system module is

implemented and tested separately to validate its functionality before all four main

modules are integrated to become the distortion correction system. As shown in the flow

diagram in Figure 5.1, the operations of the entire system are very simple. Once the

system is initialized and a signal is given to begin the correction process, the system

performs the correction algorithm continuously.

For the earlier design that does not consider the symmetry in images, the summary of the

simulation results and performance evaluation are listed in table 5.1. Based on

simulation results, the maximum clock frequency that can be applied to the system is 40

MHz. The entire architecture consumes 18,344 logic elements and 15,355 flip-flops,

which is about 75 percent of the total area in the selected chip (EP20K600EBC652-1X

FPGA) from Altera. The total latency for the first result to be produced at the output of

the entire system is 89 clock cycles, and the architecture produces an output in every

clock cycle after this initial latency while it is in the processing mode. So, it would take
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Figure 5.1: Flow diagram of the operations in the distortion correction

architecture.
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Table 5.1: Implementation results of the pipelined architecture to correct barrel

distortion in wide-angle camera images.

Name

Chip Name

Maximum clock frequency

Logic elements

Flip flops

Result

EP20K600EBC652-I X FPGA

40 MHz

18,344

15,355

VO power

Internal power

1.04621e-002 mW

360.87 mW

Latency

RAM accesses

89 cycles

-7 ns

DIS RAMs refresh time (L pixels) &=7Lns

CIS processing time for I image (L pixels) (L+ 88) cycles

Time to correct an 1-Mpixel image with

clock frequency of 40 MHz.

Throughput of the correction system running

with a 40 MHz clock to correct 1-Mpixel

images

33 ltls

30 frames or 30 Mpixels

per second
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(L+88) cycles to process an image with L pixels. The time to refresh the duplicated

DIS RAMs would be less than or equal to (Lx7) ns because one write operation to the

SRAM board takes 7 ns for a typical SRAM board available in market today, The total

time to correct one distorted image is the sum of the time to process all pixels in CIS

RAM and the time to refresh DIS RAM's with a new image. It is observed that for a

corrected image with size of 1024x1024 and a system clock of 40 MHz, it would take

(
(10'+88)cyclesx25" / I+(10'wrirex7 "eA . I or about 33 ms to correct one

y cycle) ' wrirei

image. Thus, the throughput of the system is about 30 1024x1024 images or 30 Mpixels

per second which surpasses the required throughput of 25 Mpixels per second set out at

the beginning. This result satisfies the objective set out at the beginning of this research,

which is to design an architecture that is capable of correcting barrel distortion of images

in real time.

Random values extracted from an experimental image are used in the simulation to verify

the results obtained from the distortion correction architecture. Table 5.2 shows the

results of the theoretical calculations by software means and the results produced by the

hardware architecture design to correct barrel distortion in wide angle camera images.

Values of u and v columns in the table are the components of the rectangular coordinate

(u, v) of the pixels in CIS. Values of A and B are used to determine the four neighboring

pixels(A,B), (A+1,B), (A,B+1) and (A+1,B+1) in DIS in the linear interpolation

procedure. Values in the i(u, v) column are the intensities of the pixel that are calculated.

The results of A, B and l(u,v) of both software calculation and hardware implementation
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are listed for comparison purposes. The small differences between the results obtained

by software calculation and results obtained by hardware simulation are due to the

difference in precision in data representations.

Table 5.2: Intensity values of some random pixels in corrected image obtained from

software simulation results and hardware implementation results.
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(a) Simulation results showing total latency of 89 cycles in the barrel distortion

correction architecture.

(bi Simulation results showing ten pixel locations being inputted at the rate of one

pixel per cycle.
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(c) Simulation results showing ten pixel locations and the intensities for each pixel

calculated with the rate of one pixel per cycle.

Figure 5.2: Hardware simulation results of the distortion correction architecture.

Figure 5.2 shows the timing waveforms obt.ained from Quartus II software. As shown in

Figure 5.2(a), the first pixel is presented to the system at time 0.725 ns and the calculated

intensity for this pixel is available at the output at time 4.45 us, which is 89 cycles, the

total latency of the system, where a clock cycle is 50 ns in the simulation. Figure 5.2(b)

shows the enlarged section of the simulation where the input locations of the pixels are

presented to the input of module 1. The input locations are represented in the form of

rectangular coordinates, and the coordinates are shown as 12, and v, in Figure 5.2(b). The

enlarged section where the calculated outputs are available are shown in Figure 5.2(c).

Values of up and vp rows represent the coordinate of the pixels whose intensities are
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calculated, and the intensity values are shown as I row in Figure 5.2(c). It is noted the

architecture calculates intensity for one pixel per cycle as expected.

For the improved architecture design with consideration of the symmetry in images, the

entire architecture performs 4 times faster but it also consumes more resources because

four interpolations sub-modules are needed to compute intensities for four pixels in CIS

simultaneously. As shown in Table 5.3, the number of logic elements and the number of

flip-lops used to implement the distortion correction architecture in the selected chip

(EP20K1000EBC652-IX FPGA) form Alters, increase considerably compared to the

earlier design. The improved architecture to correct barrel distortion in images can

maintain the peak throughput of 120 1-Mpixel frames or 120 Mpixels per second

compared to the throughput of 30 I-Mpixel frames or 30 Mpixels per second of the

earlier design.
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Table 5.3: Implementation results of the pipelined architecture to correct barrel

distortion with consideration of the symmetry in images.

Name Result

Chip Name
EP20K1000EBC652-1X

FPGA

Maximum clock frequency 40 MHz

Logic elements 27,170

Flip flops 23,803

VO power

Internal power

0.10719 mW

559.06 mW

Latency 93 cycles

RAM accesses -7 ns

DIS RAMs refresh time (L pixels) &= 7L ns

CIS processing time for 1 image (L pixels)
(

1
— L+ 92 cycles
4

Time to correct an I-Mpixel image with clock

frequency of 40 MHz.

Throughput of the correction system running

with a 40 MHz clock to correct 1-Mpixel

images

-8.25 ms

120 frames or 120 Mpixels

per second



In Table 5.4, the results of hardware simulation are listed. Values in (8] v,) rows are the

locations of the pixels in quadrant I of the CIS that are the inputs to the systems. Values

of (44,,v,), (us,v„), and (a4,v4) rows are the locations of pixels in quadrant II, quadrant

III and quadrant IV respectively that have the same level of distortion as that of pixel at

(44] v~ ) Values in (A,, B ), (A,, B2 ), (A,, B ), and (A4 B4 ) rows are calculated in the

interpolation module, and they are used to determine the neighboring locations of the four

pixels in four different quadrants. To simplify the simulation, all values for the

intensities of the neighboring pixels are initialized to fixed numbers as:

I(A, B) = 129

I(A+ I, B)

I(A, B+ I)

I(A+1, B+1)

= 137

= 131

= 139

Values in l(H, v~) 1(i/2 vp) l(t44 vs), and l(a4,v4) rows are the intensities calculated for

pixels (u,,v,), (u,,v,), (us,vs), and (u4,v4) respectively. These results validate the

expectation for the distortion correction system to provide a better throughput, which is 4

times higher than the throughput of the original design.
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Table 5.4: Implementation results showing intensities of some random pixels

with the consideration of image symmetry.

InPut (u, v,)

(u2, V2)

(52, 62)

(148, 62)

(31, 25)

(169, 25)

(95, 15)

(105, 15)

(us,v,) (52, 138) (31, 175) (95, 185)

(u4, v4 )

(A,,B,)

(148, 138)

(45, 52)

(169, 175)

(30, 25)

(105, 185)

(76, 18)

Output

(A2,Bq)

(A4, Bq)

(A4,B4)

(114, 52)

(45, 107)

(114, 107)

(129, 25)

(30, 134)

(129, 134)

(83, 18)

(76, 141)

(83, 141)

l(u~ v~ )
132 133 132

l(u2,V2) 135 135 134

l(uq,v3) 132 134 133

l(u4,v4) 135 136 135
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CHAPTER 6

CONCLUSION

Images captured by wide-angle camera show barrel type spatial distottion due to wide-

angle configuration of the camera lens. Barrel distortion leads to inaccurate quantitative

information in images because objects in the outer area of the image are shown in smaller

size than they truly are. Thus, correction is needed to acquire more accurate quantitative

parameters which are critical in many applications such as clinical endoscopy. Many

mathematical models to correct distortion have been presented by researchers. Real time

correction of barrel distortion in images requires a fast and efficient dedicated hardware

architecture.

In this research, a method to correct barrel distortion in wide-angle camera images based

on least squares estimation has been studied. The technique to select expansion

coefficients and back-mapping coefficients has been explained and a C++ program was

developed to apply this technique in selecting the correction coefficients. The algorithm

to correct barrel distortion based on an expansion polynomial, a back mapping

polynomial and linear interpolation has been presented in this thesis. A C++ program has

been developed to simulate the correction algorithm, and the results were illustrated for

the correction of a distorted image of an experimental grid and a typical endoscopic

image.
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An absolute pipelined architecture has been designed and implemented for the distortion

correction algorithm presented in this research. The entire architecture consists of four

modules to perform four main tasks in the distortion correction algorithm:

(I) Rectangular to polar coordinate transformation based on CORDIC

algorithm

(2) Back mapping procedure based on the back mapping polynomial which

maps a position of pixel in the corrected image space onto the

corresponding position of the pixel in the distorted image space

(3) Polar to rectangular coordinate transformation based on CORDIC

algorithm

(4) Linear interpolation procedure to calculate the intensity of a pixel based

on the intensities of its four neighboring pixels

CORDIC algorithm has been used to implement the coordinate transformation modules

because it employs only addition, subtraction, and bit shifting to perfortn the

transformation.

Simulation results obtained from hardware implementation shows that the architecture is

capable of processing one pixel per cycle while it is in the processing mode which is

suitable for correcting barrel distortion in images in real time. At its peak performance,

the architecture could sustain a throughput rate of 30 Mpixels per second, which

corresponds to 30 1-Mpixel images per second. The performance of the architecture

satisfies the required throughput for real-time applications which is 25 I-Mpixel images

per second at the minimum. An improved architecture that takes into account the
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symmetry in images has also been presented. It is capable of processing four pixels in

four different quadrants of the image simultaneously. The simulation results also show

that the improved architecture could maintain a throughput rate of 120 Mpixels per

second, which is four times faster than the original design. The performance achieved

from the distortion correction architecture fulfils the objective of this research which is to

design an architecture to correct barrel distortion in real time.

The current research for further improvement of the architecture is focused on the power

consumption aspect of the architecture. One approach that is being studied is to

incorporate the technique of uni-directional CORDIC presented by Ravichandran and

Asari [33] into the CORDIC modules in the designed architecture. This technique

modifies the traditional CORDIC algorithm so that the vector rotates only in one

direction, thus the name uni-directional CORDIC. This approach would reduce the

number of iterations considerably because the vector rotates only when it is needed rather

than the vector rotates in every iteration as in the traditional CORDIC algorithm. The

reduction in the number of rotations would ultimately reduce the amount of dynamic

power consumed by the distortion correction architecture, which is desirable for mobile

systems.
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