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Resonance structures are the signatures of excited valence quarks inside the nucleon. These excited resonances can then decay to a lower energy configuration by emitting a quark-antiquark pair. Hadron spectroscopy searches for these ground and excited state resonance structure formation. This information that identifies the dynamical basis behind ground state and excited state baryons (qq̅) and their decay channels into mesons (q̅q), and their decay channels into hyperons (q̅q̅). The main objective is to identify the different quantum states (resonances) that come from analysis of their energies, widths, and characteristic line profiles. The study of baryon spectra is crucial to understanding quantum chromodynamics (QCD).

Nonrelativistic constituent quark models (NRCQMs) [1,2] can be considered as a naive and solvable approach to formulate hadronic wave functions in order to make predictions for the properties of baryonic ground states and excited states. They are, however, not so accurate at higher mass hadron spectra, when compared to experimental results [3]. Lattice QCD calculations [4] have shown “missing resonances” [5] and other excited states, and are able to predict masses in the hadron spectra, but the currently available calculations are made at higher than physical masses because of the computational cost and therefore have limited accuracy. The systematic study of different decay channels is critical to the search for these missing resonances. Different studies have been carried out at Jefferson Lab. One approach has been to measure the strangeness photoproduction into two-body final states. Another one has shown the importance of three-body final states in order to study higher mass missing resonances [6].

Photoproduction is an important mechanism to decipher information that identifies the dynamical basis behind ground state and excited state resonance structure formation. This study aims to deliver a better understanding of photoproduction of the hyperon resonance, \( \Lambda(1520) \).

The framework of this paper is the following. Section II presents a brief summary of previous experimental and theoretical studies on the photoproduction of the \( \Lambda(1520) \) hyperon. Section III introduces the experimental set up that

I. INTRODUCTION

The reaction \( \gamma p \rightarrow K^+ \Lambda(1520) \) using photoproduction data from the CLAS g12 experiment at Jefferson Lab is studied. The decay of \( \Lambda(1520) \) into two exclusive channels, \( \Sigma^+ \pi^- \) and \( \Sigma^- \pi^+ \), is studied from the detected \( K^+, \pi^+, \) and \( \pi^- \) particles. A good agreement is established for the \( \Lambda(1520) \) differential cross sections with the previous CLAS measurements. The differential cross sections as a function of center-of-mass angle are extended to higher photon energies. Newly added are the differential cross sections as a function of invariant four-momentum transfer \( t \), which is the natural variable to use for a theoretical model based on a Regge-exchange reaction mechanism. No new \( N^* \) resonances decaying into the \( K^+ \Lambda(1520) \) final state are found.
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provided the data for this study. Section IV outlines the details of the event selection, simulation, and yield extraction procedures for cross sections in Secs. IV A, IV B, and IV C. The measured cross sections are displayed in Sec. V. Section VI gives an account of the systematic uncertainties for this study. The comparison of the results with the theoretical predictions is discussed and our conclusions are provided in Sec. VII.

II. PREVIOUS STUDIES ON $\Lambda(1520)$

The $\Lambda(1520)$ has been well studied [3]. The Laser Electron Photon Experiment at SPring (LEPS) Collaboration studied the photoproduction of $\Lambda(1520)$ and measured differential cross sections and photon-beam asymmetries with linearly polarized photon beams in the energy range $1.5 < E_\gamma < 2.4$ GeV at forward angles [7], where the authors reported a bump structure at $W \simeq 2.11$ GeV suggesting a nucleon resonance or a new reaction process. Another photoproduction study [8] for this hyperon by LEPS with liquid hydrogen and deuterium targets at similar photon energies showed a reduced production from neutrons compared to protons at backward angles.

A recent study on $\Lambda(1520)$ photoproduction was completed by Moriya et al. [9]. As part of the g11 experiment, this was done at the CEBAF Large Acceptance Spectrometer (CLAS) with an unpolarized real photon beam at energies up to 4.0 GeV striking a liquid hydrogen target. They studied all of the three $\Sigma\pi$ decay modes, measuring the kaon angular distributions, which were flat at threshold ($W \simeq 2.0$ GeV) and forward peaked at energies above the threshold [9]. A comparison of their results with results from this study is provided in Sec. V. Even though Moriya’s result compared well with the model predictions of He and Chen [10] and Nam et al. [11] for the $\Lambda(1520)$, our results will extend the cross sections to higher photon energies using the g12 experiment at CLAS, where the current theoretical models of Regge exchange are expected to be more accurate [11].

The photoproduction of $\Lambda(1520)$ off a proton target has been studied theoretically by Nam et al. [11]. The authors investigated the $\Lambda(1520)/2^-$, or $\Lambda^*$, photoproduction in an effective-Lagrangian approach using Born terms where they use the Rarita-Schwinger formalism to account for the spin-3/2 fermion field. They introduced hadron form factors that represent spatial distributions for hadrons, and, in order to preserve gauge invariance of the invariant amplitude, they also include a contact term [12]. One of several free parameters in their model, the vector-kaon coupling constant $g_{K^*N\Lambda^*}$, has been constrained by data, along with the anomalous magnetic moment of the $\Lambda^*$, $\kappa_{\Lambda^*}$, for photon energies below 3 GeV.

Regge theory accounts for the analytic properties of scattering as a function of angular momentum. The theory uses Regge trajectory functions $\alpha(s, t)$, where $s$ and $t$ are Mandelstam variables, that can correlate certain sequences of particles or resonances. Regge theory accounts for the exchange of entire families of hadrons, with identical internal quantum numbers but different spins $J$. In order to extend their model to higher energy, Nam et al. [11] have implemented the Regge contributions in $\Lambda^*$ photoproduction by considering mesonic Regge trajectories, corresponding to all the meson exchanges with the same quantum numbers but different spins in the $t$ channel at tree level.

He and Chen [10] also studied an effective-Lagrangian approach model for the $\Lambda(1520)$, which takes into consideration the vector meson $K^*$ exchanged in the $t$ channel, which has proven to be significant at high energy (11 GeV). Besides the Born terms, the inclusion of the contact term and $s$, $u$, and $K$ exchanged $t$ channels have important contribution at all energies. They report a contribution from the nucleon resonance $N(2080)/2^-$ in $\Lambda(1520)$ photoproduction that suggests the need for another resonance at a nearby mass. Studies of $\Lambda^*$ photoproduction help to strengthen the idea that the effective-Lagrangian approach is a valid theoretical model. Moriya et al. [9] compared their cross sections with the model calculation from Nam et al. [11] and He et al. [10], and concluded that the latter model, because of the additional interaction ingredients, had a slightly better agreement with their data.

Regge exchange ($t$-channel) models are expected to be more accurate as the beam energy goes above the resonance region. For $W > 3.0$ GeV, this is beyond the center-of-mass energy range where individual resonance contributions (in the $s$ channel) are significant, and hence the g12 data will provide a more stringent test of the model of Nam et al. [11].

$\Lambda(1520)$ photoproduction

Photoproduction off a proton can create a $K^+$ meson and a $\Lambda^*$ resonance, $\Lambda(1520)$, see Fig. 1, which can decay via $\Sigma\pi$ channels, e.g., $\Sigma^+\pi^-$, $\Sigma^-\pi^+$, and $\Sigma^0\pi^0$. For the two charged decay channels, $\Sigma^\pm$ gives off a neutron and a $\pi^\mp$. Both the $\Sigma^+$ and $\Sigma^-$ branches of the photoproduced $\Lambda(1520)$ have $K^+$, $\pi^+$, and $\pi^-$ as the detected final state particles.

III. EXPERIMENTAL SETUP

A. The CLAS detector

The data set used in this analysis of $\Lambda(1520)$ photoproduction is taken from the g12 experiment performed by the CLAS Collaboration at the Thomas Jefferson National Accelerator Facility ( TJNAF). Located in Newport News, Virginia, Jefferson Lab houses four experimental halls, namely, A, B, C, and D, and the Continuous Electron Beam Accelerator Facility.
The CLAS detector was installed inside Hall B and was decommissioned in 2012.

The design of the CLAS detector was based on a toroidal magnetic field that had the ability to measure charged particles with good momentum resolution, provide geometrical coverage of charged particles over a large laboratory angular range, and keep a magnetic-field-free region around the target to allow the use of dynamically polarized targets [13]. Six superconducting coils around the beamline produced a field in the azimuthal direction. Drift chambers (DC) for charged particle trajectories, gas Cherenkov counters for electron identification, scintillation counters for time of flight (TOF), and electromagnetic calorimeters (EC) to detect showering electrons, photons, and neutrons, were the major components of the detector’s particle identification (PID) system [13].

The accelerated electron beam produced bremsstrahlung photons when passed through a thin gold radiator. The photon tagger system at CLAS used a hodoscope with two scintillator planes (energy and timing counters) that enabled photon tagging by the detection of energy-degraded electrons, which were deflected in the tagger magnetic field [13]. The start counter, surrounding the target, recorded the start time of the outgoing particles that originated in the target.

### B. g12 run

The data set used in this analysis was acquired from the CLAS g12 experiment that was performed in the summer of 2008. This CLAS experiment was a high-luminosity, high-energy, real-photon run. This run used an electron beam current of 60–65 nA that produced bremsstrahlung photons. The photons continued forward towards the 40 cm LH₂ (liquid hydrogen) target. The photon energy for the run was up to 5.7 GeV. Details of the g12 experiment, the running conditions, and the formulated standard procedures for the data analysis can be found in The g12 Analysis Procedure, Statistics, and Systematics document [14].

### IV. DATA ANALYSIS

For the reaction $\gamma p \rightarrow K^+\Lambda(1520) \rightarrow K^+\Sigma^\pm\pi^\mp$, two exclusive decay channels, $\Lambda(1520) \rightarrow \Sigma^\pm\pi^\mp \rightarrow n\pi^\pm\pi^\mp$, were identified by detecting $K^+$, $\pi^+$, and $\pi^-$. The unmeasured $\Sigma^\pm$ and $n$ were reconstructed from the missing mass (MM) approach.

#### A. Event selection

1. Photon Selection

For the g12 experiment, the accelerator delivered electrons in packets of 2-ns bunches into Hall B, where bremsstrahlung photons were then produced. A reaction inside the target was triggered by an incident photon. An event was recorded when a triggered reaction was associated with a specific photon candidate. Since there were several potential photon contenders for a recorded event due to background sources, it was necessary to determine the correct photon that created a specific event.

In order to find the correct photon, the coincidence time, $\Delta t_{\text{coinc}}$, was defined per photon as the difference between the tagger time ($t_\gamma$) and the start counter time ($t_{\text{event}}$) extrapolated to the interaction point,

$$\Delta t_{\text{coinc}} = t_{\text{event}} - t_\gamma. \quad (1)$$

The tagger time, also known as the photon time, is the time at which a photon reached at the point of interaction or the event vertex point, whereas the start counter time, also known as the event time, is understood as the average of the time per track of the particle, when detected by the start counter, at the same vertex point.

Figure 2 shows a distribution of the coincidence time, where multiple photon candidates per event can be seen. A photon peak selection cut of $|\Delta t_{\text{coinc}}| < 1$ ns was applied.

There can be events with more than one photon with $|\Delta t_{\text{coinc}}| < 1$ ns. This is known as photon multiplicity [14]. A correction factor, $\gamma_{\text{corr}} = 1.03$, was obtained by examining photon multiplicities in both data and simulation, and was applied in the calculation of the differential cross sections.

#### 2. Particle identification

The particle identification (PID) process used the information signature left by a particle when it hit a detector in order to identify that particle. Proper particle identification was vital to reduce backgrounds and improve measurement resolution. The PID information was accessed and the data were passed through the skimming process, where events that included the topologies with the final state particles were selected. PID process was refined by employing the time-of-flight technique to identify particles. The measured time of flight ($t_{\text{meas}}$) for any particle produced during an event was compared with the calculated time of flight ($t_{\text{calc}}$) for the known path ($d_{\text{path}}$) for the measured momentum ($p$) and an assumed mass ($m$). The measured and calculated time of flight information used the measured and calculated $\beta$ values, $\beta_{\text{meas}}$, and $\beta_{\text{calc}}$, respectively.
respectively. The $\beta_{\text{meas}}$ was obtained from the CLAS-measured momentum $p$ of a particle during the data skimming process, whereas $\beta_{\text{calc}}$ is a theoretical value calculated from that measured momentum and the particle's assumed mass. The time difference ($\delta t$) between the measured time ($t_{\text{meas}}$) and the calculated time ($t_{\text{calc}}$) is given by

$$\delta t = t_{\text{meas}} - \frac{d_{\text{path}} E}{c p} = \frac{d_{\text{path}}}{c} \left( \frac{1}{\beta_{\text{meas}}} - \frac{1}{\beta_{\text{calc}}} \right),$$

where $E = \sqrt{p^2 + m^2}$ is the total energy of a particle. The $\delta t$ is recalculated for each particle based on its mass and charge.

For the first-order PID, the three detected particles, $K^+$, $\pi^+$, and $\pi^-$, were selected with a timing cut of $|\delta t| < 1$ ns in the timing versus momentum distribution for each particle. More stringent momentum-dependent timing cuts were applied by binning the timing difference distributions for the charged particles peaking at $\delta t = 0$ ns into several momentum bins and then fitting with a Gaussian function for $\pi^\pm$ or a Gaussian function over an exponential background for $K^+$. The extracted centroid and width parameters were used to apply a $\pm 2.5 \sigma$ timing cut for both data and simulations to the timing-momentum distribution for each particle, along with a $\pm 2.5 \sigma$ momentum-dependent timing cut around the centroid of $\delta t$ in each momentum bin are employed in identifying the particles coincident with a single photon.

FIG. 3. The timing versus momentum distributions used for particle identification for $K^+$, $\pi^+$, and $\pi^-$ in (a), (b), and (c), respectively, for the data as a function of the particle's momentum are shown. Straight cuts of $|\delta t| < 1$ ns for each particle, along with a $\pm 2.5 \sigma$ momentum-dependent timing cut around the centroid of $\delta t$ in each momentum bin are employed in identifying the particles coincident with a single photon.

4. Missing mass cuts

A series of missing mass cuts was applied to isolate and filter events corresponding to the two topologies for the $\Lambda(1520)$. In both of its charged decay channels, $\Lambda(1520)$ branches into $\pi^+$, $\pi^-$, and $n$. Since, $\pi^+$ and $\pi^-$ are the

3. Minimum $|p|$, z-vertex, fiducial, and paddle cuts

The detection efficiency of low momentum particles was not large and not so accurately known. Such particles were eliminated by applying minimum momentum cuts $|p_{K^+}| < 0.35$ GeV, $|p_{\pi^+}| < 0.15$ GeV, and $|p_{\pi^-}| < 0.17$ GeV, where $|p|$ represents the magnitude of the particle momentum.

The $g12$ experiment used a liquid hydrogen (LH$_2$) target measuring 40 cm in length and 2 cm in diameter. The target was not centered around the CLAS detector, $z = 0$ cm, but was shifted 90 cm upstream in order to increase the detector acceptance in the forward direction. Charged tracks from the target were selected in reconstruction by requiring that they came from the $z$ range (coordinate along the beamline) from $-100$ to $-70$ cm.

The geometry of the CLAS detector and the presence of the toroidal magnetic field could cause inaccurate reconstruction of particle tracks at the edges of the drift chambers, thereby resulting in uncertainties in the detector efficiency. We introduced fiducial boundaries that encompass a well-behaved and predictable acceptance region in azimuthal angle, $\phi$, of the detector for each particle depending upon its momentum, charge, and polar angle, $\theta$. Hence, a standard geometric fiducial cut procedure [14] was applied for each detected particle in all six sectors, both for the data and for the simulation.

Scintillation counters were used to determine the time of flight of charged particles. Counter with very low photomultiplier gain resulted in poor timing resolution and poor efficiency. These bad paddles were identified and removed from the data analysis during the event selection process [14].

FIG. 4. The missing mass distribution used to reconstruct the missing $n$ is shown. A $0.9 \leq \text{MM}(K^+\pi^-) \leq 1.0$ GeV cut to select neutrons is indicated by the dotted lines.
detected particles, the missing mass distribution given by

$$\text{MM}(K^+\pi^+\pi^-) = \sqrt{(P_γ + P_p - P_{K^+} - P_{\pi^+} - P_{\pi^-})^2}$$

was constructed to select the missing $n$, where $P_γ$, $P_p$, $P_{K^+}$, $P_{\pi^+}$, and $P_{\pi^-}$ are the four-momenta of the incoming photon, target proton, and the outgoing particles, $K^+$, $\pi^+$, and $\pi^-$, respectively. The missing $n$ peak can be seen in Fig. 4 and the corresponding events with a $n$ were selected by making the cuts indicated in the figure.

A small structure seen at around 0.85 GeV to the left of the $n$ peak in Fig. 4 is due to $\pi^+$ tracks incorrectly reconstructed as $K^+$ tracks. Events from the three pion reaction, $γp \rightarrow \pi^+\pi^-\pi^0n$, can have one of the $\pi^+$ misidentified as a $K^+$. These events form a nearly uniform background, and do not contribute to the yield of the $\Lambda(1520)$ as shown below. The side structure at 0.85 GeV relative to the $n$ peak is reduced in size by applying more stringent cuts in the particle identification process.

![Graph](image1.png)

**FIG. 5.** Removing $K^0 \rightarrow \pi^+\pi^- [\Lambda(1520) \rightarrow nK^0]$ channel by cutting out events with $0.48 \leq \text{IM}(\pi^+\pi^-) \leq 0.51$ GeV as indicated by the dotted lines.

It is important to consider the $nk^0$ decay of $\Lambda(1520)$. The $K^0$ decay can decay to a $\pi^+\pi^-$ pair. Hence, the $n$-cut selected events mentioned earlier can have charged pions contribution to the final state particles. In order to exclusively look for the $\Lambda(1520)$ photoproduction from the $\Sigma^+\pi^-$ channel, events from a possible $nk^0$ channel were excluded by removing events in the $K^0$ peak in the invariant mass distribution plot for $\pi^+\pi^-$, given by

$$\text{IM}(\pi^+\pi^-) = \sqrt{(P_{\pi^+} + P_{\pi^-})^2},$$

as seen in Fig. 5.

After applying the above-mentioned cuts, the analysis branches into the two exclusive reaction channels for the $\Lambda(1520)$, $\Lambda(1520) \rightarrow \Sigma^+\pi^-$ and $\Lambda(1520) \rightarrow \Sigma^-\pi^+$. This was done by by plotting the missing mass distributions, $\text{MM}(K^+\pi^-)$ and $\text{MM}(K^-\pi^-)$ for the $\Sigma^+$ and $\Sigma^-$ channels, respectively. Straight cuts were applied to select events with $\Sigma^+$ and $\Sigma^-$ in their respective missing mass distributions, as shown in Fig. 6. Even though the $\Sigma^+$ and $\Sigma^-$ event distributions in the data show some background, the background will not form a peak at the $\Lambda(1520)$. Some of the background in the data comes from generic background processes and reactions, such as $γp \rightarrow K^{*0}\Sigma^+ (K^{*0} \rightarrow K^+\pi^-)$ and $γp \rightarrow \pi^+\pi^+\pi^-n$ (where $\pi^+$ is misidentified as $K^+$). The latter reaction makes a smooth background under the $\Sigma$ peaks.

In Fig. 7, the two peaks at 1.40 and 1.52 GeV correspond to the $\Lambda(1405)$ and $\Lambda(1520)$. The smooth peak near 1.68 GeV represents the two higher mass resonances $\Lambda(1670)$ and $\Lambda(1690)$. The analysis of those flavor-octet resonances is being carried out and will be the subject of a future publication.

The difference in the strengths of the backgrounds, as seen in Fig. 7, is caused by the unequal contributions from the $K^{*0}$ in the two measured $\Sigma\pi$ channels. Figure 8 shows calculations that include $K^{*0}$ background contributions to the cross sections of the two decay channels of the $\Lambda^*$ resonances. These calculations represented in the figure clarify that the intermediate $K^{*0} \rightarrow K^+\pi^-$ decay is significantly responsible...
FIG. 7. $\Lambda^*$ resonances for the $\Sigma^+$ and $\Sigma^-$ channels are shown in (a) and (b), respectively. The data distributions show the $\Lambda^*$ resonances $\Lambda(1405)$ and $\Lambda(1520)$. The wider peak around 1.68 GeV is due to higher-mass resonances $\Lambda(1670)$ and $\Lambda(1690)$.

for introducing more background to the data in the $\Sigma^+\pi^-$ decay channel than in the $\Sigma^-\pi^+$ decay channel for the $\Lambda(1520)$. Therefore, these predictions provide an explanation to the contrasting backgrounds in the two channels, as seen in Figs. 7 and 10. Very similar mass distributions of the $\Lambda^*$ resonances for the $\Sigma^+\pi^+$ decay channels can be seen in the study of the reaction $K^- p \rightarrow \Lambda(1520)\pi^0$ for the $\Sigma^+\pi^-\pi^0$ and $\Sigma^-\pi^+\pi^0$ final states by Griselin et al. (1975) [15].

The $\Lambda(1520)$ events were selected by cutting on the $\text{MM}(K^+)$ distribution in the range from 1.44 to 1.60 GeV. This cut around the $\Lambda(1520)$ peak for the data is based on the particle data mass range for the $\Lambda(1520)$ and is consistent with the range of the $\Lambda(1520)$ peak obtained from our simulation of events for the two decay branches.

5. Dalitz plots

The invariant mass (IM) distributions of different combinations of the final-state particles for our reaction were used with the goal of looking for physics backgrounds that could contribute to our final state. Plots of the decay $\Lambda(1520) \rightarrow n\pi^+\pi^-$ were studied by investigating the two-dimensional correlations of $\text{IM}(n\pi^-)$ vs $\text{IM}(n\pi^+)$ for both data and simulation as shown in Fig. 9.
A remarkable similarity is seen between the data and the Monte Carlo (MC) simulations. Figure 9 shows that there are clear bands corresponding to the $\Sigma^+$ and $\Sigma^-$ baryons, with very little overlap at the intersection. Events were assigned to only one branch, depending on whether the IM was closer to the known mass of the $\Sigma^+$ or $\Sigma^-$ (for both data and MC). Studies using the MC show that only about 1% of events were misclassified, and the leakage was the same (within statistics) both ways.

The IM($nn\pi^-$) vs IM($n\pi^+$) plots for both the data and the simulation showed a region at the intersection that did not contribute to the $\Lambda(1520)$ peak. A diagonal cut was made to eliminate these events, which improved the signal-to-background ratio.

B. Simulation

A GEANT3-based Monte Carlo (MC) [16] was used to simulate events for our experiment with the same final-state particles. Since, the acceptance of a detector is reaction dependent, the simulation for the two-decay channels of the $\Lambda(1520)$, the $\Sigma^+\pi^-$ and $\Sigma^-\pi^+$, was independently generated for the processes $\gamma p \rightarrow K^+\Lambda(1520) \rightarrow K^+\Sigma^+\pi^- \rightarrow K^+\Sigma^+\pi^+(n)$ and $\gamma p \rightarrow K^+\Lambda(1520) \rightarrow K^+\Sigma^-\pi^+ \rightarrow K^+\Sigma^-\pi^-+(n)$, respectively.

The MC event generator was based on the user input parameters and settings that include beam position, target material, reaction products, decay channels, and the $t$-slope parameter [14]. The differential cross sections can be modeled as a function of $t$ slope by

$$\frac{d\sigma}{dt} = \sigma_0 e^{-bt}, \quad (5)$$

where $\frac{d\sigma}{dt}$ is the differential cross section, $b$ is the $t$-slope parameter, and $\sigma_0$ is the amplitude of the cross section. In order to best estimate the $b$ value for the simulation so that it matched our data, different values of $b$ were used to generate different sets of Monte Carlo simulations, which were compared with the data distributions versus $t$. As a result, detector acceptance (or efficiency) was calculated with simulated events using $b = 1.5 \text{ GeV}^{-2}$ and $b = 2.0 \text{ GeV}^{-2}$ for $W \leq 2.85 \text{ GeV}$ and $W > 2.85 \text{ GeV}$, respectively.

There were multiple triggers set up during the g12 experiment. The trigger relevant to our reaction is the one where events were recorded with three charged particles detected in three different sectors of CLAS. Due to the complex trigger configuration, the efficiency of the trigger was studied and accounted for by including it into the MC simulation. The same cuts, described previously for the data, were also applied for the simulations.

C. Yield, acceptance, and luminosity

1. Kinematic binning

The events that made it through the event selection procedure, representing the $\Lambda(1520)$, were sorted into bins of center-of-mass (CM) energy ($W$) and azimuthal angle for the $K^+$ in the CM frame, $\cos\theta_K^{c.m.}$. The CM energy, $W$, is a function of photon energy, $E_\gamma$, and the mass of the proton target, $m_p$.

Events were also binned in center-of-mass (CM) energy, $W$, and squared four-momentum transfer, $t$. The momentum transfer value is obtained from the Mandelstam $t$ variable for the reaction $\gamma p \rightarrow K^+\Lambda(1520)$,

$$t = (P_\gamma - P_{K^+})^2, \quad (6)$$

where $P_\gamma$ and $P_{K^+}$ are the four-momenta of the incident photon and the detected $K^+$, respectively.

For the differential cross sections as a function of CM angle, ten $W$ bins were taken in the range $2.25 < W \leq 3.25 \text{ GeV}$, each of 100 MeV width. Each $W$ bin was studied with $\cos\theta_K^{c.m.}$ bins of width $\Delta\cos\theta_K^{c.m.} = 0.2$, $-0.9 < \cos\theta_K^{c.m.} < 0.9$. For the cross sections as a function of $t$, nine $W$ bins were taken in the range $2.25 < W \leq 3.15 \text{ GeV}$, each of 100 MeV width, where each $W$ bin was studied with various $t$ bins, $-2.5 < t < -0.3 \text{ GeV}^2$ with width $\Delta t = 0.2 \text{ GeV}^2$. Due to bad photon Tagger scintillators, the events with $W$ values between 2.55 and 2.6 GeV were omitted so that the fourth $W$ bin has a 50 MeV width ($2.6 < W < 2.65 \text{ GeV}$).
FIG. 11. Differential cross sections for $\gamma p \rightarrow K^+ \Lambda(1520)$ are shown as solid circles for ten center-of-mass energies ($W$) in the range $2.25 \lesssim W \lesssim 3.25$ GeV as a function of $\cos \theta_{cm}$. The hollow squares show the previous CLAS results by Moriya et al. [9]. The theoretical calculations from the model of [11] are shown by the dashed curves. The error bars represent statistical uncertainties.

2. Yield extraction

The $\Lambda(1520)$ peak in the MM($K^+$) distribution was fit with a Gaussian-convoluted nonrelativistic Breit-Wigner function, known as the Voigtian profile. A second-order polynomial function was chosen to estimate the smooth background. Figure 10 shows fitting samples for a particular kinematic bin. The Voigtian centroid parameter limits are set between 1.510 and 1.525 GeV, whereas the nonrelativistic Breit-Wigner width is limited to 14.6–16.6 MeV. Both parameters are related to mass and full width values for the $\Lambda(1520)$ [3,17]. The background subtracted signal yield $Y(W, \cos \theta_{cm}^K)$ was obtained by integrating the Voigtian function, as shown above by the region within the dashed curve in Fig. 10.

3. Acceptance

The accepted number of events out of the total generated events from the MC simulation provide a scale factor to correct the number of events in each kinematic bin ($W, \cos \theta_{cm}^K$ or $t$). Hence, an acceptance value, $A(W, \cos \theta_{cm}^K$ or $t$), was calculated as the ratio of the MC events that were accepted to the total generated events and is given by

$$A(W, \cos \theta_{cm}^K, t) = \frac{Y_{\text{acc}}}{N_{\text{gen}}},$$

where $Y_{\text{acc}}$ is the accepted yield of the simulated events and $N_{\text{gen}}$ is the total number of generated events.
FIG. 12. Differential cross sections for $\gamma p \rightarrow K^+ \Lambda(1520)$ are shown as solid circles for nine center-of-mass energies ($W$) in the range $2.25 \leq W \leq 3.15$ GeV as a function of momentum transfer $t$. The theoretical calculations from the model of [11] are shown by the dashed curves. The error bars represent statistical uncertainties.

The accepted event distributions were obtained using the MC accepted files for both the channels. These simulated files underwent a treatment similar to that of the data, including the cuts and corrections. Since the MC generates only the signal, the accepted event distribution was fit using a Voigtian function only. The nonrelativistic Breit-Wigner width, $\sigma_L$, of the Voigtian function was kept fixed (for the MC fits only) at $2.60 \text{ GeV}$ for the fit.

4. Luminosity

The luminosity or flux, $L(W)$, was evaluated as,

$$L(W) = \frac{\rho_p N_A l_t}{A_p} N_t(W),$$

where $N_t(W)$ is the number of incident photons in a given $W$ range, $\rho_p = 0.07114 \text{ g/cm}^3$ is the density of the proton target, $l_t = 40 \text{ cm}$ is the target length, $N_A$ is Avogadro’s number, and $A_p = 1.00794 \text{ g/mol}$ is the atomic mass of a proton [14].

V. DIFFERENTIAL CROSS SECTIONS

The differential cross sections for the reaction $\gamma p \rightarrow K^+ \Lambda(1520)$ were calculated in $\cos \theta_{K^+}^{c.m.}$ bins using

$$\frac{d\sigma}{d \cos \theta_{K^+}^{c.m.}} = \frac{Y(W, \cos \theta_{K^+}^{c.m.})}{\tau \Delta \cos \cos \theta_{K^+}^{c.m.} A(W, \cos \theta_{K^+}^{c.m.}) L(W)} \times \gamma_{corr},$$

where $Y(W, \cos \theta_{K^+}^{c.m.})$ is the yield value and $A(W, \cos \theta_{K^+}^{c.m.})$ is the detector acceptance, $L(W)$ is the luminosity as a function of the center-of-mass ($W$) energy, and $\tau$ accounts for the branching ratio factors.

The differential cross sections were also obtained as a function of $t$ as

$$\frac{d\sigma}{dt} = \frac{Y(W, t)}{\tau \Delta t A(W, t) L(W)} \times \gamma_{corr},$$

where $Y(W, t)$ is the yield value and $A(W, t)$ is the detector acceptance. The kinematic bin widths, $\Delta \cos \theta_{K^+}^{c.m.} = 0.2$ and $\Delta t = 0.2 \text{ GeV}^2/c^2$, represent the size of each $\cos \theta_{K^+}^{c.m.}$ bin and $t$ bin, respectively. The photon multiplicity correction factor, $\gamma_{corr}$, is 1.03.

The decay modes of the $\Lambda(1520)$ include a branching ratio factor (b.r.) of 0.42 via the $\Sigma\pi$ channel into $\Sigma^+\pi^-$, $\Sigma^-\pi^+$, or $\Sigma^0\pi^0$. Using Clebsch-Gordon coefficients, the individual b.r. factor for the $\Sigma\pi$ channels comes out to be 0.14. The $\Sigma^+$ decays to a $n$ and $\pi^+$ with a b.r. factor of 0.48, whereas the $\Sigma^-$ decays to a $n$ and a $\pi^-$ with a b.r. of 1.0. Hence, the branching ratio used in Eqs. (9) and (10) for the $\Lambda(1520) \rightarrow \Sigma^+\pi^-$ channel is 0.0672, whereas the branching ratio factor used for $\Lambda(1520) \rightarrow \Sigma^-\pi^+$ channel is 0.14. The branching ratio factors, $\tau$, were applied separately to each decay channel in order to obtain the $\Lambda(1520)$ differential cross sections for each decay mode. The differential cross sections for the two branches are then averaged to obtain the $\Lambda(1520)$ differential cross sections. The uncertainties were determined by standard propagation of errors.

The differential cross sections as a function of $\cos \theta_{K^+}^{c.m.}$ are shown in Fig. 11. The figure shows the current analysis in comparison with previous CLAS results [9] (hollow squares). The results by Moriya et al. [9] use a $W$ bin width of 100 MeV and $\cos \theta_{K^+}^{c.m.}$ bin width of 0.1. It can be seen that there is good agreement between the differential cross sections for the
TABLE I. Summary of the systematic uncertainties calculated in this analysis.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$-slope dependence</td>
<td>0.78%</td>
</tr>
<tr>
<td>Timing cut</td>
<td>4.11%</td>
</tr>
<tr>
<td>Minimum $p$ cut</td>
<td>0.20%</td>
</tr>
<tr>
<td>$z$-vertex cut</td>
<td>1.28%</td>
</tr>
<tr>
<td>Fiducial cut</td>
<td>3.13%</td>
</tr>
<tr>
<td>Background function</td>
<td>2.07%</td>
</tr>
<tr>
<td>Signal integral range</td>
<td>0.43%</td>
</tr>
<tr>
<td>Flux consistency/luminosity</td>
<td>5.70%</td>
</tr>
<tr>
<td>Sector by sector [14]</td>
<td>5.90%</td>
</tr>
<tr>
<td>Target [14]</td>
<td>0.50%</td>
</tr>
<tr>
<td>Total Systematic uncertainty</td>
<td>10.05%</td>
</tr>
</tbody>
</table>

$\Lambda(1520)$ between this analysis and previous CLAS results. The theoretical calculations provided by Seung-il Nam are also shown (as the dashed curves) in the figure.

Similarly, the differential cross sections as a function of $t$ are shown in Fig. 12. The theoretical calculations provided by Seung-il Nam are also shown (as the dashed curves) in the figure.

VI. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties for this study were estimated by making variations on the different cuts and taking the average relative difference in the final result. Hence, the systematic uncertainty is understood as the shift of the average of the relative differences from zero; zero being no net change in the result after a variation. The variation in the parameters was done by observing the data and making an estimate of what range is a reasonable choice for each systematic uncertainty. For instance, a first-order polynomial function was taken as a variation to the nominal choice of second-order polynomial function for estimating the background. Similar, tighter fiducial boundaries on the active region of the detector were used as a deviation from the normal cut on those boundaries to determine the uncertainty due to the fiducial cut. Similar variations are used for the other parameters.

The systematic uncertainties for this analysis, both general and specific, are summarized in Table I. The general systematic uncertainties that refer to the uncertainties due to the $g12$ run conditions—for instance, flux consistency/luminosity, sector-by-sector, and target—are outlined in [14]. For instance, the sector-by-sector uncertainty is computed by the deviation of the acceptance-corrected yields in each sector of the CLAS detector [13] from the average acceptance-corrected yield of all six sectors. Similarly, the uncertainty from the target accounts for the variations of the pressure and temperature throughout the $g12$ data-taking period. The reaction specific uncertainties that depend on the analysis process, cuts, and corrections performed during the study are also reported. Each of the systematic effects has its contribution to the total systematic uncertainty of this analysis. The total systematic uncertainty of 10.05% is calculated by the sum in quadrature of all systematic uncertainties, assuming that they are independent of each other.

VII. DISCUSSION AND CONCLUSIONS

As seen in Figs. 11 and 12, the model calculations by Nam are in good agreement with our experimental results. The theory calculations, represented by dashed curves, are the numerical results without the $N^*$ contribution, and conserve gauge invariance [11]. The calculations with the $N^*$ contribution (not shown in Figs 11 and 12) indicate that the $N^*$ contribution in the $s$-channel process is very small [11], and only slightly changes the calculation in the first $W$ bin. This is because only $N^*$ resonances with mass below 2.2 GeV are included in such calculations. For the $u$ channel, where there is intermediate $\Lambda^*$ exchange, such an approach is not needed to explain the experimental data as it does not significantly contribute to the calculation due to the small coupling constant of the proton-hyperon vertex.

Consequently, even for the higher-energy region up to $W = 3.2$ GeV, the present simple Born model guided by gauge invariance, which is represented by the inclusion of the contact-term contribution and appropriate form factor prescription to conserve gauge invariance in terms of the Rarita-Schwinger formalism, can describe the data qualitatively well. In this sense, from a theoretical point of view, gauge invariance is a powerful guide to understand the electromagnetic (EM) coupling of the production of spin-3/2 baryons. The introduction of the contact term simply conserves gauge invariance in the photon-nucleon infinitesimal point interaction scenario.

The theory calculations modeled with a $K$-exchange diagram, as shown in Fig. 1, qualitatively reproduce the data without Regge, $K^*$, and hyperon resonances. Hence, we can conclude that the simplest theoretical model with a pseudoscalar $K$-meson exchange, assuming $t$-channel dominance, is sufficient to explain the broad features of our data, without the need for the inclusion of other reaction processes.

The slight increases above the theory observed in the data in the backward scattering region could be improved by the inclusion of hyperon resonances in the $u$ channel, although the theoretical uncertainties, such as the EM transition couplings between the hyperons, are considerable for the $u$ channel. Also, some small deviations of the model compared to the data at forward angles for $W > 2.7$ GeV may need more sophisticated theoretical approaches. One can think that these differences could be explained by higher-spin $N^*$ resonances and the Regge trajectories. Although not shown here, a more detailed theoretical study [11] has concluded that the $K^*-\Lambda(1520)$ coupling must be very small in order to reproduce the data.

Even though the theoretical calculations are adequate to explain the broad behavior of the experimental cross sections, we can say that there is an indication that at higher $W$ there is a possibility for $K^*$ exchange or a possible interference of a $K^*$ exchange with the $K$ exchange. These future improvements may introduce a small correction to the theoretical predictions. Hence, this study can contribute to a better understanding of the $\Lambda(1520)$ using higher-energy photoproduction data.
Although our results do not show any evidence for higher-mass $N^*$ resonances decaying to the $K^+\Lambda(1520)$ final state, the lack of such evidence is useful in itself. One question that has surrounded the “missing resonances” problem is whether an $N^*$ could have a strong preference to decay into strangeness channels. For example, there is evidence from photoproduction of $K^+\Lambda$ that a few higher-mass $N^*$ states have a significant decay branch to that final state [18]. The present results indicate that these same higher-mass $N^*$ states, if confirmed, do not contribute to the $K^+\Lambda(1520)$ final state. The lack of $N^*$ states contributing in the $s$ channel to the current cross sections is a constraint on the branching ratios of possible higher-mass $N^*$ states. Further exploration of the “missing resonances” at higher mass would be better done using either the $K^+\Lambda$ or the $\gamma p \to \pi^+\pi^-p$ reaction [6]. A systematic study of the latter reaction, using virtual photons, is being carried out with the CLAS12 detector [19] (an upgrade of the CLAS detector) at Jefferson Lab and also at other facilities.
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APPENDIX: DATA TABLES

Differential cross sections shown in Figs. 11 and 12 are given numerically in Tables II and III, respectively.

TABLE II. Differential cross sections for $\gamma p \to K^+\Lambda(1520)$, as a function of CM angle. The uncertainties represent only the statistical contributions.

<table>
<thead>
<tr>
<th>$W$ (GeV)</th>
<th>$\cos \theta^{c.m.}_{K^+}$</th>
<th>$d\sigma / d \cos \theta^{c.m.}_{K^+} (\mu b)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2.25, 2.35)</td>
<td>$(-0.9, -0.7)$</td>
<td>$0.128 \pm 0.031$</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>$(-0.7, -0.5)$</td>
<td>$0.211 \pm 0.021$</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>$(-0.5, -0.3)$</td>
<td>$0.103 \pm 0.014$</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>$(-0.3, -0.1)$</td>
<td>$0.145 \pm 0.012$</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>$(-0.1, 0.1)$</td>
<td>$0.203 \pm 0.013$</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>$(0.1, 0.3)$</td>
<td>$0.398 \pm 0.020$</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>$(0.3, 0.5)$</td>
<td>$0.534 \pm 0.022$</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>$(0.5, 0.7)$</td>
<td>$0.618 \pm 0.024$</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>$(0.7, 0.9)$</td>
<td>$0.833 \pm 0.033$</td>
</tr>
</tbody>
</table>
TABLE III. Differential cross sections for $\gamma p \rightarrow K^+\Lambda(1520)$ as a function of $t$. The uncertainties represent only the statistical contributions.

<table>
<thead>
<tr>
<th>$W$ (GeV)</th>
<th>$t$ (GeV$^2$)</th>
<th>$d\sigma / dt$ (µb/GeV$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2.25, 2.35)</td>
<td>(−1.9, −1.7)</td>
<td>0.164 ± 0.025</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>(−1.7, −1.5)</td>
<td>0.076 ± 0.011</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>(−1.5, −1.3)</td>
<td>0.213 ± 0.016</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>(−1.3, −1.1)</td>
<td>0.198 ± 0.015</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>(−1.1, −0.9)</td>
<td>0.314 ± 0.017</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>(−0.9, −0.7)</td>
<td>0.448 ± 0.019</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>(−0.7, −0.5)</td>
<td>0.640 ± 0.023</td>
</tr>
<tr>
<td>(2.25, 2.35)</td>
<td>(−0.5, −0.3)</td>
<td>0.735 ± 0.028</td>
</tr>
<tr>
<td>(2.35, 2.45)</td>
<td>(−2.3, −2.1)</td>
<td>0.070 ± 0.011</td>
</tr>
<tr>
<td>(2.35, 2.45)</td>
<td>(−2.1, −1.9)</td>
<td>0.084 ± 0.010</td>
</tr>
<tr>
<td>(2.35, 2.45)</td>
<td>(−1.9, −1.7)</td>
<td>0.077 ± 0.010</td>
</tr>
<tr>
<td>(2.35, 2.45)</td>
<td>(−1.7, −1.5)</td>
<td>0.084 ± 0.010</td>
</tr>
<tr>
<td>(2.35, 2.45)</td>
<td>(−1.5, −1.3)</td>
<td>0.091 ± 0.009</td>
</tr>
<tr>
<td>(2.35, 2.45)</td>
<td>(−1.3, −1.1)</td>
<td>0.161 ± 0.010</td>
</tr>
<tr>
<td>(2.35, 2.45)</td>
<td>(−1.1, −0.9)</td>
<td>0.251 ± 0.013</td>
</tr>
<tr>
<td>(2.35, 2.45)</td>
<td>(−0.9, −0.7)</td>
<td>0.359 ± 0.016</td>
</tr>
<tr>
<td>(2.35, 2.45)</td>
<td>(−0.7, −0.5)</td>
<td>0.524 ± 0.022</td>
</tr>
<tr>
<td>(2.35, 2.45)</td>
<td>(−0.5, −0.3)</td>
<td>0.594 ± 0.025</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−2.7, −2.5)</td>
<td>0.036 ± 0.011</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−2.5, −2.3)</td>
<td>0.040 ± 0.007</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−2.3, −2.1)</td>
<td>0.049 ± 0.006</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−2.1, −1.9)</td>
<td>0.032 ± 0.006</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−1.9, −1.7)</td>
<td>0.060 ± 0.007</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−1.7, −1.5)</td>
<td>0.055 ± 0.007</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−1.5, −1.3)</td>
<td>0.091 ± 0.007</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−1.3, −1.1)</td>
<td>0.140 ± 0.008</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−1.1, −0.9)</td>
<td>0.232 ± 0.011</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−0.9, −0.7)</td>
<td>0.316 ± 0.013</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−0.7, −0.5)</td>
<td>0.430 ± 0.017</td>
</tr>
<tr>
<td>(2.45, 2.55)</td>
<td>(−0.5, −0.3)</td>
<td>0.705 ± 0.030</td>
</tr>
<tr>
<td>(2.60, 2.65)</td>
<td>(−1.9, −1.7)</td>
<td>0.013 ± 0.007</td>
</tr>
<tr>
<td>(2.60, 2.65)</td>
<td>(−1.7, −1.5)</td>
<td>0.046 ± 0.011</td>
</tr>
<tr>
<td>(2.60, 2.65)</td>
<td>(−1.5, −1.3)</td>
<td>0.060 ± 0.009</td>
</tr>
<tr>
<td>(2.60, 2.65)</td>
<td>(−1.3, −1.1)</td>
<td>0.067 ± 0.008</td>
</tr>
<tr>
<td>(2.60, 2.65)</td>
<td>(−1.1, −0.9)</td>
<td>0.125 ± 0.013</td>
</tr>
<tr>
<td>(2.60, 2.65)</td>
<td>(−0.9, −0.7)</td>
<td>0.194 ± 0.017</td>
</tr>
<tr>
<td>(2.60, 2.65)</td>
<td>(−0.7, −0.5)</td>
<td>0.342 ± 0.024</td>
</tr>
<tr>
<td>(2.60, 2.65)</td>
<td>(−0.5, −0.3)</td>
<td>0.417 ± 0.033</td>
</tr>
<tr>
<td>(2.65, 2.75)</td>
<td>(−2.3, −2.1)</td>
<td>0.013 ± 0.003</td>
</tr>
<tr>
<td>(2.65, 2.75)</td>
<td>(−2.1, −1.9)</td>
<td>0.010 ± 0.003</td>
</tr>
<tr>
<td>(2.65, 2.75)</td>
<td>(−1.9, −1.7)</td>
<td>0.055 ± 0.006</td>
</tr>
</tbody>
</table>


