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ABSTRACT

A FREQUENCY DOMAIN DIGITAL SIGNAL PROCESSOR

FOR LASER VELOCIMETER SYSTEMS

Andreas Evangelos Savvakis
Old Dominion University, 1986

Director: Dr. Sharad V. Kanetkar

A new signal processor for laser velocimeter systems is

proposed. The proposed processor incorporates automat.ic

initialization, real time operation, and can efficiently

process input signals comprised of as low as 150 photons,

with mean oscillation frequency up to 100 MHZ, and input

turbulence from 0 to 20%. A bank of digital bandpass

filters is employed for the energy spectrum estimation of

the input signal. A deterministic model is developed to

describe the relationship between the filter output

energies and the input signal parameters. The input

frequency is estimated by linearly weighting the filter
output energies. A spline function approximation approach

is used to determine the coefficients that minimize the

mean squared error. The same approach is used to develop



an error model that evaluates the processor performance.

Simulation results demonstrated that the proposed processor

measures mean input frequencies with less than 0.5% average

error, and provides a minimum measure of turbulence between

0.2 and 0.5%. Compared to other currently existing systems

the frequency domain processor is found to be superior in

almost all cases.
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CHAPTER 1

INTRODUCTION

A laser Doppler velocimeter (LDV) is an

instrumentation system which measures velocities at points

inside a flow field. The LDV schematic diagram is shown in

Figure 1.1. An optical arrangement focuses laser light at

the control volume, the region where the flow velocity is

to be measured. Particles are injected in the flow via a

particle seeding mechanism. When a particle passes through

the control volume, it scatters the laser light that is

focused there. The scattered light contains a Doppler

shift in laser frequency due to the velocity of the

particle. Some of the scattered light is directed via

another lens arrangement to the cathode of a

photomultiplier tube. The output of the photomultiplier is

then processed by a signal processor which estimates the

Doppler frequency of the signal. The actual particle
velocity is a linear function of the Doppler frequency, and

can be easily determined once the Doppler frequency is

known.



Figure 1.1. LDV System.



LDV systems provide several advantages over

conventional mechanical probes, and they have been used for

a variety of applications. The primary advantage is that

the flow is not disturbed while measuring velocities,

because only the laser light is transmitted to the control

volume. In addition, laser light can be focused at a very

small volume, and a very good spatial resolution can be

achieved. Typical resolution is 20 to 100 micrometers,

which cannot be obtained by any other method. Another

advantage is that the LDV can operate in real time, and

velocity variations due to turbulence can be followed.

Finally a wide range of flow velocities can be measured,

from millimeter per second to supersonic. However, LDV

systems are not without disadvantages. The medium must be

transparent to allow optical access to the control volume.

Some mechanism of introducing particles in the flow is also

required. Finally the cost of the signal processing

systems increases for accurate processing of signals in

high noise and high turbulence environments.

The most important LDV signal processing systems are

the frequency tracker [1], [2], the high speed burst

counter [3], [4], [5], and the photon correlator [6] . None

of these systems takes full advantage of the digital signal

processing techniques available, and as a result they



exhibit a number of limitations. The frequency tracker

operation is dependent upon past measurements, and is

limited to low speed liquid flows. The high speed burst

counter is the best available instrument to date for gas

flow measurements. Its operation is independent of past

measurements, but it requires good signal-to-noise ratios.

In addition, the user should set filter parameters during

the system initialization. If the filter parameters are

not set properly the input signal can be significantly

attenuated, and large errors can result. The photon

correlator is used in situations of low visibility
signals. It cannot be used in real time, and it calculates

only first order statistics.

1. 1 ~ab
'

'he

objective of this thesis is to design a new LDV

signal processor which outperforms the existing

processors. The new processor should operate in real time,

independent of past measurements, and require no user

intervention during the initialization phase. Its

performance should not be significantly affected by

variations in input frequency, turbulence intensity, and

signal-to-noise ratio.



The proposed processor estimates the input frequency

from the frequency characteristics of the input signal,

thus it is named frequency domain processor (FDP). The

most important feature of the new processor is the use of a

bank of digital bandpass filters for the estimation of the

signal energy spectrum. The input frequency estimation is

based on a spline function approximation approach where the

mean squared error is minimized with respect to the

weighting coefficients. Nonlinear quantization is employed

for enhancement of the Doppler signal characteristics.

Automatic setup is accomplished by a variable sampling

clock whose rate is adjusted by a controller network for

efficient capture of the Doppler signals by the digital

filterbank.

1.2 Thesis Overview

Chapter 1 is an introduction. In Chapter 2 the

generation of the photomultiplier signal is described for

the differential Doppler opt.ical arrangement, and the

characteristics of the signal are examined. The existing

signal processing systems are reviewed, and the advantages

and limitations of each system are outlined. Then a

deterministic model for the proposed processor is

presented. The relationship between the input signal, and



the filter output energies is examined, and a procedure for

the normalization of the filter output energies is

suggested. The input frequency is estimated by linearly

weighting the 'filter output energies, and the mean squared

error of the approximation is minimized with respect to the

weighting coefficients.

The design of the proposed processor is presented in

Chapter 3. Two processing stages are identified. In the

first stage the input signal is amplified, sampled,

quantized, and captured in a long shift register. In the

second stage the captured signal is processed through the

digital f ilterbank, the filter output energies are

calculated, normalized, and linearly weighted for the input

frequency estimation. An error model was developed and

used for the evaluation of several filter sets.

The simulation testing of the frequency domain

processor is presented in Chapter 4. The results of the

mean input frequency estimation and the input turbulence

estimation are presented. The simulation results are

interpreted using the error model suggested in Chapter 3.

The processor performance is compared to the performance of

the high speed burst counter.

Chapter 5 includes concluding remarks, and some

suggestions for further work.



CHAPTER 2

BACKGROUND

LDV systems measure flow velocities by measuring the

Doppler shift of laser light scattered by particles

embedded in the flow. The first LDV system was

demonstrated in 1964 by Yeh and Cummins [7], who measured

Doppler shifts of laminar flow in water pipes. However,

the same principle has been utilized earlier by radar

systems in a much lower part of the electromagnetic

spectrum. The Doppler shifts which are observed in LDV

systems are very small, because the velocities that are

measured are much smaller than the velocity of light. As a

result, optical spectrometers cannot be used because they

do not provide the required resolution unless supersonic

velocities are involved. The optical arrangements which

are employed for measuring very small Doppler shifts

utilize the principle of heterodyning or beating, which has

been extensively used in radio communications. when two

frequencies are simultaneously input to a nonlinear dev'ce,

the output contains a component of their difference. The

most widely used optical method where this principle is



utilized is the dual beam or differential Doppler

technique.

2.1 The Differential Do ler 0 tical Arran ement

The differential Doppler optical arrangement is shown

in Figure 1.1. The laser light is divided in two beams of

equal intensity which are focused on the control volume.

The interference of the two laser beams forms a fringe

pattern inside the control volume as shown in Figure 2.1.

When a particle moves through the light and dark regions of

the fringe pattern, it scatters light whose intensity

varies in an oscillatory manner. A portion of the

scattered light is collected by the aperture lens, and it
is directed

photomultiplier.

to the photocathode surface of a

Light is scattered from both beams

simultaneously, and the resulting beat frequency is equal

to the difference of the Doppler shifts from two angles of

scattering given in [8] by

v
fD = — sin( —

) cos(8)
2

(2. 1)

where v is the velocity of the particle, 4 is the

wavelength of the laser light, 8 is the angle between the

laser beams, and 8 is the angle the direction of motion

makes with the normal to the bisector of the beams. The



Control volume

Figure 2.1 Control Volume



beat frequency is independent of the direction of

reception, therefore, a large aperture can be used for the

signal detection. Thus, most of the scattered light
contributes to the photomultiplier signal, and good signal

to noise ratios can be obtained, especially in situations

of low particle concentrations that occur in gas flows.

The photomultiplier converts the optical signal to an

electronic signal which consists of a collection of Poisson

distributed photo-electrons whose average occurrence rate

is proportional to the instantaneous light intensity at the

photocathode. For small intensities there is one photon

per response time of the photomultiplier. As the light

intensity at the photocathode increases, additional photon

arrivals within the photomultiplier's response time add

voltage to the output signal. The output signal quality

depends on the number of photons that are present per

response time of the photomultiplier. Two photomultiplier

signals are shown in Figure 2.2. They are composed of 300

and 1500 photons respectively. As the number of. photons

increases, the output signal approaches the ideal waveform

of Figure 2.3, and can be described by the expression

s(t) = Flexp(-a2t2) (1 + F2cos(2m ft+0)]

Flexp (-a2t2) + F1F2exp (- s t ) cos (2m f t+0 )

(2.2)



(b)

Figure 2.2. Signal bursts comprised of (a) 300 photons
(b) 1500 photons.



Figure 2.3. Ideal signal (a) Time characteristics
(b) Frequency characteristics.



The signal is composed of a Gaussian shaped low

frequency component, and a high frequency component which

contains the modulating Doppler frequency f. The low

frequency component is called pedestal function, and it is

a result of the laser beam intensity variation. Its
amplitude Fl depends on the laser power. The decay rate

of the pedestal function is controlled by a, a constant

that depends on the optical arrangement that is used. Zt

can be assumed that approximately 15 to 20 cycles of the

high frequency term are included in the time interval

between the points of the pedestal function that have

amplitude Flexp (-2) .

The high frequency component contains the modulating

frequency f with a uniformly distributed random phase

and has amplitude K where

K = F1F2 (2.3)

The ratio between the amplitudes of the high and low

frequency components is F2, and it is called visibility
ratio. F2 can take values between 0.5 and 1.0 depending

on the laser power, the particle size and position, and the

optics of the system. The modulating frequency f can be

assumed constant throughout the duration of a signal burst,

because the time that it takes a particle to cross the

fringe pattern is very small for any appreciable changes in



velocity to take place. However, different signal bursts

can have different velocities. Therefore, f must be

measured for each input signal burst. If f is determined,

the velocity of the particle can be found by multiplying f

with the fringe spacing distance.

From the above discussion it becomes apparent that the

objective of the LDv signal processors is to measure f.

The most important signal processing systems that have been

used for the measurement of f are presented in the next

section.

2.2 Si nal Processin S stems

LDV signal processors should cope with the signal

detection, signal corruption due to noise, a wide range of

input frequencies, and frequency variations due to

turbulence up to 20% from the mean. The most important

processors are the spectrum analyzer, the frequency

tracker, the high-speed burst counter, the analog

filterbank processor, and the photon correlator. These

systems vary in accuracy, processing speed, complexity of

operation, cost, range, and performance in high noise and

high turbulence environments. One of the major problems

encountered involves signal conditioning for the pedestal

removal. The pedestal function causes difficulty in the



Doppler frequency extraction, so the input signal is

highpass filtered before it is processed. The cutoff

frequency of the highpass filter is set by the operator,

and if not chosen properly, filtering can significantly

attenuate the Doppler signal in situations where the

Doppler frequency is low, or the turbulence is high. The

processing techniques of the existing processors are

outlined in the following paragraphs. For detailed

descriptions of these processing systems the reader is

referred to [9].

The spectrum analyzer is an instrument that has been

used for applications other than LDV, such as vibrations

and electronic testing. The block diagram of a spectrum

analyzer is shown in Figure 2.4(aI. The input signal has

frequency f, and it is mixed with the output of a variable

oscillator of frequency fo. The mixer output contains

the frequency fo+f, and is filtered through a bandpass

filter tuned to an intermediate frequency fi. The filter
output is rectified, and recorded or displayed. The signal

frequency is found by detecting the peak of the spectrum.

Zf the variable oscillator frequency is swept from fi to

fi+fr, the system can, detect frequencies from zero to

fr. The spectrum analyzer is easy to use, but it has

several limitations. The input signal is used



(b)

Figure 2.4. Block diagram of (a) Spectrum analyzer
(b) Frequency tracker.



inefficiently, because it is filtered through the tuned

filter for a small part of the sweep time. In addition,

the spectrum analyzer cannot be used in real time, because

it must sweep many times through its range to obtain a

spectrum that has a high confidence level. In situations

of turbulent flow the instrument response is not fast

enough to follow the frequency fluctuations. Therefore,

the use of the spectrum analyzer is limited to laminar

flow. Finally extraction of the mean frequency from the

plotted data is time consuming, and often does not provide

high accuracy.

The frequency tracker is a device that overcomes some

of the limitations of the spectrum analyzer. Its block

diagram is shown in Figure 2.4(b). The operation of the

frequency tracker is based on the same principle used in

radio reception of frequency modulated signals. The input

signal is again mixed with the variable oscillator

frequency. The mixer output is passed through an

intermediate frequency filter, whose output is applied to a

frequency discriminator. The discriminator output is used

to control the frequency of the variable oscillator. This

way the system remains in lock with the signal frequency.

The major limitation of the frequency tracker is the

requirement that a signal must be present at least one



percent of the time, otherwise the system drifts out of

control. That restricts the use of the device to low speed

liquid flows where suffici.ent particle concentration can be

achieved. In addition, there is dependence upon past

measurement history, which limits the changes in Doppler

frequency that can be handled.

The signal processing system that is primarily used in

gas flow measurements is the high-speed burst counter. The

counter is triggered at some particular threshold voltage,

and approximately ten cycles are counted. The time

duration of these ten cycles is determined by counting the

number of cycles of a fast clock during that time

interval. Once the time duration of ten cycles is

determined, the period of the Doppler frequency can be

calculated. The counter measures the Doppler frequency of

each signal burst independently, and allows large standard

deviations from the mean frequency. Its major limitations

are that it requires a good signal to noise ratio of at

least 15 db, and it has a minimum measure of turbulence

intensity around 0.54 due to time quantization. In

addition, the input signal should be bandpassed through

filters whose parameters must be set by the user. If the

input filters are not set properly, large errors could

result.



Another signal processing system is the analog

filterbank processor [10] . It employs a bank of 50 analog

bandpass filters which span the frequency range from 0.6 to

6.0 NHz. Successive filters overlap at the 3 db point.

The output of each filter is monitored in real time, and an

estimate of the Doppler frequency is obtained from the

filter with the largest response. The filterbank is very

efficient in processing signals that have low signal to

noise ratio, but it does not provide good accuracy, and it
has a limited range.

The photon correlator is used in situations where the

scattered light intensity is very low. For such low light

intensities there are not enough photoelectrons arriving at

the cathode to produce continuous current, and the

resulting waveform consists of individual pulses, each

pulse corresponding to the arrival of a photoelectron at

the cathode. There is greater probability of photon

detection when the particle crosses the bright area of the

fringes, than when it crosses the dark area of the

fringes. Therefore, the signal will exhibit a s'nusoidal

rate of photon arrival at the cathode, due to the

corresponding intensity variation at the scattering

volume. The input frequency can consequently be obtained

by measuring the autocorrelation function of the arriving



20

photons. The photon correlator requires an appreciable

amount of computations for the autocorrelation function,

and it cannot be used in real time. In addition, it can

only calculate the mean of the input frequencies, it. can

measure only low frequencies, and it is sensitive to

interference from light scattered from walls.

In this section the most important LDV signal

processing systems have been discussed, and the advantages

and limitations of each have been outlined. The existing

systems utilize either analog processing techniques or time

domain analysis, and do not take advantage of the frequency

domain digital signal processing techniques available

today. The frequency domain processor is proposed in this

thesis with the intent to combine frequency domain analysis

and modern digital signal processing technology. The

processor modeling is developed in the next section, and

the processor design is presented in Chapter 3.

2.3 Desi n A roach

During the course of this research two different

algorithms were developed for the estimation of the input

frequency. In both cases the estimation is based on the

frequency characteristics of the input signal. 'The input

frequency is determined from the peak of the output signal



spectrum shown in Figure 2.3(b). The signal spectrum can

be computed directly using discrete Fourier transform

methods. However, the Fast Fourier transform (FFT)

computation is time consuming, and it provides the whole

spectrum, while only a small part of the spectrum is

needed. It is possible to compute just a few points of the

Fourier transform using the Goertzel algorithm [11], but

for large frequency fluctuations due to turbulence these

points cannot be determined a priori. Another potential

problem is that the FFT results are sensitive to input

noise, and this could lead to large errors in the

estimation of the peak.

Instead of computing the signal magnitude spectrum via

the discrete Fourier transform, it is possible to estimate

the signal energy spectrum using a bank of parallel

bandpass filters. By Parseval's theorem the output energy

of each filter can be computed in the time domain by

squaring and adding the terms of the filter output sequence

The filter output energies are used as an

approximation to the signal energy spectrum at the filter
center frequencies. The primary advantage of the digital
filterbank approach stems from the fact that the design of

digital filters is based on normalized frequency, and the

same filter coefficients can be used to pass different
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input frequencies by changing the sampling rate.

Therefore, the digital filterbank processor can adapt to

different input frequencies simply by adjusting the

sampling rate. Another advantage of the digital filterbank

approach is that digital filtering requires a small number

of computations which can be pipelined by decomposing the

filter in cascaded sections. Furthermore, the computations

for each filter of the filterbank are performed in parallel
to reduce the processing time.

2.3.1 Model

After it was decided that the input signal would be

processed through the digital filterbank, a model was

needed, which could describe the relationship between the

output filter energies and the input signal

characteristics. It is known that an input frequency f is

mapped in the normalized frequency domain on to x, such

that

x = f ~ fs (2.4)

where fs is the sampling frequency. If x is within the

filterbank range, the filter output energies will assume

certain nonzero values. The filter output energies as a

function of x can be thought of as the system transfer

characteristics, called energy transfer characteristics
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(ETCs) . The ETC of the ith filter is denoted by Pi (x) .

The ETCs will be used for the estimation of the input

frequency, therefore it is important to determine their

functional dependence on the input signal parameters. As

mentioned earlier, the Pi's primarily depend on x. Their

value also depends on K, the amplitude of the high

frequency component of the input signal given by (2.3).

Thus the functional dependence of the ETCs can be expressed

as Pi (x, K) . Finally the Pi ' depend on the input

noise. For simplicity in the analysis it was assumed that

the input noise is additive and uncorrelated to the

signal. Therefore, the presence of noise at the input can

be modeled as an additive component to the output filter
energies [13] . Since the level of the input noise depends

on the number of photons np which comprise the input

signal, the additive noise component PN can be expressed

as a function of np. Thus,

Pi = Pi (x,K) + PN(np) (2. 5)

The fact that the Pi's depend on parameters other

than the input frequency suggests that some normalization

procedure should be employed before using them or the

input frequency estimation. Ideally the Pi's could be

normalized by subtracting the noise componen't Pg&(np)

and then dividing by Sh, the total energy of the high
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frequency component of the input signal. In practice

however, neither PN or Sh are available. Therefore,

some estimate of these two quantities will be used for the

processor implementation. The way these estimates are

obtained depends on the particular design used, and will be

discussed in the next chapter.

2.3.2 Curvefittin Al orithm

The first approach in estimating the input freouency

from the peak of the output spectrum was developed in

cooperation with J. Meyers of N.A.S.A. Langley Research

Center. Based on the assumption that the energy captured

in each bandpass filter approximates the value of the

energy spectrum curve at the center frequency of the

filter, several points of the energy spectrum curve are

obtained from the output energies of the filterbank

filters. These points can be used to obtain an

approximation of the energy spectrum by curvefitting the

best polynomial function through them. The input frequency

is estimated by finding the peak of the curvefitting

polynomial. The major limitation of this model is that as

the filter bandwidths become large with respect to the

Doppler signal bandwidth, the signal energy is contained in

only one or two filters, and the remaining filters capture
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energy due to noise. This results in a crude and

inaccurate curvefit. It is therefore essential to develop

a second more effective model. Meyers developed an

approach which combined the use of the curvefitting

algorithm with a narrow filter set for low turbulence

intensities, and the use of counting techniques at the

filter output sequence for high turbulence intensities

[14], [15]. In this thesis a different approach is taken.

The foundations for this approach are presented next.

2.3.3 Linear A roximation Al orithm

In the second model the problem of estimating the

input frequency from the output energies of the bandpass

filters is viewed as a linear approximation problem. The

input frequency which is not an observable is approximated

by linearly weighting the filter energies which are

observable. The weighting coefficients that minimize the

mean squared error are determined as follows. Let the

input frequency be xl, and its approximation be xl*.

Then

k
xl = g ai Ri (xl)

1=1
(2. 6)

where ai is a real weighting coefficient, and Ri is the
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ETC of the ith filter normalized as suggested in Section

2.3.1. The error in the estimation of the frequency xl

is

el = xj xl * (2.7)

If the approximation is performed over the interval a&x&b,

the normalized filter ETCs can be viewed as spline

functions which are linearly weighted to approximate x in

(a,b) [16]. Then

k
x* = 7 ai R (x)

i~1
a&x&b (2. 8)

The mean squared error in (a,b) is

1 rb
E = —

j
(x-x*) 2 dx

b-a a
(2.9)

Given the functions Ri(x) it is possible to minimize the

mean squared error E with respect to the coefficients ai.
The minimization procedure is included in Appendix A, where

the matrix equation (A.l) is derived. This equation is

rewritten here as

or

CA= B
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If the matrix C is invertible, it is possible to solve for

the coefficient matrix A as follows:

A = C 1 B (2.11)

Once the coefficients ai are determined, the input

frequency is estimated from (2.8).

2.3.4 Section Summa

In this section two models that can be used for the

estimation of the input Doppler frequency were presented.

In the first model the input energy spectrum was

approximated by a polynomial function which was curvefitted

over the filter output energies. The Doppler frequency was

determined from the peak of the approximated spectrum. In

the second model the Doppler frequency was estimated by

linearly weighting the filter output energies. The

weighting coefficients were chosen such that the mean

squared error of the approximation is minimized. The

functional dependence between the ETCs and the input

parameters was also examined, and an appropriate

normalization procedure was suggested. The processor

design and an error model for the design evaluation are

presented in the next chapter.



CHAPTER 3

DESIGN

After taking into account the limitations of the

existing LDV processors, the goal of this work was to

design a new LDV processor that satisfies the following

specifications:

1. Operation should be in real time with a throughout
of 1000 particles per second.

2. The processor must operate automatically without
user intervention.

3. The device must be accurate yielding average errors
less than half percent.

4. Frequency variations due to turbulence should be
allowed, for turbulence intensities up to 20%.

5. Signals with as low as 150 photons per burst should
be efficiently processed.

6. Wide range of operation is required for mean input
frequencies from 1 to 100 MHz.

7. Intermittent signals occurring in gas flows should
be processed without difficulty.

The block diagram of the proposed processor is shown

in Figure 3.1. The flowchart of the processor functions is

shown in Figure 3.2. The processing of each input burst is

carried out in two stages. In the first stage the waveform
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Figure 3.1. FOP block diagram.
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Figure 3.2. FDP processing functions.



is amplified to a constant level, it is sampled, and

quantized. The quantized signal is shifted through a long

shift register until the Doppler burst is detected and

captured. The second stage of the processing begins after
the Doppler signal has been captured. The shift register
contents are processed through the bank of parallel

bandpass filters. The output energies of the filters are

calculated and used for the estimation of the input

frequency. The sampling clock rate is set during the

processor initialization at the value which maps the mean

input frequency at the center of the filterbank. The clock

setup procedure is automatic, and it is performed by the

controller network. Each processing stage will be

described in further detail in the following paragraphs.

3.1 First Processin Sta e

The processing in the first stage is independent of

the frequency estimation algorithm employed. At first the

input waveform is amplified by an automatic gain controller

network (AGC). The initial AGC gain is set manually by the

operator to a value that is a power of two i.e. 1, 2, 4, 8,

16 etc. As the input signal bursts are processed, the gain

is adjusted through a feedback network depending on the

number of times that the captured signal exceeds the
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highest quantization level. The gain is adjusted in small

increments, so that its value does not change drastically

due to few waveforms. If the required gain is above twice

the manual gain or below half the manual gain, front panel

lights are lit to indicate that the the manual gain should

be adjusted. Completely automatic gain control is not

employed to avoid noise amplification to levels that could

be interpreted as signal.

After the input waveform has been amplified, it is

sampled and quantized by a two bit analog to digital

converter (ADC). Nonlinear rather than linear quantization

is employed to compensate for the effect of the pedestal

function. This way the highpass filtering of the input

waveform is not necessary, and the problems that can be

caused by it are eliminated. The ADC quantization levels

should be chosen such that the quantized signal retains the

frequency characteristics of the unquantized waveform.

Thus it is desirable that each cycle of the waveform

crosses at least one quantization level. The lowest

quantization level should be placed as low as possible to

include the maximum number of wavef orm cycles in the

quantized signal. However, it cannot be placed at a very

small value, because noise would cross it and would be

interpreted as signal. The voltage level of individual
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photons is 0.05 volts, so the lowest quantization level is

chosen at 0.1 volts. The highest quantization level is

placed at 0.4 volts at half the photomultiplier saturation

voltage. The position of the middle quantization level is

not crucial, and it is placed at 0.2 volts. ADC's with

three and four bit quantization were also considered. The

simulation results indicated that the increase in accuracy

which resulted was not significant. Therefore, it was

decided to use a two bit ADC resulting in less hardware.

The quantized waveform is not directly processed

through the filterbank, because the input signal bursts are

not present at all times. Each signal burst is first
detected and captured in a 256 bit shift register. As the

quantized signal is shifted through the shift register, a

signal integration circuit computes the integral of the

shift register contents. Since the signal amplitude takes

on only positive values, the integral of the shift register

contents can be easily computed, and it provides a measure

of the size of the captured signal. The signal burst is

detected when the value of the integral crosses some

threshold. Then the contents of the shift register are

shifted 64 times to ensure that the signal burst is

centered, and they are parallel loaded in temporary

registers in order to be processed through the filterbank.
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This way only the portion of the input data that contains

useful information is processed, which results in an

increase of the processor efficiency. Shift register

lengths of 128, 256, and 512 bits were tested in the

simulation program. Larger shift registers require higher

sampling rates to fill up the same portion. This yields

higher resolution in the waveform representation, and

provides more accuracy. However, the 256 bit shift

register was preferred over the 512 bit shift register to

relax the sampling rate requirements, and to reduce the

processing time.

3.2 Second Processin Sta e

The second processing stage begins by processing the

shift register contents through the digital filterbank.

The design of the filters is governed by the design

objectives, the frequency estimation algorithm, and the

projected processor cost. An error model based on the

filter ETCs was developed, and it was used for the

evaluation of the filter design. The filter coefficients

were obtained using the Atlanta Signal Processors Digital

Filter Design Package [16].

The design objectives require that mean input

frequencies up to 100 MHz should be processed accurately.
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For a maximum sampling frequency of 1 GHz the maximum

frequency of 100 MHz is mapped at 0.1 f/fs. Thus the

center frequency of the middle filter is placed at 0.1

f/fs. Another design requirement is that turbulence

intensities up to 20% should be handled. Therefore, the

filterbank should pass frequencies within almost three

standard deviations above and below the mean frequency.

The number of filters that is used to span this range

depends on the required accuracy and the projected

processor cost. As the number of filters increases, the

accuracy improves, and the cost increases. A reasonable

compromise between the two conflicting requirements is the

use of seven filters, because five filters do not provide

the required accuracy, and nine filters increase the

processor cost beyond the desirable limit. The center

filter is placed at 0.1 f/fs, and the others are placed

at 20, 40, and 60$ above and below the center. Thus the

center frequencies of the seven filters are at 0.04, 0.06,

0.08, 0.10, 0.12, 0.14, and 0.16 f/fs.
The number of filters that are linearly weighted for

the frequency estimation depends on the filter separation.

The larger that the filter separa.tion becomes, the fewer

filters contain information about the signal spectrum. Zn

the case of the filter positioning suggested above, at most
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three filters contain signal energy, and the remaining

contain energy due to noise. Thus it was decided to use

three filters for the frequency estimation, because more

filters would not provide any more information about the

input signal. The three filters that are chosen are the

one with maximum energy, and the two filters that are next

to it.
The type, order, and bandwidth of the filters are

chosen to best suit the algorithm that is used for the

input frequency estimation. In the estimation algorithm

based on the linear approximation model it is required that

the ETCs, which are viewed as spline functions, be smooth

functions. Thus Butterworth filters are used, because they

exhibit smooth, monotonic characteristics in the passband.

Although the spline functions should be smooth, they should

not be flat, so that different input frequencies can be

detected from the filter output. The flatness of the

filter characteristics in the passband was reduced by

allowing a large deviation from unity in the passband. It
should be noted that only in the case of Butterworth

filters this is possible, because they are monotonic in the

passband. It is also desirable to minimize the energy

capture in the filters that are positioned away from the

input frequency. Thus high filter orders are desirable, so
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that the frequencies outside the passband are greatly

attenuated. However, as the order of the f ilters
increases, it becomes more difficult and more expensive to

implement them. It was decided to use 8th order filters,
because they provide sufficient attenuation outside the

passband, and they can be implemented in real time by

decomposing them in second order cascaded sections.

Finally some overlap between the filter passbands is

desirable, so that more than one of the filter energies

contain information about the input signal. The amount of

overlap was determined from the system error model which is

presented next.

3.3 Error Model

The system error model was developed so that the

system performance can be evaluated for any given set of

filters. Once a particular set of filters is chosen, the

system ETCs described by (2.5) should be obtained. After

the ETCs have been obtained, it is possible to compute the

coefficients which minimize the mean squared error by

solving the matrix Equation (2.10). Each ETC was obtained

by averaging the corresponding filter output energies over

30 consecutive inputs, each comprised of 750 photons. The

input frequency was varied from 0.04 to 0.16 f/fs to



38

obtain the filter ETCs for the filterbank range. The ETCs

that are obtained should be normalized by subtracting the

noise component PN, and dividing by Sh, the total
energy of the signal high frequency component, as suggested

in Section 2.3.1. The noise component is not known, and

has to be estimated. For simplicity PN is set equal to

the minimum filter energy by assuming that the minimum

filter energy is exclusively due to noise. The same level

of noise is assumed in all of the filters, therefore the

smallest output energy is subtracted from all the filter
energies. The energy of the signal high frequency

component is also unknown. It is assumed that it is equal

to the sum of three filter energies, the maximum filter
energy and the energies of the two filters next to it.
This approximation is crude due to the amount of overlap in

the filters. It works however, because the amount of

overlap between the filters is the same in all cases.

Thus,

Pi Pmin
Ri

max — 1 min) (Pmax min) " (Pmax+1 Pmin)
(3.1)

The normalized filter ETCs are the saline functions

Ri(x), which will be linearly weighted in order to

estimate the input frequency. The weighting coefficients
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which minimize the mean squared error of the approximation

are obtained by solving the system of Equations (2.10).

Three spline functions were weighted, the one with maximum

value and the two from the filters next to it. The

computer program MSE which is listed in Appendix B was used

for the calculation of the weighting coefficients. The

weighting coefficients are computed once for a particular

set of filters, and they can be used for the input

frequency estimation during the real time operation of the

processor. The error between the input frequency and its
estimation was plotted as a function of frequency, and it
was used for the evaluation of each set of filters. The

best error function was obtained for the filter set with

passbands overlapping by 40%. The error functions that

were obtained for filters with 20, 40, and 60% overlap are

shown in Figure 3.3.

One further step was taken in improving the spline

function characteristics, so that the error function is

improved. The filters are designed close to the lower end

of the normalized spectrum, and their frequency response

characteristics are not symmetric in the interval of the

approximation. The filter responses can be made more

symmetric by slightly extending the passband at the lower

end. The frequency responses of one filter with
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nonsymmetric response and one f il ter with symmetric

response are shown in Figure 3.4. The resulting error

functions are shown in Figure 3.5. The filter set with

symmetric frequency responses provides a slight improvement

in the error function and is preferred. This error

function has the desirable characteristic of being

symmetric around zero, thus it shows no bias. It is

therefore expected that if the input frequencies are mapped

throughout the filterbank range, the average error will be

close to zero. In addition the average error at any

frequency should not exceed the magnitude of the error

function, which is less than 1%.

In order to better illustrate the design procedure the

frequency response of the three middle filters is shown in

Figure 3.6. The ETCs for these three filters are also

shown in Figure 3.6. Note that the ETCs are not as smooth

as the frequency responses of the filters even after
averaging the filter output energies of 30 consecutive

input bursts. The ETCs do not assume zero values if the

input frequency lies outside the filter passbands due to

the noise energy captured. Finally the normalized ETCs

which are the spline functions used in the linear

approximation are shown in Figure 3.6. It is interesting

to notice that the spline functions resemble triangular
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functions, which is the ideal shape for spline functions

used in approximations of this type [18]. Finally the

procedure of the frequency estimation from the filter
output energies is illustrated in the flowchart of Figure

3.7.

Although the error function of the wide filters is

good, in cases where the input turbulence is not very high

the range that the wide filters provide is not necessary.

A better error function can be obtained if a narrow set of

filters is used in situations where the turbulence is below

The filters are again chosen as 8th order Butterworth

with a large passband ripple and 40% overlap of their

passbands. Nine filters were used at center frequencies of

0.068, 0.076, 0.084, 0.092, 0.100, 0.108, 0.116, 0.124, and

0.132 f/fs, which form three filter sets with seven

filters in each set. One filter set is chosen for a given

run depending on the mean normalized input freouency. The

error function that was obtained from this filter set is

shown in Figure 3.5. This error function provides a

significant improvement over the error function of the wide

filter set.

The efficient application of the linear estimation

algorithm heavily relies on the correct identification of

the peak. In cases of high turbulence and low
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Figure 3.7. Frequency estimation procedure.
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signal-to-noise ratio it is not always easy to correctly

identify the peak. To avoid identification of the wrong

peak that could lead to large errors, some degree of

intelligence was built in the peak identification

procedure, so that data points that could provide erroneous

estimation are excluded. If the maximum filter energy was

at the first or last filter of the filterbank, the input

frequency was assumed to be outside the filterbank range,

because the energies at both the filters around, the maximum

cannot be obtained. If the maximum filter energy is less

than 30% of the total energy contained in the filters, the

data is not processed, because the peak is not sufficiently

large to indicate that a signal burst is capturec'n the

shift register. Finally if the second largest energy does

not occur at a filter next to the filter with maximum

energy, the data is rejected as unreliable, because there

are two peaks in the spectrum.

3.4 S stem Initialization
Before starting to actually measure input frequencies,

the processor must be initial'zed. During the system

initialization the sampling clock value is set, and it is

decided whether the wide filter set or one of the narrow

filter sets will be used.
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The clock initialization procedure is shown in the

flowchart of Figure 3.8, and can be performed automatically

by the controller network. The sampling frequency fs
should be chosen such that the mean input frequency F is

mapped at the center of the filterbank. This way the

system would be able to process signals with the largest

possible variation in frequency above or below the mean.

The clock setup is accomplished by setting fs at a very

large value, and gradually decreasing it until F is mapped

at the middle filter. Large sampling rates are desirable

to provide a better representation, of the signal burst,

however there is a limit to the hardware speed of

operation. Thus the maximum clock frequency is chosen at 1

GHz. At first for every particle that is processed the

output energies are examined. If the maximum energy is

less than 30% of the sum of all the filter energies, or if
the maximum energy occurs at a filter below the middle one,

the clock value is decreased to 0.8 of its value. Yihen the

maximum energy is at or above the middle filter, an

estimate of the mean frequency is obtained, from 10

particles. If the mean normalized frequency is mappec,

between 0.085 and 0.115 f/fs, the clock value is fixed.

If it is below O.OS5, the clock value is decreased to O.S

its value. If it is above 0. 115, the clock ~slue is
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Figure 3.8. Clock initialization.



increased to 1.25 its value. These frequency differentials
were chosen because they are easy to implement using three

crystals and divide by two circuitry. If the clock

frequency required is below 0.1 MHz, it is assumed that the

correct sampling frequency was missed, and the clock is

reinitialized to 1 GHz.

After the sampling clock has been fixed, the choice of

a filter set is made after processing 30 particles through

the wide filters. The mean normalized frequency and

standard deviation for the 30 particles are computed. If

the standard deviation is above 5%, the processing is

performed through the wide filters. If the standard

deviation is less than 5%, the narrow filter set is used.

The mean normalized frequency is used for the choice of the

narrow filter set. The procedure for the filter set choice

is shown in the flowchart of Figure 3.9, and it is also

performed automatically by the controller network.

3.4 ~3

In this chapter the frequency domain processer design

was presented. Two stages were identified for the

processing of each signal burst. In the first stage the

input waveform is amplified through an AGC network. Then

it is quantized through a two bit ADC with nonlinear



Figure 3.9. Choice of filter set.
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spacing in the quantization levels for better

representation of the frequency characteristics of the

signal burst. The quantized signal is shifted through a

256 bit shift register until the signal burst is detected.

The burst detection is accomplished when the integral of

the shift register contents exceed some threshold. The

second stage begins by processing the shift register

contents through the digital filterbank. Two sets of

filters are used, one wide set for turbulence more than 5%,

and one narrow set for turbulence less than 5%. The

filters were chosen as 8th order Butterworth with large

passband ripple. The filter output energies are normalized

by subtracting the minimum filter energy which is assumed

to be the noise component, and dividing by the sum of the

maximum filter energy and the energies of the filters next

to it. After being normalized, these three energies are

linearly weighted for the input frequency estimation. The

weighting coefficients are chosen such that the mean

squared error of the approximation is minimized. The

system initialization is accomplished automatically by

adjusting the sampling clock to the value that maps the

mean input frequency at the center of the filterbank, and

choosing the appropriate filter set. The processor

performance was evaluated via simulation. The results are

presented in the next chapter.



CHAPTER 4

SIMULATION AND RESULTS

In this chapter the results obtained from the

simulation testing of the frequency domain processor are

presented. The simulation testing was performed for

various input frequencies, turbulence intensities, and

numbers of photons per signal burst. The results

demonstrate that the proposed processor meets the design

objectives, and outperforms the high speed burst counter.

4.1 Simulation Pro ram

The simulation program FDP, listed in Appendix C, was

used for the processor evaluation throughout the course of

the processor design. The simulated processor functions

are shown in the flowchart of Figure 3.2. The

photomultiplier signal burst is generated via Poisson shot

noise models f19l. The program for the generation of the

photomultiplier signal was made available by J. Meyers of

N.A.S.A. Langley Research Center. Each signal burst is

amplified through the AGC network, sampled, and quantized.

Then it is processed through the digital filterbank, and

53
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the output energies of the filters are calculated. The

filter energies are normalized and linearly weighted for

the input frequency estimation as shown in the flowchart of

Figure 3.7. The sampling clock value is set at the

beginning of the program as shown in the flowchart of

Figure 3.8. The choice of the appropriate filter set is
made after the clock has been fixed according to the

flowchart of Figure 3.9. Once the clock has been fixed and

the filter set has been chosen, the frequency estimation

begins. The error between the input frequency and the

estimated frequency is calculated for every signal burst.

The error statistics are calculated based on 100

particles. The input and estimated turbulence intensities
are also calculated and compared. The simulation results

are presented in the following section.

4.2 Results

The parameters varied during the simulation testing

are the input frequency, the input turbulence intensity,

and the number of photons per signal burst. The input

frequency range is from one to 100 MHz. The input

turbulence varies from zero to 20% from the mean. The

number of photons per burst can vary between 150 to 3000

photons. Since it is impossible to provide data for every



possible case, the following set for data is presented,

which is believed to be sufficient for the evaluation of

the processor performance. The simulation testing was

performed for mean input frequencies of 5, 25 and 100 MHz.

The input turbulence was varied from 0 to 20% for signals

comprised of 1500 photons (good signal to noise ratio) and

300 photons (poor signal to noise ratio). The number of

photons per signal burst was varied from 150 to 3000 for

zero input turbulence.

4.2.1 Mean Fre uenc Estimation

During the estimation of the mean input frequency both

the average percent error and the standard deviation of the

error were calculated. Zn the graphs to be presented the

results are represented by small circles. The solid lines

connect the data points to show the trends of the processor

performance, and do not convey any other meaning.

The average percent error in the estimation of the

input frequency is shown in Figure 4.1 as a function of

photons per burst at zero input turbulence. Zn all cases

the average error does not exceed 0.3%, and it is less than

0.1% for signals comprised of 300 photons or more. The

average percent error is very small and does not show any

bias. These results are due to the fact that the error
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function of the narrow filter set shown in Figure 3.5 is

unbiased and has very small amplitude.

The standard deviation of the error as a function of

photons per buzst is shown in Figure 4.2. The standard

deviation of the error decreases as the number of photons

per burst increases. This demonstrates that the system

performance depends on the level of the input noise. The

results show that the standard deviation of the error is

below 0.3% for signals comprised of 750 photons or more,

and it shows a slight improvement as the number of photons

per burst increases.

The percent error in the estimation of the mean input

frequency was also examined as a function of input

turbulence for signal bursts comprised of 300 and 1500

photons. The average percent error as a function of

turbulence is shown in Figure 4.3 for 1500 photons per

burst. The error remains below 0.3% for input turbulence

intensities up to 15%. When the input turbulence is above

15% the processor does not estimate the mean input

frequency with the same consistency and the error can be as

high as 0.5%. This happens because at high input

turbulence the processor operates close to the limits of

its range where its performance is not as good.
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The standard deviation of the error as a function of

input turbulence is shown in Figure 4.4 for signal bursts

comprised of 1500 photons. As the turbulence intensity

increases above 5% the wide filters are used for the

processing. Note that for input turbulence higher than 5%,

the standard deviation of the error increases, because the

wide filters provide an error function of greater magnitude

as shown in Figure 3.5. Note that for the case of average

error the effect of transition from narrow to wide filters
is not as apparent, because the error function of the wide

filters is symmetric, and although the errors are larger in

magnitude they average out.

The average percent error and the standard deviation

of the error as a function of input turbulence for 300

photons per burst are shown in Figures 4.5 and 4.6

respectively. These results are not as good as in the case

of 1500 photons per burst, but they follow the same trends

that were discussed in the previous paragraphs. This is

expected, because as shown in Figures 4.1 and 4.2 the

average error and the standard deviation of the error

increase as the number of photons per burst decreases.

At this point it is appropriate to compare the

frequency domain processor performance in estimating the

mean input frequency with that of the high speed burst
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Figure 4.4 Error standard deviation vs input turbulence at 1500 photons per burst.
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Figure 4.5. Average percent error vs input turbulence at 300 photons per burst.
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Figure 4 6. Error standard deviation vs input turbulence at 300 photons per burst.
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counter. The performance characteristics of the high speed

burst counter were obtained through personal conversation

with J. Meyers. At zero input turbulence the high speed

burst counter yields at best an average error around 0.3%

with a standard deviation of 0.5%. At zero input

turbulence the frequency domain processor yields an average

error less than 0.2%, and a standard deviation of the error

around 0.3%. When the input turbulence varies, the counter

yields an average error between 0.5% and 0.6%. The

frequency domain processor yields an average error less

than 0.3% if the input turbulence is less than 15%, and

0.5% if the input turbulence is above 15%. As the input

turbulence is varied the standard deviation of the error

that the counter provides is between 0.5% and 0.6% for

signals comprised of 1500 photons, but increases up to 5%

at high turbulence for signals comprised of 300 photons.

When the turbulence is below 5% the frequency domain

processor yields standard deviation of the error around

0.3% for signals comprised of 1500 photons and 0.5% for

signals comprised of 300 photons. When the turbulence is

above 5% the standard deviation of the error increases to

around 1% for 1500 photon signals and 1.5% for 300 photon

signals
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The above discussion of the errors in the mean

frequency estimation shows that the frequency domain

processor is superior to the counter in almost all cases.

4.2.2 Turbulence Estimation

The next phase of the testing involved the measurement

of turbulence for signal bursts comprised of 300 and 1500

photons. In the graphs to be presented the data points are

represented by small circles. The solid line represents

the ideal measurements where the measured turbulence is

equal to the input turbulence, and will be compared to the

data obtained from the processor simulation.

The measured turbulence is shown as a function of

input turbulence in Figure 4.7 for signal bursts comprised

of 1500 photons. The part of the graph for turbulence

intensities up to 5% is shown in Figure 4.8. This graph

illustrates that the frequency domain processor has a

minimum measure of turbulence intensity around 0.2%.

The relationship between measured and input turbulence

intensity is shown in Figure 4.9 and 4.10 for signals

comprised of 300 photons. In this case the minimum measure

of turbulence is around 0.5%, and for higher turbulence

intensi.ties there i,s not significant degradatior of

performance.
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Figure 4 7. Ffeasured turbulence vs input turbulence at 1500 photons per burst.
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Figure 4.9. Neasured turbulence vs input turbulence at 300 photons per burst.
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The turbulence estimation results of the frequency

domain processor are now compared with the high speed burst

counter results. The counter has a minimum measure of

turbulence around 0.5% when the signals are comprised of

1500 photons per burst. The counter performance depends on

the value of the input frequency, and for higher input

frequencies its performance becomes worse, because the time

quantization of the counter clock becomes more significant

with respect to the measured frequency. The frequency

domain processor provides a minimum measure of turbulence

around 0.2% independent of the input frequency. When the

signals are comprised of 300 photons the counter shows a

minimum measure of turbulence around 0.7% while the

frequency domain processor minimum measure of turbulence is

around 0.5%. In addition the frequency domain processor

measures turbulence more accurately for low photon counts.

4.3 ~S

In this chapter the simulation results were presented

and used for the evaluation of the frequency domain signal

processor. The frequency domain processor yielded an

average error around 0.1 to 0.2% at zero input turbulence

when the number of photons per burst was varied from 150 to

3000. The standard deviation of the error was less than



0.3% for signals comprised of 750 photons or more. The

average error was less than 0.5% when the input turbulence

was varied from zero to 20%. The standard deviation of the

error depended on the level of the input turbulence. When

the input turbulence was below 5%, the standard deviation

of the error was around 0.2 to 0.5% depending on the number

of photons per signal burst. When the input turbulence was

above five percent, the standard deviation of the error

increased to values from 0.7 to 1.5% depending on the

amount of turbulence and the number of photons per burst.

The results also demonstrated that the frequency domain

processor can measure the input turbulence very

accurately. The processor minimum measure of turbulence is

0.2% for signals comprised of 1500 photons per burst, and

0.5% for signals comprised of 300 photons per burst. The

above results are independent of the input frequency. The

comparison between the frequency domain processor and the

high speed burst counter shows that the frequency domain

processor outperforms the counter in almost all cases,

especially when the signal to noise ratio is low.



CHAPTER 5

CONCLUSIONS

5.1 Remarks

The goal of this research was to design a new signal

processor for laser velocimeter systems. The design

objectives required automatic setup procedures, real time

operation, and good accuracy for input frequencies up to

100 MHz, turbulence intensities from 0 to 20%, for signals

comprised of as low as 150 photons per burst.

The proposed processor employs a digital filterbank

for the estimation of the energy spectrum of the input

signal. The normalized output filter energies as a

function of frequency are viewed as spline functions that

are linearly weighted to estimate the input frequency. The

frequency estimation is accomplished by linearly weighting

the maximum filter energy and the energies of the two

filters next to it. The mean squared error of the

estimation is minimized with respect to the weighting

coefficients. Two filter sets are employed, a wide set for

turbulence intensities higher than 5%, and a narrow set for

turbulence intensities less than 5%. Other features of the

72
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processor include nonlinear quantization of the input

waveform for efficient capture of the Doppler frequency,

and capture of the signal burst in a 256 shift register for

efficient processing of the input data. During the

processor initialization the sampling clock is adjusted to

the value that maps the mean input frequency at the center

of the filterbank. Then the narrow or the wide filter set

is chosen for the processing depending on the input

turbulence level.

The processor performance was tested via the simulation

program FDP. The simulation results demonstrate that the

proposed processor meets the design objectives. The

frequency domain processor performance is found superior to

that of the high speed burst counter, the best available

processing system to date. The results show that for low

turbulence intensities the average error in the estimation

of the mean input frequency is less than 0.2% even for

signals with as low as 150 photons per burst. For high

turbulence the average error is below 0.5%. The standard

deviation of the error is betweer. 0.3 and 0.54 for input

turbulence less than 5%, and between 0.7 and 1.5~ for input

turbulence higher than 5%. The frequency domain processor

is much better than the high speed burst counter in

estimating the mean input frequency, especially in
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situations of poor signal to noise ratios. The only case

where the frequency domain processor is not as good as the

counter is at the standard deviation of the error at high

turbulence for signals that have good signal to noise

ratio.
The frequency domain processor also measured the input

turbulence very accurately. The processor has a minimum

measure of turbulence of 0.2% for signals comprised of 1500

photons, and 0.5% for signals comprised of 300 photons.

The results demonstrated that measurements of input

turbulence are independent of the input frequency, and do

not significantly degrade for low signal to noise ratios.

These results are much better than the counter results when

the signal to noise ratio is low.

Through the simulation testing of the frequency domain

processor it was verified that the design objectives were

accomplished.

5.2 Further Work

The first phase of further work for this project

involves the implementation of the frequency domain

processor. Already some implementation aspects have

appeared in [13] and [141. It is expected that within the

next year a prototype for the frequency domain processor

will be constructed at N.A.S.A. Langley Research Center.
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Although the simulation results indicated that the

freguency domain performance is within the reguired

specifications, it is believed that further work could

improve the processor performance. The deterministic model

used in this thesis can be substituted by a more complete

statistical model which would take into consideration the

ETC statistics. This approach is expected to improve on

the standard deviation of the error that the processor

plovzdes. More accuracy can be obtained if more

intelligence is incorporated in the normalization

procedure. For example the noise energy can be estimated

from the average of the two smallest energies rather than

from the smallest energy. A more conservative approach

would reguire that both the second and third maximum

energies are at the filters next to the maximum, so that

the data is not processed unless it shows a well defined

peak. However, the intelligence that is built in the

processor results in an increase in cost and processing

time.

In this thesis an error model was developed and used

for the evaluation of a given filter set. The next step

would involve the design of the optimal filter set. In

such a design approach it is desirable to obtain the filter
position, type, order, and bandwidth that minimize the
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error of the approximation, given the frequency range of

operation and the frequency estimation algorithm employed.

The investigation of these issues could lead to a

dissertation topic..
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APPENDIX A

Zn this appendix the mean squared error E of the
linear approximation of Equation 2.8 is minimized with

respect to the coefficients ai. The mean squared error is
given by the expression:

1
E b-a J

*(x-x ) dx
a

1
b-a x — g a,R.(x) dx

a

To minimize E with respect to the jth coefficient set
a

(E)aa,

or

b k 2

1
l'

— g a, R,(x) dx = 0
a a. [b-a] i=1

b k
a

x + g a. R (x)aa, i
j ~a i=1

2 k
-2xg a, R.(x) dx = 0

i=1
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The variables a, and x are independent of one another,
j

hence the order of integration and differentiation can be

interchanged.

J

b
9 2 a(x) +-

a a a aa j j

k
a, R. (x)

i=1
-2x

k
a,R, (x)

i=1
dx=0

Since x does not depend on a,,j'
2(x)=0

a a.j

Similarly

a a. R,(x) = R,(x)aa., i i jj i=1

because the a.'s are independent of a, for i&j. Also,j

k
a, R. (x)

i=1
= 2 g a. R (x) a,R, (x)

i=1

=(
k

a, R,(x) R,(x)
i=1 j
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Therefore,

2 R,(x)
k

a, R.(x) - 2x R,(x) dx = 0
i=1 j

or

R. (x)
k

a. R, (x)
i=1

(b
dx =

]
x R, (x) dx

or

J

b k b
a, R,(x) R.(x) dx = x R.(x) dx

a i=1 j J j

or

k b b
a, R,(x) R,(x) dx = ( x R,(x) dx

i=1 a J J

is the equation that is obtained if E is minimized with

respect to a.. If E is minimized with respect to all a,, kj i
equations will be obtained. For simplicity in notation let

and

(b
I., =

)
R.( ) R.( ) d

a



B3

bI, = x R,(x) dx
xg Jja

Then the k equations are:
k

a, I, = Ii il xli=1

k
I.2 = I

2i=1

k
a. I. = Ii ik xki=1

These equations can be expressed in matrix form as:

11 12 lk
21 2k

a
1

a
2

Ixl
I

x2

(A. 1)

2k 3k kk k Ixk
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C PROGRAI& MSE CALCULATES THE WEIG&(TING COE FICIENTS
C THAT t&INIMIZE THE MEAN SQUARED ERROR OF THE APPROXIMATION

DIHENSION R& 3 300) r SPA&&&300) XF) EQ(300)
DIMENSION COEF&3 3) BCOL(3) CINV(3 3) W&3) BET(7)
DIMCNSION Al (3& 4 (3) A3&3)
INTEGER44 SEED
I'EAL XrBET
REAL RrPROD SINTrTEMP,XFREQ
I'EAL COEFrCINVrl)COL
CO&&MQN/BLK1/Al,A BQ

WRITE&5 4& 't&TFR STARTING FTEQUENCY OF THF

APP(&QXI&)ATION 'AD&5

4&XINIT
WRITE(5 4) 'NTER 9 OF F'OINTS OF THC AFPROXIHATION'EAD&5

4)NPO INT
WRITE( rx) 'NTER,FF,'EQUE)tCY INCREMENT'EAD&

X&DELX
WRITE&5 r4) 'NTER 4 OF MIDDLE FILTET& IN THE At'Ff&OXIHATION'PEN&UNIT=Z

FILE='SP'LINE.(tAT'TATUS='OLIt')

DO 770 &I=i MPOINT
DELN=FLOAT&N&-1.0

C
C READ FILTER ETCs
69'& READ( rt)X &BET(J) ~ J=l 7)

&F&X.LT,(X)NIT-0.54DELX))rrOTA 699
r.

C NOR)t ALIZE ETC@
DMIN=BET( 1 &

DQ 34. Jl=1 7
IF&BCT(JI).rT,SHIN)GOTO 345
DMIN=BET& JI )

JMIN= JI
CONTINUE

346
C

00 346 J I = 1 7
BET ( JI ) =l&ET& JI ) -BET ( JMIN)

BSUM=O.
DO 89 JI=(LFIL-1) &LFIL41)
BSUM=BSUHPBET&JI)39

C GENERATE SPLINE FUNCTIONS
R'(1 N)=BET(LFIL-I)/B'M
R&", N ) =BET & LFIL ) /I&SL&tl
R&3 tt)=BET(LFIL4&)/BGUM

6
C

7'0

WRITE(5 657)X (fl(J N) ~ J=l 3)
FO)l'MAl'(G( X ~ F9.4) )

'(Fr;FQ ( N t =X

SF AD(tl ) =0.0
CO&t I IHUr-

t:LQ E(UNIT=

B4
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I CAL ULATE THE COEFFICIENI'5 OF THE C MATRIX

DQ 810 I=1 3
DO 810 J=1

803
C

301
C

Irc 603 1l=l NPQINT
SfrAD(N& = R(I N) 4 I'(J N)

SINT=O ~ 0
DL) 801 N=l Nf'OINT-1
TEI&I.=(SIr'AD(N)tSPAD(Ntl))/3.0
SINT=SINTt&TEMPXDELX)

COEF&I J&=SIIJT
810 CONTINUE
C

CALCL!LATE THE COEFFICIENTS OF THE 8 l&ATRIX
C

DO 850 I=1 3

DO 855 &t= I NPO IN T

SF AD & N) =8& I, N & XXI

TED (lr

)

875
0

8 0
C

c
C SOLVE

. INT=0.0
00 857 N=l.NPOINT-l
TEMP=t PAD(NIFSf:AOINtl)1/
SINT=SINTt(TEMPXDELX)

ECOL& I)=SINT
CONTIN!JE

FOR THE WEIGHTI('&0 COEFFICIENTS

CALL t&AT INV(CQEF CIN'3 3 NMAX)

DO 933 I=1 3

930
I

IJ(I1=0 ~ 0
DO 930 J=lr3
W(I)=W(I&tDCOL(J)XCINV(I J)

WRITE(5 4)
IJRITE( 4&I W&I)
C 0 N T I N Lt E933

C CALCUL
C

ATE THE ERROR FtJNCTION OF THE *PF'ROX ISATION

984
C

983
C

DO '183 JI=I NF'OINT
XEST=Q ~ 0
00 984 L=l ~ 3
XEST=XESTtW&L&XR(LrJI)

XERR=XEST-XFREQ(JI)
ERR=(0'),t(XEI R/XFREO(JI)
WRITE( '&4&X F9.5))')'(FRED(JI)rXEST XE(f& Ef(R
CONTINUE

STOf'i'ID
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cxxx*xxxxx FTEDUENcv fioHAfrf processor& GINuL/ TIDN ir;ooi*ii *xxxxxxxxxx*xxx
IIINENSIO)l FIN & 100) FEST& 100 & FE)&R(100)
DINENSION XSCAT( .14) FN)EAS(100 & SNEAS! 100&
DIMENSION ENERGY&100) SCAT& 56) HT&100&
Dlt&ENSION WEI(4 /1 WE (4r7) !JE3(4.7)
[lINEN IDN X llir 7) '(Itl(7& X& 7) Y (7) XI'll (7) XN & 7) Xtl3(7 &

flIHEl)SIDN YHOLD(. 1, YINT(7& TURBU( 3& AMF'L f 1'(99),AGC(99&
f!IMENSIDN 3 (7&.B1(7),BQ(7),CI (7),CO&7)
i!EAL LEVEL(15& NOISE TUFBU
REALXS XN
It&TCGERX4 SEED
CH RACiER IFILEX)
DATA (URDU/0.0 0,1 Q. r0,3 0.4 0.5 0.6 0» 0.3 ).9 1.0
l. 1,5 0 3.0 .Q .0 10.0 ' 14.0 16.0r13.0 ')/
(,DHNON/BLR3/BOif!1 Bo ClrCQ
SEED=i 345673')0

C

C

CXXXXXXXXX INITIALI ATICN XXXXXXXXXXXt.XXXX XXXXXXXXXXXXXXXXX&X*XX&,XXXX!

!J R I I E & 5
READ(
FBlnf&=F v
!J 'I TE(
READ&5
!JR I TE! 5
I LADl5 ~

WRITE'E

'fr!
RE*Di.

rX& 'NTER PARTICLE ')FLOCITY')PVFLX

ELX/3 4
, 1 ) 'N TCR At&F ZITI)fiE
4 ) F'Ot&E

, 4 ) ENTE" NAt)UAL

Art& 

.

4 & GO I tltl
4) 'lrTE!1 INITIAL 'ND FII'lit. iuRBULEHCE It)DEX

XrJTUR
4) 1T!))(E

C 9:EAD WEIGH
WEI (
i)E
WE3&
WFI (

&IED &

!JE3 (

WCl!
tJE" (

!JE3!
WF.I (

I)E (

WESr
WF1(
WE

WE3&

C

T'It&3 C EFFICIENT'OF. T

1 r=o,o'I.SISS
liC&=ri.nSOCCSa
1 i.')=0 ~ 0 &Qlc
1 Clan 05 346"

3&=".OBO
1 31=n,0973 31
l, '1=').073745,
1 i=n 0999
1 lrc0.1179430
1,5i=o,oca0443
1,5)=).1300941
1 ')=').ic3637
1 6 -0 ~ ll'764 1

1 4 =0.13955!')
1 ~ a)=0. 16071

HE !JIBE FILTE! SET

EE)D WE:'TI)lCi
WF 1! '„'1

IJF" ( )

IJC3 ( )

wElt" ~ 31
WE (3 3'iE3(-
WE!r.. ~ 4&

IJ( 'r
!IE1 ( 1

WC:„& -..

JE".(. ~

IJL1 ( '„

WE &. /1
I)ET r

COFFFICIENT Fr'R
=0 0&30'715
=0.0 6')496
=0 ~ ')33, 466
=0 ~ 0 61374
cQ,C; 403af

C41736.
=n.033.30
=Q.Qclaia9
= r 1, '1 {l '1

=0.091 053
=Q.;0001")1

.—.n, 0) r JJ-,S
='), 1 9')04
=', I:61

THE rl"ST rfAf'l OW f IL" 3 'ET

86



87

C f(EA(l Jt IL'HTING
WE1(3 Gi
WEE&3
(JC3(3, )

WLI&3 I)
WE (3 3)
WF3(3 ')
1&E1(3 4)
WE &3 4)
WE3&3 4)
(JE1&3 5)
WE (3 5)
WE3(3IS)
WEI(3i6)
(JEO(3 6)
WE3!3 6)

COEFFICIENTS FOR THE SECOND N*RfiOIJ F ILTE&'ET
= 0 ~ 0 7 6 I 3 7 'f
=0.0G40 91
=0 ~ 091736:)
=0.0839807
=0 0')19769
=0 1000831
=0 '917053
=0,1000190
=0 F 10800'7
=0 0998476
=0.107980)
=0 ~ 11613 '
=0.107708
=0 1160439
=0.1 39043

C

C SEA(i WEIGHT( f)G COEFFICIEN
)=0.0839807

Z)=0.0919769
)=0 ~ 100083)

3)=0 ~ 0917053
)=0,10001'

3&=('.1080093
4)=0.0 98476
4)=0.1079804
4) =0 ~ 1161

7')=0.1077083

&=0.1160439
5&=0.1 39043
6)=0 ~ 11579 '
&i&=0 ~ 1339'
6)=0 13 0736

HEI&4
(JE (4
WE3&4
WFI & 4
WE

WE.&4
WE1(4
&JE (4
IJC3& 4 I

JEI(4
WE (4
WE3!4
WEI&4
&JE (4i
WE3(4

FI=FONE41.0F.-08
F 3-"1 0
BF'AOF=O 0
Bi(AGF=BR*GFtl DE&6

TS FOf& Ti)E Tf(IRD NA(&'RO(f FILTER SET

GAI NL=0. 548*IN)f
GAINH=Z OXGAINM

OPEN( Lrf(IT=Or FILE='lAT '
D*T

'

C START TURBULENCE LDOF'O

90 JTU((=JTUf(S JTURE
TIIN=TURBU(JTUR)

1)RITE(3 1)
WRITE( 4&'EAN FRED ='BAR 'URBULENCE ='U( I'J(JTU'

C
C I'EAD WIDE FILTER SET COEFFICIENTS

CALL IFILW
C

C SET OUANTIZATI ON LEVELS
LEVEL&1)=0.1
LEVEL(")=0.
LEVEL&:1)=0.4
f)O 93 I=4,15

9 LEVEL(I&=10000.
C

C INITIAL(ZE CLOCk GAIN
CLOCk=l ~409
NBIT= .)6
GA IN=OR INM
f(=7
(TEST=)
FRSPC=i),434E-06
lr(i=300.E-06
H--6.6 6E-34
C=3.0E&08
O=G.EJ06
E=l 6C-19
&Li8=0 ~ 14 C — 0640.540. 1&H'C



88

'1 (10

I FILT=1
A V I J F I I. = 0,
SIDFIL=O
ACDUNT=0

'N=0.

F IN=0
F (IN=0.
IJN IN= ) .

GOIN=A
FI IN JI',
Fr&IN=A,
I'l 0 T 0 N = 0 .

NOISC=D.
WIDE=A.
PEA&&=0

TI =TI INTPVE'/10&1,

00 10 10=1 100

I Ct/ttt'Ctf IDEAL I)AVEFOR)t CENERA ION Cttt'ttttttttttt&tttttttt'CCCI.CCCIC

RNU=SDI'T& — 3.4ALOG&RAN&SEED»)
RNUJ4 NUti 0 ' .43,14159CR1N(SEED&)

PVEL=( VELXtT It(&NO
CONS= .t3 ~ 141594(P')EL/If(SPCFDFAGF)
AVPSI=0.43.14159tRAN(SEED)
FREOIN= 1.0E-06t(PVEL/Fl&JP, tDI AGF)

TRNST=OA/PVEL
DIRELT=T!RNST/51".
TRELS=-T NST/
DRELX=DAr51:.
XRFLS=-DA/

10

DO '1 I 1 1"
TCMTJ:-.',04XRFLStxf&CI.S/naron
RED=0,0
lf((AI'S(TEMP)),LT.SO.lfJED=E'&F'&TEMP)
XSCA I I I ) =F IIDtl. I t (1. Ot(. 'COS I 00&t) 4 TREES-,1VF SI ) )

XOCAT ( I ) =XL104XSCAT & I & cDRELT
T I" E L "- = I "' L 5 t 0 f( 5- L T

XRFLS=XRcl StDRELX

Cttttc,tttt f'CAL VAVEFORIT GENERATION ctttttttcttttcttccccccc*ccctcccccc&c
no 13 I=",
XSCAJ(I)=0 54&XSC*T& It 1)IXSCAT( IlltXSCAT& I — 1
XSCAT(51 )=XSCAT(511'I
XSCAT(513)=XSCAT&512&

XN=O 0
RN=RAN(SEE&&)
RNN=AI OG( 1.0/f(N)

40 14 1=1,51"
SUM=O ~ 0
XL=O t(XSCAT(Itl).XSCAT( I))
IF(T(NN.GT.XL100TO 14
5 U M = 5 I.l M t 1 . 0
XN=XNt1,0
RN=RAN( EED)
RNN=RNNtALDG( 1,0/RN)
GOTO 15

XSCAT( I)=SUM

LD=C,OE-09/DRELT
IF&LO.LT.I)IJOTO 16
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17

n,n=CXLntl
DO 17 h.=l ha
J=h — I-Ln
XJ=J
xa=LQ
xhn=ha
HT(h)= ,Ot(1,0-ABS&XJ/Xn))/&Xhn-1.01

19
IR

IOQ=LQII
JQ=511"LQ
K=1
DO IS hi =lan Jn
XSCAT(K)=0,0
DO 19 KaoliKQ
Joh2-I-La
XSCAT(h)=HT&h2)XXSCAT(KI-J&tXSCAT(h)
K=K11

0

21

C

C

)6

K=K-I
ran=rn
DO 20
XSCAT(
hoh-I
DO I
XSCAT&
DO
XSCAT(

Qtl
I=Ja,ran -I
II=XSCAT&K&

1=1 Inn
I) oXSCAT(Inn%I )

I=JG ~ 512
I)oXSCAT&JQ-I)

R 50 0
FACoEXGtR/DRELT
XSCHAXo0.0
DG 25 roliSI
XSCAT&I&=FACXXSCAT&I)

C PMT SATURATION
C

3

('xxxxxxx
C

DO 23 K=1 512
IF &XSI AT(K),GT,O.S I X .CAT I. ) =0. o

tt AGC AMT'LIFI CAT ION ttttttXtt It ttt tttttttt)tttt Itt ltt t It to It/I

"'7
C

C x x t t t 't t
C

C

DO 9 K=1 i 51
XSCAT&h)=GAINXXSCAT(h)

tt WAVEFORM SAMPLING Xttttttttttttttttttt I ttttttttttt IttttC)&t

DO o hol 51
SCAT(I)o0.0

STIMIEol.a/CLGCh

3 I

60
C

Kol
DO 60 I=I,NBIT
TloST IMEXFLOAT( I — I)
DO AI J=h I
T =IIRELTtFLOAT(J-I)
IF'TZ GE Tl)THEN
SCAT&I)=X3CAT(J)
h=a
GOTO
ENDIF
CON I'INIIE
CGN& INUE

Cttttttttt W&VEFOI(M QUANTIZATION Xtttttttttttttttttttttttttttttlttxt(xx
CALL VMAX(SCMAX SCAT I N'BIT)
PVOLToSCMAX
PAMT'=0
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63
6n

DO 6" I=1
AD=0 ~

Iin 63 J=l
IF&SCAT&I?
AD=AD?1.0
Fl. SE
Gli TQ
Etif? I
CQN T INiiE
SCAT(l)=AD
IFlAI!,EO,J

N I. I T

15
.GT LEVEL&J&)THEN

0? RAMP=RAMP?(,0
CONT I ii))L

rtxttttxtt AGC G*I
r

N A(iJUSTMENT tttttttttttttttttttt!(ttttl'ttttttttttttt
IF(FAMP.LT
IF ( I" AM f" ~ GT
Il &i '? Itl, LT
GAIN=GAIN(
WRITE(5
F.t&DIF
IF & 1 * IN, r; 1
(' I N = G h I ti i i

f i(& I T li (

'.ND(I.

3", 0? G* IN=!3*IN) 0, 1875
75. 0) GAIN=GA I&)-0, (875
GAINL)THEN

REQUIRE(i GAIN IS TOO

LOW'A(NH?THE)l

FFr)UI)" CD GAIt/ IS TOO HIGH'

Ctttxtttt't f't'OCES
C

CALL FILT&

If(G THli'OUGH THL FILTERBA(&K tttttttttlt it tttttttt ttttt
SCAT ENERGY)

C
CXXXXttttt INPUT Fl'EDL(ENCY ESTIMIATION tttttttttttttttttttttttttttt)tttt
C CALCULATE THE RATIO BETWEEN THE LARGEST FILTER CNCRGV A;(D THE SUM

C QF ALL THE FILTER ENERGIES
CALL VSUtt&ESUMiENERGVi(i
(F&ES()M,( E,0.0)GOTO 10
E f!M=(/ESL)M
FALt. VSM(rESUM ENcrr.v I THOL(i
CA( L Vt?AX(JMAX,YH(3LD,1,7)
EMAX=YHQLD! if(AX)

CALL VMAX&JMAX ENCRGY 1 7)

Ir&ITEST.EQ.I)GOTO 711
r'

i(tl(! Tl&E DECO?fi? LA(7 EST FILTER Et)EI G'r
CALL Vf?C!V i EtlER!3?', 1, V HOLD 1 r 7 )

YtiOLD i JtlAX ) =0 ~ 0
CALL VMAX;JMAXC 'rHQLDi1.7&

C EXCLI)DE 'BAD'!ATA FOI)&TS
IF(E)".AX ~ LT ~ 0 3) T)tEN
NQ (BE=NO ISEtl ~ 0
GOTO 10
FND IF
IF ( JMAX. Ef&. I . OR, JMAX. EQ, 7) THEN
WIT!E=WI DEt I . 0
Gnln 10
END(F
IF? tt!AX .LT,&JMAX-(),OR,J)&A?X ,GT,&JMA tl)&THEN
PEA((=PE f&t(.0
GOT&? 10
END IF

C

C NORMALIEE THE FILTER ENERGIES
CALL VMOV&ENERGY lrvf&QLD, 1.7)
E fl I N = E N E R G '( ( I l

.! M I N = 1

DO, i& 'I=",",
IF'ENFRflv( JI ),QT. LMI)i GOTO 70
EMIN=ENCf&GV ( JI )
. f M I:i = .) I
C '] ll T I ii ) f i(



0(i 707 Jl=1 7
ENERGY ( JI ) =ENEI(GY ( JI ) -Et&IN
Ci)N T I NUE

ESUH=D.
fii) 700 JlcJM4X-I JMAXF(
ESUM=fcSU(&SENERGY(JI)7() J

C

IiO 710 Jl= 1 7
CNE(iGY & JI ) cENERGY & JI ) /ESUl&"10

C

C EcTIMATE THE INPUT FREQUENCY
STATFRcWEI(( FILTrJHAX&tENERGY( M&AX — 1)
STATFR=STATFRF(CEC&LFILTiJMAX&tENERGY(JMAX)
!ITATFI'cSTATF(it 4)E3(LFILT Jt(AX&AENE!&GY& JMAXFI)

STATFR=STATFRYCLOCKt I.OE-06
C

C tt'C'Ctttt AI(JL(ST SAMPLING CLOCK Ctttttttttttttttttttltt'Cttttttttt tet tc
0 Tl&IS PART OF THC Pl'OGR&M IS EXECUTEI& ONLY DU( ING THE SYSTEM ET UP

1 1 IF & ITEST.EQ. 1) THEN
CLOF('=I OE-06tCLOCK
WRITE( ' IC CFF 3) ' IO CLOFF: &ENERD'(& JI & J I= 1 7)

END IF

IF&EMrCX LTD 0 3 OR ~ 'M*X.LT.C) HEN
CLOCK=O.GACLOCK
IF&CLOCK,LT,I,DEF6&CLOCXcl,DEFY
GOTO 10
ELSE
ITEST=O
WRITE!" t) 'RUN 10 F'OINTS TO EcTIMATE t&E*ll'OTO

100
EN&& IF

IF( ITEST EQ.O)THEN
AVGFIL=4VGFI'STATFR
ACO(JNT=ACQUNTFI,

IF(*COL&NT,EQ.10,)THEN
AVGF IL=O,ltAVGFIL/CLQFK
S)RITE(Git& 'VERAGE FS/FC = 'VflFIL

IF&AVGFIL LT.V.DS &C'Ch=CcLOChc0.0
(F(AVGFIL,CT.0.115)CLOCK=CLOCK/0..
CLOFR=CLQCKtl.OE-OS
IF&AVGF'IL,GE.O,OSS.ANI'l.Ai/GFI„,LE,0.11 )THE I

ITESTc-I
C L 0 F I& = C L 0 C h, t I ~ 0 C - 0 6
Wl&I TE & t & 'IX CLQCh Fl'CO = ' CLQI. !I

GOTO 101
ENl)IF

GOTO 101
Et'!D IF

END IF
C

Ctttttc tet CliOD.E FILTEf SET tttttttctttctttttct cccctttttctccccttt c c etc
C TH(c I Al T Of" THF. FRQGf&AM IS EXECUTED 0&H Y DU& I(4( THE GYS (CH, I ''F

I F & I I E 3 T . E il . — 1 ) T HE N
A VGF I L = 4 V GF I L F ST A T FR
SIGFIL=SIGFILS&STATFR) 4 (3
At:OUt4TcAt:OUNTt 1 ~

IF (ACOL(NT. EO. 30. 0 ) THE&t
AVGFR=AVGFIL/ACCUNT
SIGFIL=(ACOUNYCSIGFIL-AVOFILC*VGFIL&/ACOUfl 'ACCU&&T

It= (SIGF II,GT.O. 0 l S I GF I'SORT (3 IGF IL i

ll I 0 F I L = 1 0 0 . C S I G F I L .': V 0 F li
f(CSTc-3

LF ILT=1
Wf&ITt ( 4' TL'RD HFrt i'IELDc TE I '! MA = ' (SF!LIF('l FII .G ~,0&GO('0 100
F ( F 0 =; ') l'i F ll' i' 0 F R

Il. '. "IGF Il . Li .,",0 & THC(i
IF (cSFC, t. T . & . )PS ) THEN
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C LOA(

C LOAD

J: L0 AIJ

C

B 4 X (i B 7
C

OEFF" CIENT'I OF TH(. FII"ST tJAFFOW FILTCI& SET
IF II Tc
JIAI L IFILtll
IF N D I F
IF & F" FC . GE,0,096, All(i, FSFC. LE,0, 109 l THE;I

COEFFICIENTS OF THE SECOND NAftt&OW FILTER SET
I FrLTc3
CALI IFILN"
FNDIF
IF&FSFC,GT.0.109)THEN

COEFf ICIE)JTS OF THE THIRD N*Frow r-'ILrcr( Sf T
LFILTcc
CALI IFILH3
END IF

ENDIF
IJRI TE! ) 'ILTER SET TOO WIIiE IJROF'fl NEXT LEVEl
Wf" ITE( ~ 7) ''JAI'ROW ICILTErr = 'FILT 'SFC=' F" I=C

GOTO 101
ENDIF

END [F

CALCULATE STATISTICS AND ERRORS CSXC tlr«r*(C Jllr Cellll rlr tll
C A L V 6 c ( 6 I A r F R 9 I . O E t 0 6 - B r; A) 0 F i l F r S P C

PHO )NcPHOTL)N9Xtl
SNcSN.)1 '
ISNc3)l
SMEAS'I NicCALVS
F It& & ISN ) cl. REGIN
FEST(ISJJ)cSTAT R

F F. R F.' I 3 N l = 1 0 0 ~ 0 ( S T A T F R — F I" E 0 I N 'I / F 9: E Q I N

E F: I & 6 R c 1 0 0 . 9 & S T A T F R - F I' 0 I N ) / I. I( E 0 I N

IJF I TE (, ' 7F9, 3) ' ( YHGLD & J I ), I I=1, 7)
Wl, ITE &, ~ (7F9, 3 I

~ l (EtlCIJOY ( JI i, J I c 1 . 7)
Wl&ITE( r'(X;3rSF9,3,13,F9,5l')IQ YN STCTFR,FREL)ltl .M
F N I tl = F tl I N + I, 0
F f' 6 I lJ = F f& 6 0 I I I — F 6 A R

f: I r )i — F I I tl+ F 6 C 0 I N

F I M=F3 IN 9FF;ED INXF)rEQ IN
ER INclI &I,'I+I, ')
I'11)l='. 1 f.'J+F.'l0R
6 INcCCItl tLJJIJORTERI&0R

AX Cfcoc

10
C

Litt T T JHlF.

PHOTON=PHOTO)l/SN
F I; A J/ 6 = F I I N / F tt I N 9 F B A R

IJRSIGc&FNINAF IN-CIINCF11'I)/FNI)l F)IIN

IF( Ffl'BIG.LE 0. 0) THEN
Fr&6 I GcO. O

ELSE
FRSIGcSQP.T(FRSIG)
ENDfF
FREDTIcloo. 1FRSIG/FRAVG

ER'l&AVG=EIIN/ERIN
FRRSIG=& Ff('IN JE IN-elf;JIE) I;fl / c Itl,Er IN

(F(FFRSIG.LE.0.0)THEN
El'F"3 [&re ) . 0
FLcc
El FJS I GcSQF T & Efl'9 6 16 )

l(ND IF

I. NcStl
CALL VSUM(SI, tlEC J, 1. I Nl
AVGVc, 1/'
l)0 C, J I c L ISN
SMEJ) f & J I 'cSHFA & ! I l-AV&f(.
CALL VfiOT ( S" SMEFJS ~ 1 ~ Sl(E 'i'6 ~ 1 ~; Stl )
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333

C

70
C

IjII V= l1((T(S / N)
AVGF=AVG'J/Ff'SPC41 Ot -06
4 lrli=.—.3 IGU/FfiSFCt 1 . OE-06
TI = I 00. JS IGF/AVGF
IrVFL=G ~ 4 44FI(AVlj
/)=FOrlE
'fr*IN

;. 3 -- F' lj T 0 N

'I= &I

ZB=AVGF
2)=GIGF
2. =T)
ZB=FNTN

"=FRAVG
I I 0 = F f" S I I'

11=FREGTI
213 rF(li'I'AVG
Z 1 3 = E R I'' S I G

IJRITE( „r 333) 21,23, Z3,Z4r 2" ~ 26,Z7 3 ZF 210 ~ 211 ~ Z13, 1

FORMAT& X F6 4 XrF5 lrX ~F71 XrG&i »1 X F .3 X& I 1D&l&
IJRITE& rt) 'OISE='OISE 'IDE=' DE 'F, h"-''EAh

CONTINUE

I(RITE& t)

C L 0 S E I L' I T = 3 )

STOP
END

Cttttttt ttttt'ttttttt'tttttttttt'ttttttttftt'ttttttttt'ttt tttttttttttttf ttti
C

SURROUTINE FILT(SRrENERGY)
DIMENSION SR( 56) GENER()Y(, I

DIMENSION SO&7 4)rB1&7r4)rBG(7 4& Cl(7r4) CD(7 Jl
DIMENSION WN(7r4)rWN1(7 4& WNO(7r4)
COMMON/RLM3/B BlrBO Ci CO

DO 710 J=1 7
IINEI".ljY ( Il =O.
ilr'I 710 I =1.4
WNI(J h&=D.
''IJ'' J I') =0,
Df! 711 I=i ~ 356
Dr) 71 J=1 7
Y=SR(I)

713
C

71

DO 713 h=l ~ 4
Wl'i(J h)=Y-Cl(Jrh)tWN1(J h)-COIJ h)FWJJ \J I )

Y=BZ I Jr h & tWN! Jr h) FB1 ( J, h ) 'JWNI ( J, 4 'r FBO( J. h I 4 VI

CONTINIJE

ENEF;GY&J)=ENERGY(J)FY'443
CONT INDE

, I I

711
C

DO 714 J=1 7
DO 714 h=l. I

IJN ( J F.) =IJNI ( I h.)
IJN1! Jrl )=WNI J K)
P 0 N I I N Ii F.

CO&ITIMUE

El'IERGYI 1)=FNERGY(
CNERGY(3)=FNCRGY(
FNEI'O'I & 3 &ME NERGY &

ENE OY(4)=ENEI GYI
ENEF&GY( )=ENET'GYr
ENERGY(6)=LNLFGY(
ENEFIIY(7)=E'IEF&CY(

1&/1
'1

I) / I
4)/1

I /1
6& /1
7)/1

3
r

4
46
4 4

Il F T l.l R N

I Nfl
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"ttttttttttwttttttttttttttttttttttttltttttttttttttttt'tttttt&'l1'tttt"trttt
C

SUBROUTINE IFILW
DIMENSION BO&7 4) Bl&7 4) 8 (

COMMON/BLK3/8 Bl 8'? AC I CO
OPEN&UNIT=3 F I'='BFILW,D*T'&

Cl(7 4) CO( 4)

TATUS='OLD')

810
C

DO 810 I=1 r7
DO 810 J=l 4
READ(3rt&Cl(I
READ( t&CO&I
READ&3 t)83(I
81(IrJ)=0.
80(I ~ J)=-8 &I

CLOSE'LINIT=3)
RETURN
END

J&
J)
J)

SUB("OLITINE IFILN1
0 I MENS IO&l E'0! ~ 4) ~ 81 ( ~ 4 ) 8" (

Cr?PRON/BLI'3/8 r81 BO,Cl,Cn
OPEN(LIMIT=3 FILE='BFILNl,D*T'

4 Cl!7 4)r60(7 4)

,STAWUS='OLII'I

610
C

DO Blr.
DO 810 J=1 'I
READ(3 '4 I CI '. I
RF. A D & 3 't ' '? ( I
READ(3 t&83& I
81 ( I r J) =0 ~

80(I J)=-8 &I

CI 0 E(UNIT=3 l
I' T&rl N

I'.8 El

J I

r J)
J)

7 4i Cl&7 4) CO&7 4)

,STAT&.S= OLrt I

eURROUTINE IFILN
DIMIENSION I&0&7 4) Bl(7 4)rB
COMMON/BLM3/8 Bl 80 Cl CD
OF EN ( I? t& I T =. ~ F I L E = ' F I L N", D A T').0DO 61'? l=l
EIO l31 0 J= 1

REAEI& 3, 1) Cl ( I
RCAD(3 W&CO(I
READ(3,t)B tl
81& I J)=0.
80&I.J)= — BO&I

J)
J)
J&

C

C

CLOSE(UNIT=3l
I'(E T UR N

END

7 4) Clt .Ii CO(7 1&

,STATLI ='OLD'

St(BROUTINE IFILN3
DI&IENSIDN Bn(7 4& Bl( 4l I(3(
COMMON/BL&,3/8 8 1 8 ) AC( CO

OPEN(UNIT=3,FILE='BF;LN'3.DAT'10

Dn 610
DO 8ln J=1,4
READ&3 tl01(T
I"(WAD(at )CO& I
I'LAD(3 t)B I I
Rl ( I J I =0 ~

rr)(I,JI- E: (I

J I

J I

Jl

CI 0 E(UNIT=3)
I'I(

I'UI'ND



C'ttxttttt&tt'ttttttttttttttttttt'ttttttttttttttt&tt'ttttttttt)ttttl.tttttct&rrtrt

10

SUBROUTINE VMOV&V1 ISTART VCrJSTART JSTOP)
REAL Vl(999) VS&999)
L=ISTART
DO 10 K=JSTART JSTOP
V &)&)=Vl(L)
L=L, 1

RETURN
END

10

C
C

10

C

C

'I 0

SUBROUTINE VMAX&MAXrV JSTARTrJSTOP&
REAL V&999&
VMAXI=0.0
DO 10 K=JSTARTrJSTOP
IF(V(K) LT.VMAXI&GOTO 10
VMAXI=V(K)
MAX=K
CONTINUE
RETURN
END

SUBROUTINE VSMY(SCALAR Vl ISTART V JSTA 'I 'STD ')
REAL VI&999) V (999)
L=ISTART
DO 10 K=JSTART JSTOP
VS(K)=SCALARtV1(L)
L=L+I
RETURN
END

SUBROUT'INE VDOT&DOT Vl 'ISTART V JSTART JSTOP)
«EAL Vl('&"&'7) VS(999)
DOT=O ~ 0
L=ISTART
DO 10 K=JSTART ~ JSTOP
DOT=DOT&V1(L)t'&3&K)
L=Ltl
O'

, U F. N

F N D

10

SUBROUTINE VSUM(SUM V JSTART.JSTOP)
REAL V(999)
SUM=O ~ 0
DO 10 K=JSTARTrJSTOP

UM=SUMtV&K&
RETURN
END

ttttttttt DATA FILE BFILW ~ DAT tilt'ltt ttttlttt&ttf Atty tt&l(r ttttt tilt tttttt
-'.75S7BA&
0. 3AA71
0.0G3900
— 1 ~ 3/9
0 S 393
0. ')

~ 1».'.'

010
0 ~ .1 07
0 ~ )a. 300
— 1.930 )3
0
0 1 &009
-I ~ 69(&1
0 '334(
0 DSA
-1 ~ 7S 4&9
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0.360019
O,G 66
-I,'737640
0 9 OG91
0 01477.
— 1.S69308
0,947777
0 14076
— 1.587907
0 834853
0.08363
-1.666449
0.8540
O.OS59"I
-I . 609')60

714
0.06 04
— I 8185
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