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ABSTRACT 

A HIDDEN MARKOV MODEL BASED APPROACH TO DETECT 
ROGUE ACCESS POINTS 

Gayathri Shivaraj 
Old Dominion University, May 2009 

Co-Directors: Dr. Sachin Shetty and Dr. Min Song 

One of the most challenging security concerns for network administrators is 

the presence of Rogue access points. The challenge is to detect and disable a Rogue 

access point before it can cause hazardous damage to the network. This thesis proposes a 

statistically based approach to detect Rogue access points using a Hidden Markov Model, 

which is applied to passively measure packet-header data collected at a gateway router or 

any monitoring point. This approach utilizes variations in packet inter-arrival time to 

differentiate between authorized access points and Rouge access points. This approach 

used the inter-arrival time of a packet as a distinguishing parameter because it varies 

drastically for a normal activity and an intrusive activity. The main contribution of this 

thesis is the design and development of a Hidden Markov Model by analyzing Denial of 

Service attacks of 802.11 based Wireless Local Area Networks which affect the traffic 

characteristics like packet size, inter-arrival time, delays etc. Experimental validations 

demonstrate the effectiveness of the approach. This trained Hidden Markov Model can 

detect the presence of a Rogue access point promptly within one second with extreme 

accuracy (very low false positive and false negative ratios are obtained). The success of 

this approach lies in the fact that it leverages knowledge about the behavior of the traffic 

characteristics of 802.11 based Wireless Local Area Networks and the properties of 

Denial of Service attacks. Experiments were also performed to improve the accuracy of 



our I-IMM model. This approach is scalable and non-intrusive, requiring little deployment

cost and effort, and is easy to manage and maintain. This research was also accepted and

published in MILCOM 2008, a technical Conference held in San Diego.
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CHAPTER I

INTRODUCTION

Deployment of wireless local area networks (WLANs) in commercial and

military domains has been growing at a remarkable rate during the past several years.

The presence of a wireless infrastructure within an organization's premises, however,

raises various network management and security issues. One of the most damaging

and severe flaws of WLAN technology is weak security. Intrusion into wireless

networks is relatively easier when compared to wired networks. Even though attempts

have been made to secure these networks, the technology used is intrinsically

insecure and still highly susceptible to active attacks and passive intrusions.

Therefore, network security has become one of the essential requirements of any

large network. Securing network infrastructure is like securing possible entry points

of attacks on a country by deploying appropriate defense.

Threats to WLANs are numerous and potentially devastating. Security issues

ranging ftom misconftgured wireless access points (WAPs) to session hijacking to

Denial of Service (DoS) can plague a WLAN very easily. A wireless access point

(WAP) is a device that allows wireless communication devices to connect to a

wireless network using Wi-Fi, Bluetooth or related standards. The WAP usually

connects to a wired network and can relay data between the wireless devices and

wired devices on the network. A Denial of Service (DoS) attack is an attempt to make

Using IEEE Transactions Style is used f'r a model in this thesis.



a computer system or server unavailable to its intended users. One unique feature of

this kind of attack is it saturates the target machine with external communication

requests, such that it cannot respond to legitimate traffic or responds so slowly as to

be rendered effectively unavailable. DoS attacks are implemented by either forcing

the targeted computers to reset or consuming its resources, so it can no longer provide

its intended service or obstructing the communication channel between the intended

users and the victim, so they can no longer communicate adequately. Wireless

networks are not only susceptible to TCP/IP-based attacks native to wired networks,

they are also subject to a wide array of 802. I I-specific threats. To aid in the del'ense

and detection of these potential threats, WLANs must employ a security solution that

includes an intrusion detection system (IDS) to detect several types of malicious

behaviors that can compromise the security and trust of a computer system. It is

designed to detect unwanted attempts at accessing, manipulating, and disabling of

computer systems, mainly through a network, such as the internet. The approach used

is a network based IDS. The features associated with the network IDS are low cost,

easy deployment, detect network based attacks, real time detection and quick

response, This chapter mainly deals with the introduction and background of WLANs

and the need for intrusion detection in WLANs.

1.1 Need for Intrusion Detection Systems

WLANs are prone to a variety of threats. The standard S02.11 encryption

method, Wired Equivalent Privacy (WEP) is a weak solution for the wireless threats



these days [3]. The WEP key of a wireless transmission can be acquired via brute

force attack. Therefore, even if WEP encryption is utilized on a WLAN, an attacker

can potentially intercept and decrypt sensitive data from wireless communications.

An intrusion into wireless networks can be carried in two ways, either by passively

sniffing the wireless network or by physically installing access points on the wired

networks in unnoticed places. They gather sensitive data by introducing a Rogue

Access Point (RAP) into the WLAN coverage area. A RAP is a wireless access point

which is setup by an attacker for the purpose of sniffing wireless network traffic. The

RAP can be configured to look like a legitimate wireless access point, and since many

wireless clients simply connect to the access point with the best signal strength, hosts

can be "tricked" into inadvertently associating with the RAP, Once a host is

associated, the intruder through the RAP can monitor all communications occurring

in the network. In addition to the intruders, hosts can also introduce RAPs. Low cost

and easy implementation coupled with the flexibility of wireless network

communications makes WLANs highly desirable to hosts. By installing a WAP on an

established LAN, a host can create an entry into the network, subverting all the

hard-wired security solutions and leaving the network open to intruders. It is for this

reason that even organizations without a WLAN implementation must strongly

consider deploying a wireless IDS solution. It is very possible hosts can and will

install a RAP, exposing even an exclusively hard-wired organization to the risks of

WLANs.



WLANs are also subject to a number of DoS attacks that can render a network

inoperable. It can slow down the network operations to dragging speeds or actually

lorce it to stop. It has always been a show-stopper in most of the critical applications.

Intruders can cause malicious DoS attacks by flooding WAPs with association

requests and forcing them to reboot. In addition, they can use the aforementioned

RAPs to send repeated disassociate/deauthenticate requests to deny service to a

wireless client. Sometimes a DoS occurrence on a wireless network may noi be

intentional. Wireless communications are inherently vulnerable to signal degradation

when encountering physical objects like trees, buildings, rain etc. In addition to

physical obstacles, many common devices such as microwave ovens, cordless phones

and other wireless devices can interfere with 802.11 networks which cause a

significant reduction in WLANs performance. A variety of other WLAN threats exist

and additional vulnerabilities are being identified at an ever-increasing pace. The

threats are real; they can cause extensive damage, and they are becoming more

prevalent as the 802.l I technology grows in popularity. Without any kind of

detection mechanism, it can be difficult to identify the threats to a WLAN. A lack of

threat awareness can lead to a network not adequately secured against the threats

facing it. Only when the threats to the network are realized can the WLANs be

properly equipped with the necessary security measures.

1.2 Intrusion Detection in Wireless Local Area Networks

Intrusion detection is the art and science of finding compromises or attempts



to compromise a network. The term has been broadened to include the detection of

other forms of attacks, such as scanning, enumeration, DoS and so on... In some cases

the IDS may also respond to anomalous or malicious traffic by taking action such as

blocking thc user or source IP address from accessing the network. A wireless IDS

monitors the traffic on an entire network to determine if an attack or intrusion has

occurred. Although intrusion detection technology has improved significantly over

the past decade, it's still relatively immature.

Standard tools for monitoring wired networks and ensuring their security

examine only network (layer 3) or higher abstraction layers based on the assumption

that the lower layers are protected by the physical security of the wires [2]. However,

this assumption cannot be extrapolated to wireless networks because of the broadcast

nature of such networks and their radio technology that is being used. Ideally, IDS for

wireless networks should function at the data link layer (layer 2) or even lower if

extremely high security is required. Yet, to go beyond mere detection and to actually

provide useful protection for the network, it might be necessary to actively disable

unauthorized clients attempting to access the network.

An intrusion into wireless networks can be carried in two ways, either by

passively sniffing the wireless network or by physically installing access points on the

wired network in unnoticed places. Physically installing an access point is very

dangerous compared to the passive sniffing because during the sniffing process the

intruder does not have access in to the network whereas by installing an access point

in the network, the intruder has got the access into the network, and he is all sct to



compromise the network. On many networks, intrusions are not limited to

unauthorized clients but could include unauthorized access points. Often, these

"RAPs" might be installed by valid users attempting to increase the range of the

network but doing so without proper authorization [2]. This usually results in a

security hole that may be exploited by intruders. One of the most challenging issues

in WLANs is RAPs i.e., wireless access points that are installed without explicit

authorization from a local network administrator [1]. Although usually installed by

employees of the organization for convenience or higher productivity, RAPs pose

serious security threats to the local network. Within a wireless network, RAPs are

more damaging than rogue users. First, they potentially open up the network to

unauthorized parties who may steal confidential information or even launch DoS

attacks in the network. Nowadays, we get Wireless network cards (which need a

program called "iwconfig") that have a feature of capturing all the 802.l 1

transmissions and hence people with limited security backgrounds can accomplish the

process of driving and looking for vulnerable access points. This thesis attempts to

address one of the DoS types of attacks caused due to the RAPs in WLANs.

1.3 Rogue Access Points (RAPs)

Rogue access points (RAPs) are the wireless access points that are installed on

a secure company's network without explicit authorization from a local network

management or have been created to allow a cracker to conduct a man-in-the-middle

attack. Wireless networks are particularly more vulnerable to RAPs because of factors



such as open medium, insufficient software implementations, potentials for hardware

deficits, and improper configurations. Liran et al. [3] has given a broad classification

of RAPs according to their research work, RAPs are classified into the following

categories:

~ Improperly configured access points; Without any malicious intent, a legitimate

access point can suddenly turn into a rogue device because of a minor configuration

mistake. There are several scenarios where an access point can be improperly

configured. A network administrator with in sufficient security knowledge (e.g,, an

inability to choose appropriate authentication and encryption settings) could fail to

set up the access point properly. It is also possible that an access point's driver is

faulty or that device itself is physically defective. A properly specified and

implemented security policy can avoid this vulnerability.

~ Unauthorized access points: Installing an access point on a secure network

without authorization from the network administrator also creates a RAP. Fven

though ihe network administrator does not manage the access point, it can still

become accepted as part of the official network. Thc reason for it to be accepted as

an authorized access point is the access point transmits and receives network traffic

as does a legitimate access point. Driven by the convenience of network access, this

class of RAPs routinely exists in large organizations with many employees. Anyone

with physical access to the premises can ignorantly or maliciously connect a cheap

wireless access point to network.

~ Phishing access points: An intruder can set up an access point outside the



wireless network of a facility. It attempts to fraudulently acquire critical credentials,

such as usernames and passwords, by masquerading as a trustworthy access point. In

addition, it can be configured to replay beacons that it overhears from legitimate

access points, thus fooling some clients within the facility to connect to it. This can

allow an attacker to conduct a man-in-middle-attack on a Wi-Fi network that does

not enforce mutual authentication (client-to-server authentication and server-to-client

authentication).

~ Compromised access points: Though the access point is properly configured

with security features like WEP or WPA-PSK enabled, an attacker can still crack the

key being used. Once an adversary discovers the secret key, all of the access points

using the same credentials in a Wi-Fi network become RAPs. This reflects a

significant payoff for the adversary because a greater number of physical location

attacks become vulnerable. Further, a compromised access point allows an attacker

to easily masquerade herself as a legitimate user and gain access to potentially

sensitive data.

A more relevant scenario would have been an intruder planting an access point

with a higher than normal broadcast power to masquerade as a legitimate access

point. Unknowing clients would attempt to associate with this access point believing

it is valid. The intruder could then use information collected from these association

attempts to determine network security settings and other aspects of the network.



In spite of all these, a properly configured access point with security features

enforced can still be compromised, thus becoming a RAP [I]. As mentioned above,

WEP (Wired Equivalent Protocol) the most common security protocol was also

proved to be broken even when correctly configured. Later, WPA (Wi-Fi Protected

access) was created in response to the serious weaknesses that researchers found in

WEP which was also not very successful. Due to these pitfalls in WEP and WPA, an

access point can be easily compromised. Therefore, the traditional way of protecting

networks with encryption and firewalls is no longer sufficient.

According to an early study by Gartner [2], RAPs are present on about 20% of

all enterprise networks. The main reason is advancements in hardware and software

which have made access point installation, access point discovery, and access point

compromise an easy task for attackers. It is convenient to obtain an access point and

plug into a network without being discovered for some time. Moreover, commodity

Wi-Fi network cards have the capability to capture all 802.11 transmissions. This

has led to the increase in the process of driving around and looking for vulnerable

access points (war-driving activities).

1.4 Contributions

The main contribution of this thesis is a novel approach for RAP detection

based on measurements collected at the edge of a network. The method used is a

statistical approach to detect RAPs using Hidden Markov Models (HMM). A HMM

is a stochastic approach in which thc system being modeled is assumed to be a
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Markov process with unknown parameters; the challenge is to determine these

unknown parameters using the observable data. We considered intrusion as a pattern

of observed sequence; the detection is done by identifying and eliminating anomalies,

by measuring deviations from normal processes using the I-IMM. HMM

based-approaches correlate the system observations and state transitions to predict the

most probable state sequence. The HMM is applied to passively measure

packet-header data collected at a gateway router. The approach detects a RAP by

observing the traffic characteristics of the associated individual end hosts. It is

probabilistic and uses Markov chains to represent the likelihood of transitions

between the different security states of an access point. This approach roughly works

as follows. First, the HMM model is trained based on a training data set which has

information gleaned from packet traces. The packet traces are collected fiom a

test-bed wherein traffic comprises of normal Internet activities and DoS [2] attacks.

Once the HMM model is trained, we monitor the packet arrivals of different flows at

the edge of the network. By observing the packet inter-arrival time of these flows, the

HMM model detects an access point as a RAP or an authorized access point.

The first contribution in the thesis is the estimation of the number of states of

the HMM model and what those states refer to. The states of the HMM model play a

very important role in the training and the detection process. The second one is the

modeling or the training of the I-IMM model; the model estimation was done using

the HMM toolbox implemented by Kevin Murphy in [14]. The third contribution is

the implementation of the HMM for the detection of RAP in a WLAhk



The key strength of this approach lies in the fact that it influences the

knowledge about the behavior of the traffic characteristics of 802.I I based

WLANs and properties of DoS attacks. This approach is scalable and

non-intrusive, requiring little deployment cost and effort, and is easy to manage

and maintain.

1.5 Outline of the thesis

This thesis is organized into six chapters, including the present chapter.

Chapter II gives an elaborate description of background and related work based on

the extensive survey done during the course of this thesis. It discusses several

successful methods previously implemented by researchers for identifying RAPs in

wireless environments and the like. Chapter III discusses the problem statement and

the proposed approach to solve the problem. Chapter IV provides a detailed

description of the methodology and analytically explained the approach. Chapter V

gives a detailed explanation of the experiments performed and the results obtained.

This section also talks about the pitfalls of the approach. Chapter VI provides a

conclusion to this thesis by summarizing the techniques used in the development of

the methodology proposed, some critical results obtained, and suggestions for future

research in this area. This work was presented at the MILCOM 2008 technical

conference held in San Diego.
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CHAPTER 2

BACKGROUND AND RELATED WORK

Not much work has been done in the field of RAPs unlike the research done in

Intrusion detection. Most of the current approaches for detecting RAPs are

rudimentary and easily evaded by hackers. Some organizations have equipped IT

personnel with wireless packet analyzer tools (e.g., sniffers) on laptops and handheld

devices, forcing IT personnel to walk the halls of the enterprise or campus searching

for RAPs. This method is generally ineffective because manual scans are

time-consuming and expensive and therefore are conducted infrequently for detecting

RAPs. The frequent attacks on network infrastructure, using various forms of DoS

attacks and worms have led to an increased need for developing techniques for

analyzing and monitoring network traffic and perform anomaly detection.

2.1 Different Approaches for the Detection of RAPs

A comprehensive taxonomy of RAP detailing different categories of RAPs

has been presented by Ma et al. [3] as mentioned in the previous chapter. The authors

have categorized access points in the following four classes: improperly configured,

unauthorized, phishing, and compromised as mentioned above. The brute-force

approach of RAP detection used by most enterprises is to equip IT personnel with

wireless packet analyzer tools and scan the network traffic [4-5]. AirDefense [4] is

one such product. It uses a combination of radio frequency sensors and an intrusion



detection server to capture process, and correlate network events. However, the latest

release, Air Defense 7.2, has a starting price of US $7,995. Also, the radio frequency

(RF) sensors make it difficult to guarantee a complete coverage of the network to

ensure effective RAP detection.

To the best of our knowledge, there are few research efforts I'or detecting RAP.

Fault diagnostics in IEEE 802.11 networks is presented in [6]. Multiple access points

and mobile clients perform RF monitoring to help detect the presence of RAPs. Each

client is equipped with special diagnostic software, and RAPs are assumed to transmit

beacon messages and respond to probe requests. Further, its detection ability is not

based on the assumption that RAPs will function properly.

Differences in inter-packet spacing between traffic flows on wired and

wireless networks is used in [8-9] for identification of RAPs. However, the scheme

does not differentiate between wireless traffic from authorized and unauthorized

access points. It also assumes that access points will be connected within one hop to a

switch monitoring the traffic, and relies on visual inspection of traffic characteristics.

Rim et al. [2] has used multiple network sniffers for detecting RAPs and

eavesdroppers. Each sniffer has three network cards, and the intrusion detection

capabilities are stymied by MAC address spoolmg. Yeo et al. [21] improves the

performance of wireless monitoring by merging packet captures from multiple

network sniffers and carefully selecting sniffer placement. The techniques are

exploited to characterize MAC layer traffic and perform retrospective diagnoses.
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Recently, Wei et al. [10] proposed two passive online RAP detection

algorithms. The core of these two algorithms is the sequential hypothesis tests applied

to packet-header data that are passively collected at a monitoring point. Both

algorithms exploit the fundamental properties of the 802.11 CSMA/CA mechanisms

and the half duplex nature of wireless channels to differentiate wired and wireless

TCP traffic. Once TCP ACK-pairs are observed, prompt decisions are made with

little computation and storage overhead. Yin et al. [11] proposes a layer-3 RAP

detection approach using the combination of a verifier and wireless sniffers. In this

approach, a verifier on the internal wired network is employed to send test traffic

towards wireless edge. Once wireless sniffers capture an access point relaying the test

packets, the access point is flagged as rogue. In addition, binary hypothesis testing

technique is adopted to improve the robustness of detection.

2.2 Different Types of Intrusion Detection Systems

Bahl et al. [7] propose a distributed monitoring infrastructure called DAIR. It

attaches VSB wireless adapters to desktop computers for more comprehensive traffic

capturing ability. The effectiveness of DAIR is dependent on access point

functionality that can be easily turned off. Additionally, both ol'6] and [7] assume

that characteristics of IEEE 802.11 standards cannot be violated by the adversaries.

David et al, [16] introduced a router throttle mechanism which was used for

countering Distributed Denial of Service (DDoS) attacks directed at an Internet

server. A DDoS attack is one in which a multitude of compromised systems attack a
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single target, thereby causing DoS for users of the targeted system. This mechanism

specifically targeted Neptune type of DDoS attacks. The authors have advanced a

control-theoretic, server-centric model useful for understanding system behavior

under a variety of parameters and operating conditions. I'he adaptive throttle

algorithm is effectively used to protect a server from resource overload, and increase

the ability of normal traffic to arrive at the intended server. The results indicate that

server-centric router throttling is a promising approach to prevent DDoS attacks, but

several nontrivial challenges like low computation and memory overheads remain

that prevent its immediate deployment in the Internet.

Krishna et al. [Igj developed a tool for statically validating a TCP server's

ability to survive SYN flooding attacks proposed in their paper. The tool

automatically transforms a TCP-server implementation into a timed automation, and

it transforms an attacker model, given by the output of a packet generator, into

another timed automation. Together the two timed automata for a system for which

the model checker UPPAAL can decide whether a machine is in a bad state, which is

based on the buffer overruns that are reached in the system.

Mohan et al. [25] developed a distributed agent based intrusion detection

system for WLANs that can detect unauthorized wireless elements like

access points, wireless clients that are in promiscuous mode etc. It is one of the most

common approaches used in this field. Due to the property of wireless technology to

face attenuation of signals with distance, they consider multiple access points at

different locations to increase the area of coverage. This has a central administrator
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which is the main central server that monitors all the wireless cells in the network. It

maintains a record of all the access points and agents present on the network and also

a list of all the clients which need to access the wireless network. Any new access

point or wireless client which needs to be installed on the network, should be

registered with the central administrator, failing to do this they would be considered

as an unauthorized element. When a wireless element like an access point or a

wireless client card is registered, the element's information is sent to all agents and

the agents, upon receiving this information act accordingly.

The methods used for detecting intrusions in WLANs are based on physical

layer features extracted I'rom the RF waveforms of individual network packets. The

features considered include those intrinsic to the packet source (wireless user node) as

well as those related to the propagation path between the source and a network access

point. This intrusion detection methodology, which is applicable to any WLAN, can

determine whether the source of a wireless packet is a legitimate node or a rogue

transmitter. The proposed wireless intrusion detection (WIND) system exploits the

unique transmitter and propagation channel characteristics that are inherently encoded

in the electromagnetic wave of each packet sent by a wireless user node. WIND

measures a set of RF features for each packet transmitted within or into the physical

bounds of the network and uses the statistics of the feature set to derive a fingerprint

that uniquely identifies the packet's source. The uses of physical-layer features to

identify wireless nodes make it much more difficult for an adversary to mimic a

legitimate node. The WIND system could be used either independently to produce



alerts or block suspicious in-coming traffic or as an additional input to a conventional

IDS system.

Schmoyer et al. [19] gave an overview of the wireless IDS and their

functionalities. The authors preface with the fact that the most basic level for

intrusion detection is to track the Media Access Control (MAC) address of network

adapters attempting to associate with the network. If the MAC address does not occur

in the white list or is blacklisted, it is flagged as a possible intruder. Such a procedure

is commonly known as MAC filtering and might not be practical in a large

organization where users may employ their own wireless cards. By checking each

MAC address against such patterns, it would be possible to determine forged

addresses randomly generated by intruders. It is possible for users or attackers to

change MAC addresses reducing the effectiveness of using patterns. To improve

detection accuracy, it should be possible to utilize any number of algorithms to profile

the attack, including rule-based algorithms, expert systems, or even artificial neural

networks that "learn" the normal behavior of the network. To minimize the

requirements of each device and to improve detection accuracy by polling more

devices, additional intrusion detection logic could take place on the central server

where more information and more processing capabilities are available.

One of the current approaches has been to detect RAPs from a central location

(a switch that supports a subnet) with the detection independent of the wireless

technology. It is a scalable solution, thus not attempting to reassemble data before

analysis, and this solution functions independently of the signal range of the RAPs.



Tomko et al. [22] discussed the processing and decision-making performed at

the switch with the input as the link layer traffic traversing. The number of hops

between the switch and the end point will most likely affect the temporal

characteristics of traffic as observed at the switch. Queuing and congestion tend to

mask the temporal shaping of traffic through end points. The reliability of wired

links makes the temporal characteristics of traffic in a path, to be shaped mostly due

to higher layer (e.g., TCP) mechanics, with a relatively simple shaping from the link

layer. A wireless link, however, shapes traffic differently. Due to variations in

channel conditions, wireless link capacity varies and random delays are introduced.

The difference in link speed between wired and wireless links also shapes the

characteristics significantly. Accordingly, this detection scheme is based on the

premise that if traffic at a switch port is observed in both directions over time, and

input-response correlated, different patterns may be observed for segments with and

without wireless links. The input-response correlation involves estimating which part

of traffic is in response to which impulse (or input). Thus, for every response quanta

of traffic from an end point in the segment, temporal characteristics may be analyzed

by classifying mean, variance, and other frequency response characteristics of

inter-packet spacing. As time progresses, RAPs (or a number of them) are detected,

when the difference in state variables between ports crosses a threshold. The main

aim was to experiment and derive state representations and its derivation from the

observed temporal characteristics of traffic, and they have observed dil'ferences in

inter-packet spacing in wired and RAP scenarios.
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There are several other research works on RAP detection and one of the

approaches is to detect RAP detection in a heterogeneous network. These research

studies have classified the traffic originating from a wireless LAN and an Ethernet

and for packets originating from wireless link; they check whether the host is

authorized to use the wireless network.

Shetty et al. [9] showed the classification between the traffic originating from

the Ethernet and the WLAN is done by considering the number of hops between the

end host and the gateway router assuming that the wired and wireless end hosts are

connected to the gateway router. This approach also states that the wireless links use

a contention based MAC protocol to access the shared link whereas the Ethernet links

use a non-contention based access to a switched wired link. Ethernet links have a

greater data rate as compared to wireless links. The difference helps to detect WLAN

hosts. The authors have also demonstrated the detection of RAP by distinguishing

traffic generated by authorized WLAN hosts from unauthorized WLAN hosts, and

considering the unauthorized users are interested in gaining access to any vulnerable

host, the request packets are sent to random end host machines, thereby increasing the

crossing-access. If the frequency of the crossing-access exceeds a threshold, the NTA

(Network Traffic Authority) detects the unauthorized WLAN host as connected to a

An attack fingerprinting system to identify instances of repeated attack

scenarios on the network was proposed in [23]. This tool is a combination of

attacking hosts and attack tool. Since packet contents can be easily manipulated, they
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have based their fingerprints on the spectral characteristics of the attack stream which

are hard to forge, The application of pattern matching techniques made use of the

maximum-likelihood classifier to identify repeated attack scenarios. Their study

indicates the spectral fingerprint is primarily defined by the attacking tool; however,

the network influences the fingerprint when it is saturated.

Bah[ et al. [24] analyzes two alternative approaches for anomaly detection

over system call sequences and arguments. A Deterministic IDS which built a Finite

State Automation (FSA) model complemented by a network of dataflow relationships

among the system call arguments. The main contribution is the use of Self Organizing

maps (SOM) to model path similarity. They adapted the Symbol SOM algorithm to

make it suitable for computing numeric distance between two paths. They also

proposed a new model for commuting the frequency of traversal of edges on the FSA

prototype to make it able to detect DoS attacks.

2.3 Hidden Markov Models used in Intrusion Detection Systems

Hidden Markov Models (HMMs) have also been used to detect and classify

Network Intrusions [17]. The HMMs were modeled to detect buffer overflow based

attacks. The disadvantage of this method is it cannot be applied for detection of

attacks that are performed over a long period.

Wei et al. [20] have discussed the use of continuous-time HMMs for network

protocol and application performance evaluation. They developed an algorithm to

infer the continuous-time HMM (CT-HMM) from a series of end-to-end delay and
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loss observations of probe packets. They infer a CT-HMM from delay and loss

observations seen by a sequence of probes sent from one end host to another end host.

This CT-HMM can then be incorporated into a simulator or an emulator to drive the

simulation of a network protocol or application by providing losses and delays to

packets in the network at arbitrary points of time. They have demonstrated that the

CT-HMM is a good model of the network settings by showing that the behavior of a

flow driven by the model is similar to that of a flow in the original network. Here, the

flow can be governed by a network protocol or an application. They validate using

both TCP and a streaming video application.

The main contribution of the Ames et al. [27] in their paper is an approach to

network risk assessment. They determined the risk level of a network as the

composition of the risks of individual hosts, providing a more precise, fine-grained

model, and they used HMMs to represent likelihood of transitions between security

states. Finally, they integrated their risk assessment tool with an existing framework

for distributed, large-scale intrusion detection and applied the results of the risk

assessment to prioritize the alerts produced by the intrusion detection sensors. The

implementation of this model processes the alerts produced by a set of sensors

monitoring a number of hosts. The main idea was to show the level of risk activity;

therefore, the HMMs used allow the risk to gradually decrease even if the host in

question has been assessed to be in a compromised state. The primary advantage is

that HMMs provide an established framework for state estimation, modeling both the

probabilities of entering certain states as well as the probabilities of receiving



22

different observations in each state, as well as the probabilities of receiving different

observations in each state effectively providing a framework for representing the

false-positive and false-negative effects of IDS. In addition, the risk can be only be

interpreted by using knowledge of the normal risk level of the system as well as the

maximum risk of the system which is obtained from the learning or training

procedure of HMM. A limitation of this definition of network risk is that it does not

consider dependencies between hosts. Another important limitation of this approach

is the need for model parameter estimation.

Salamatian et al. [28] proposed a HMM model for the transmission channel

where the different states of the HMM indicates the different states the channel goes

through. Each state in this model corresponds to the probability that a packet sent by

the transmitter will be lost. A Markov chain governs the transition between the

different states of the channel; this Markov chain is not observed directly, but the

received packet flow provides some probabilistic information about the current state

of the channel as well as some information about the parameters of the model. They

have explained some useful algorithms for the estimation of the channel parameters

and for making inference about the state of the channel. In this method, they have

analyzed the end-to-end loss process and used it to make inferences about the state of

the network as seen by the application. They have developed a two-step network state

estimation procedure: first, a model calibration step that chooses a number of states

and calibrates a HMM for the loss, and a second step will use this I-IMM to estimate

the actual state of the network by observing the sequence of packets. One of the
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problems omitted by the authors is the tracking of non-stationarity and variation in

the subjacent network channel by the HMM. The HMM obtained from this paper can

also be used in adaptive applications. The integration of such an estimation

mechanism in a video diffusion over the internet is being studied.

Our proposed framework differs from previous work in which it provides an

efficient and prompt detection of RAPs by analyzing the traflie characteristics of

WLANs. It also defends against a more insidious type of RAPs, i.e., the compromised

access points, that have never been addressed in the literature before. According to

Queuing theory, "average service time must be less than the inter-arrival rate or the

system is unstable". Our model can detect RAPs, which are the source of specific

DoS attacks. Moreover, the deployment of this model does not require modifications

to thc underlying wireless standard. This makes our framework an efficient and

cost-effective solution.
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CHAPTER 3

HMM BASED RAP DETECTION APPROACH

This chapter describes the RAP detection problem at a high level and the

approach towards solving this problem. The approach proposed for the RAP detection

in WLAN is a Hidden Markov Model (HMM). This detection process is a typical

form of anomaly intrusion detection because the intrusion detection system collects

and processes a large volume of the network traffic where the processing techniques

include machine learning and statistics. An anomaly based intrusion detection system

is a system for detecting computer intrusions and misuse by monitoring system

activity and classifying it as either normal or anomalous. This is a kind of system

where in order to determine what attack traffic is, the system must be trained to

recognize normal system activity and then by observing abnormalities in the data, the

intrusions or attacked activities can be detected. It has been recently proved that

HMM is a good tool to model normal behaviors of authorized hosts or processes for

anomaly intrusion detection. The main idea of using HMM for RAP detection is for

reducing demands on training time and memory resources.

A HMM defines two concurrent stochastic processes: the sequence of HMM

states and a set of state output processes. The first process specifies the probability of

transition between any state and each of the other states in the system. The second

stochastic process is observable symbols at each state of the system. In our network

model, we have a very similar scenario where the state of the access point is not
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observable, but the packet traces are the observable parameters which help us

determine the state of the access point. The packets coming from the end hosts

through the access points provide information about the access point and help us

determine the state ol'he access point. As a machine learning method for

constructing a finite state machine, HMMs have been widely used in knowledge

discovery, pattern classification, speech recognition, DNA sequence modeling, and so

on. This is due to the fact that HMMs efficiently model the sequential characteristics

between the events of normal behaviors. A remarkable feature of I-IMM is that it

suggests a paradigm shift in the applied detection techniques from the structural

pattern recognition techniques to sequential learning techniques.

3.1 Problem Statement

Consider a wireless local area network, e.g., a university campus or a military

network, as illustrated in Figure, l. End hosts within this network only use 802.1I

WLAN to access the network. A monitoring point is located at the gateway router of

this wireless local network, capturing traffic flows coming in and going out of the

network. The end hosts are connected to three access points (API, AP2, and AP3).

Each of these access points can be termed as authorized or rogue depending on the

traffic generated by them. The end hosts connected to authorized access points

generate traffic indicative of normal Internet activities (web browsing, email, ftp

transfer, etc.). The end hosts connected to the RAPs are the source of DoS attacks.

This intrusion detection method using HMM is an offline detection process. The

network data is collected at the monitoring point, i.e. the gaieway router of the

network, and this model is used to carry out the detection process. Our goal is to



determine (l) what fraction of traffic flows arc the source ol'oS auacks (2) for each

traffic flow, what is the probability that this particular traffic flow originated from a

RAP and also (3) determine when an access point is in good, probed or compromised

state.

Application Server Gateway Router

Figure 1. Network Configuration.

Our approach utilizes the intrinsic characteristics of WLAN connections and

DoS attacks. The approach operates roughly as follows. For packets belonging to

each traffic flow, the inter-arrival times are observed at the monitoring point. As will

be shown in the following chapters, the inter-arrival times for packets originating

from authorized access points and RAPs differ significantly. Our trained llMM

exploits this difl'erencc to differentiate traffic originating from authorized access

points and RAP.
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In following chapter, we present the analytical basis of our scheme, which

demonstrates how the inter-arrival times will differ for traffic flows originating from

authorized access points or a RAP. We then describe the design of the HMM (the

core of our classification scheme).

3.2 Hidden Markov Model Based RAP Detection Approach

The use of Hidden-Markov Models (HMMs) as a method for detecting

intrusions in an individual computer system has been proposed in [l2-I4]. A HMM

enables the estimation of a hidden state based on observations that are not necessarily

accurate. The reasons for using I-IMM as our detection approach are as follows:

First, we all know that a WLAN can have a number of access points and a

number of hosts connected to these access points, and each of these machines will

have a limited number of repetitive requests with unique packet traces. Hence, we can

model an access point behaviour with finite number of states which can be described

by a HMM. Second, in the WLANs we have a train of packet traces in which a packet

from a particular access point depends on the last packet. This dependency of the

observation parameters makes it easier for the detection in the I-IMMs. Third, a

transition from one state to another state can be treated roughly as a modified Markov

process which is nothing but the HMM. Another feature of the HMM is that it is able

to model the probability of false positives and false negatives associated with the

observations which is one of the most important parameters in anomaly intrusion

detection. The method is based on Rabiner's work on HMMs in [15].

In our problem setting, we use the HMM to describe the current security state

of the access points in the network by analyzing the packet traces coming fiom each
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of them. The security state of the access point can be identified by observing the

inter-packet arrival time in the packet traces. These packet traces help us determine

the state of an access point and thereby detect the RAPs to be more precise

compromised access point.

The complete parameter set of our HMM model is given as'(P,g,ir). The

same notations in [15] are used to describe our HMM model.

~ N = 3: number of states in the model.

~ M = 3: number of distinct observation symbols per state.

~ T = 10 length of the observation sequence, i.e, the number of symbols observed.

V {v) vi vr } The discrete set of possible observation symbols.

~ rr = {rr }, ni = P(ii =i): The probability of being in state i air = 1.

~ P = (pi }, pr = P(ii+ i =j,ii =i): The probability of being in state j at time i+1

given that the current state is i atr = 1.

~ Q={q,(k)},q,(k) =P(vi at rib = j):The probability of observing symbol vi

given that the current state is j .

~ 0 = (Oi, Ou..., Oio}: Observation sequence; denotes observation symbol observed

at timer.

~ X = {Xi, Xu...,Xio}: State sequence; Xi denotes the sequence of states visited by

the access point.

Assume that each access point can be modelled by N different security states,

i.e. S = {s„...,s,,}. The security state of an access point changes over time which is an

indication of normal or rogue activities. The sequence of states visited by an access



point is denoted by X = xi xi where x, c S . Traffic flowing through each access

point is monitored at the gateway router which is the monitoring point in the network.

The monitoring process keeps track of the inter-arrival time of the traffic flow. A

range of inter-arrival times is represented as an observation message in our HMM

model. The ranges of inter-arrival times are represented as observation messages from

the observation symbol set V = (vo...,v„}, where M is the total number of messages

(or unique ranges). The sequence of observed messages is denoted by f = y,,...,y,,

where y, c V the observation message is received at time n The HMM for each host

consists of a state transition probability matrix P, an observation probability matrix Q,

and an initial state distribution ir . The complete parameter set of our HMM model is

denoted bye =(P,g,ir). The access points modelled in this thesis are assumed to

have three possible security states S= (G, P, C) which are defined as follows:

~ Good (G): The access point is not subject to any attacks. This state represents that

the access point is not probed or attacked, and it behaves normally in the network

without any intrusive activity.

~ Probed (P): The access point is subject to probing. Port sweeping is a good

example of probing. This shows that the access point can be compromised or

attacked by unauthorized hosts in order to intrude into the network.

~ Compromised (C): It shows that an unauthorized user which tried to intrude into

the network has compromised the access point. This is the state where the access

point has been attacked, and the access points begin to malfunction in the network

and try to intrude in the network activities.
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Figure. 2 shows the HMM model for the security states of the access point.

The edge from one node to another represents the fact that when an access point is in

the state indicated by the source node, it can transit to the state indicated by the

destination node. Note that the graph is fully connected which indicates it is possible

to transit from any security state to any other security state.

Pu

Ps 1

Figure 2. Three state HMM model.

The state transition probability matrix P describes the probabilities of

transitions between the states of the model. The transition probability p describes the

probability that the model will transfer to state s, at timer+ I given that it is in state

s, at timer, i.e.



The observation probability matrix Q describes the probabilities of receiving

different observations given that the access point is in a certain state. Each

observation,q,(m) represents the probability of receiving thc observation symbol

v.at time r, given that ihe access point is in state s at time r,i.e.,

q„(m) = P(y, = v„, I x, = s„),1 & n & N, I & m & M.

Our I-IMM based intrusion detection consists of two phases namely training

and detection phase. In the training phase, the observation sequence obtained from the

inter-arrival times of each packet are transformed into HMM observation sequence,

i.e. the HMM model is trained with a normal sct of network data. Then the HMM is

inferred from the observation sequence. In the training phase, the observation

sequence is first transformed into HMM short sequences, then the HMM is used to

calculate the most probable state sequence in order to determine if it is normal or

anomalous. 1 he following chapter explains in detail the HMM training and detection

procedure which are the basic and important problems for I-IMMs.
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CHAPTER 4

HMM TRAINING AND DETECTION

This chapter gives the details of the two main stages in our approach. Stage 1

is the training of the HMM based on the packet traces. The most well-known

Baum-Welch algorithm is used to train our HMM model, it is considered as batch

training because it allows only one observation sequence at a time. Ideally, a well

trained HMM can give sufficiently high likelihood only for sequences that correspond

to normal behaviours. Sequences corresponding to abnormal behaviours, on the other

hand, should give a significantly lower likelihood values. Stage 2 is the detection of

RAP by the trained HMM. The main aim of the detection phase is to discover the

hidden state sequence that most likely produced a given observation sequence. There

are several possible ways to find an optimal state sequence associated with the given

observation sequence. One way of doing this is to use the Viterbi algorithm to find

the single best state sequence.

There are two crucial aspects of the HMMs which are imponant in our

research. Those aspects are sequence modeling the sequence (Training) and sequence

recognition (Detection) using HMMs. The sequence modeling is concerned with the

optimization of the various parameters of a HMM to best model a real world

phenomena.
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4.1 HMM Training — Baum-Welch Algorithm

A very fundamental issue to be solved when using a HMM is the

determination of its structure, topology and the number of states, in other words

finding a method to determine and adjust the model parameters to maximise the

probability of the observation sequence given the model. The goal of 1-IMM training

is to estimate appropriate values for the model parameters P and Q. A uniform initial

distribution of the P and Q parameters is adequate as a basis for training the

parameters, according to [15]. The initial parameters can alternatively be determined

by a network administrator based on traffic statistics collected over a period of time.

These methodologies provide a framework for identifying threats and vulnerabilities

and for determining probabilities and consequences of DoS auacks. Based on a HMM

with initial parameters, there are several algorithms available for re-estimating the

parameters (i.e., training the models). There is, however, no analytical solution to the

re-estimation problem.

A standard approach for learning HMM parameters is the Baum-Welch method or

forward-backward method which uses iteration process to select I-1MM parameters to

maximize the probability of an observation sequence. The Baum-Welch method was

adapted to estimate the HMM parameters for our model. The first step in the

estimation process is to initialize the parameters of the HMM. Thc second step is to

generate the training set. We refer to a set of traffic flows from which the observation

distribution is obtained as a training set. For our HMM model, a state sequence of

length 10 was considered

X = X„,X„...,X, [3]

with corresponding observations

[4)
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Then, rr., is the probability of starting in state xo. Also, r/ „(yo) is the

probability of initially observing yo and p„,,,i is the probability of transiting from

state xo to state xi. This concept is extended for a state sequence length of 10 in our

model; the probability of the state sequence X is given as

P(X) = rr ~r/.«(yo)p.,,iq.i(yi)pLI 1' ..q. (y9)p~~.

And by the definition of P and Q from [15] it follows that, the probability of a

state sequence given the model is given as

We know that,

P(YnXa2)
P(A)

P(Y/ Xg)P(Xg) I'(YnXn2)P(Xn2)
P(X n 2) P(2.)

P(Y,XI X) = P(Y I X,2)P(X I 2)

From the above equations, we obtain the joint probability of the state

sequence. By summing over all the possible state sequences, we obtain

P(YIX) =Q P(Y,X/2) [10]

= g P(YIX,Z)P(X,2)

rr.iq.,p,. r/ ~(yi)...p ..* q (y9) [12]

ln this way the probability of an observation sequence for a given initial set of

parameters is calculated. This is an iterative procedure; it is repeated until a limiting
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point is reached in order to acquire an optimal HMM model. This is a very tedious

process because the computation is practically unfeasible. In order to solve this

computation problem, an efficient procedure called the forward-backward procedure

came into existence.

From Rabiner et al. [15], for the Forward-Backward procedure, a forward

variable a (i) is defined as

a1(i) = P(OiOi...Ou ql = S, i 2) [131

which is the probability of the partial observation sequence, OiO ...0 until a

particular time instance i and a particular state S, for a given model 2. The

forward variable is calculated inductively by following the three steps, namely

Initialization, Induction and Termination. The procedure is as follows:

Step I: Initializes the forward probabilities as the joint probability of state S,

and initial observation Oi.

ai(i) = rrib(Oi), 1&i &N [14]

Step 2: In the induction step, the forward calculation is performed which is

most vital part of the procedure.

ai+i(j) = Qai(i)as bi(Oi+i),
b =i

1&i&T — I

I & j & Itr.

[15]

Step 3: This stage gives the sum of the terminal forward variablesai(i).

P(07 2) = g ar(i) . [16]

Therefore, the probability of the partial observation sequence given the model

is nothing but the sum of forward variables. In a very similar manner, another

variable called the backward variable which is defined as

[17]



which is the probability of the partial observation sequence from r+1 to the

end, for a particular state S for a given model 2. This variable is also calculated

like the forward variable which follows the three steps namely initialization,

induction and termination. The only difference is the part of the observation sequence

which is considered for the probability computation. Together the forward and the

backward variable are used to compute the probability of the observation sequence

given the models. These computations were modelled by Rabiner using MATLAB

in [(5], The model needs to be fed with the observation sequence, and the model

parameters and the output is the probability of the observation sequence.

For the training procedure, for the given observation

sequence 0 = (00,0u...,Oo}, the algorithm estimates the model

parameters' (P Q, rr), to optimize the detection process. The complete procedure for

the Baum-welch algorithm can be stated as follows:

Step 1: Let the initial model be 2,0

Step 2: Compute the new model 1 based on 20 and observation sequence O.

Step 3: ifP(O)2) & P(OiA0), stop the iteration.

Step ch Else, set 20 —& A and repeat step 2.

Step 5: Stop.

This is the most difficult and also tedious process of computing the optimal

model parameters. The Forward-Backward or Baum-Welch algorithm is an efficient

algorithm used to compute the optimal model parameters which minimizes the

number of computations to be performed. Having generated the observation

distribution from the training set, the linn( step of the training phase is to estimate the
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parameters of the model. The parameter estimation was implemented in MATLAB

with the help of routines provided by Kevin Murphy in the Hidden Markov Model

Toolbox for MATI.AB [14].

4.2 HMM Detection — Viterbi A]goritbm

After training the HMM model, the next step is to perform detection of RAPs.

The detection process was carried out by generating packet traces from the same

network setup used for the training purposes. Observation distributions were

extracted from the packet traces. For the detection process, we employed the Viterbi

algorithm from the HMM toolbox [14]. Viterbi algorithm is a dynamic algorithm for

finding the most likely sequence ol'hidden states called the Viterbi path which results

in a sequence of observed events. This algorithm gives the optimal state sequence for

a particular HMM model For the training process, the training data sct or the

observation parameters is first divided into short length sequences. This is done for

efficient and accurate detection process.

The Viterbi algorithm is also an iterative procedure where the optimal state

sequence is obtained by recursively finding the most probable sequence of hidden

states given an observation and a HMM. From Rabiner's [15], for this algorithm a

variable called the best score li(i,r) is computed, which is the highest partial

probability obtained for a particular state sequence given the observation and HMM.

B(i,r) = max P[quqz,...,qi-i =(,OuOu...,Oill]
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Thus, B(i,r) is the maximum probability of all sequences ending at state i

at timer. These probabilities are different from those probabilities obtained in the

training procedure since the variable represents the probability of the most probable

path to a state at a particular time for a given observation sequence.

Given an observation sequence and a trained HMM model, the complete

procedure for the Viterbi algorithm can be stated as follows:

Step I: Define a partial probability variable d(i, r) .

Step 2: For each intermediate and terminating state, the most probable path to that

state is calculated which is associated with a partial

probability' 

.

Step 3: The state with the maximum partial probability and partial best path is

chosen as thc most probable state sequence.

Step 4: Stop.

In this way the most probable state sequence for the given observation

sequence is computed or the detection process is done. The Viterbi algorithm is very

similar to that of the training procedure. The major difference is the computation of

the most probable path to the state. This algorithm provides a computationally

efficient way of analysing observations of I-IMMs to find the most likely underlying

state sequence.

We setup a network as illustrated in Fig. I. Next, we present the three known

DoS anacks detected by our model. There are two types of DoS attacks, logic and

flooding attacks. We have mainly focused on the flooding attacks. The three DoS

attacks considered in this thesis are presented in Table I which is explained in much

detail in [16]. The attacks are generated by the end hosts connected to the RAP.
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Table I - Attack Repertoire.

For our detection process, this algorithm will give the state of the access point

in the network. The output of the detection procedure is a sequence of security states

of the access point corresponding to each packet in the trace file. By knowing the

state of the access point, a compromised access point can be discarded from the

network. In the next chapter we evaluate the HMM model to analyze the accuracy

and promptness of the detection process.
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CHAPTER 5

SIMULATION AND RESULTS

This chapter mainly deals with all the experiments conducted for this research

work. In our experiments, we use the network setup as shown in Figure. I to obtain

the performance results in terms of detection accuracy and promptness. Details of all

the experiments as well as their corresponding results are presented in this chapter.

5.1 Network Model

A small WLAN was considered in order to perform our experimental analysis

which includes only three access points. The laptops are connected via IEEE 802.1 I b

WLAN interface to the access points, and the desktops are connected via Ethernet

interfaces to the router. This is a small WLAN setup in the lab using the available

resources. For each access point, traffic is generated fiom the laptop and the desktop

respectively. Different types of traffic loads or patterns were experimented in order to

verify if the traffic load has an impact on the traffic characteristics which are used to

detect the RAP. The different types of traffic load tested were low, medium and

heavy. It was observed that the traffic load did not have a noticeable change in the

packet characteristics. The traffic load does change the inter-arrival time of the packet

train, but this effect does not help in the detection process. For the rogue activity,

there is an unauthorized host outside the network trying to perform some intrusive

activity in the network and get access into the network by getting connected to one of
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the access points and compromising the access point. The goal is to detect the

compromised RAP attacked by the unauthorized client,

The end hosts which are connected to authorized access points generated

traffic corresponding to normal web activities (browsing, email, ftp, etc). Packet

arrivals in wireless LAN are modelled as Poisson process with exponential

inter-arrival times [13-14]. For example, http traffic was represented by setting the

web page inter-arrival time as an exponential distribution with a mean value of 60

seconds, and the number of pages also followed an exponential distribution with a

mean value ol'0 pages. Experiments concluded at this mean value by conducting

multiple runs for different types of traffic load. It was observed that there was a

minimum deviation in the mean value for each of the runs conducted.

Packet traces for the three access points in Figure. I were collected over a one

hour time frame. The key distinguishing characteristic between the traffic generated

by the normal end hosts and the rogue end hosts is the packet inter-arrival time. So

we used thc packet inter-arrival as the observation parameter I'or our HMM model.

Based on the distribution of the inter-arrival times, we have identified three

prominent inter-arrival ranges Rl, R2 and R3. These ranges address all the traffic in

the packet trace. Suppose that a set of n, packets are identified in the training set. Lct

x, denote the inter-arrival times of the I'ackel. Thc value of x, is discretized as

follows; If x, lies within the range of Rl, it takes a value of I, for R2 the value is 2

and finally for R3 the value is 3. Thus, the observation distribution is obtained I'rom

the discretized value ofx„ i = I, 2,..., n,.



Tables 2, 3 and 4 indicate the corresponding initial values of z and P

parameters of the IBMM model which correspond to the initial state probability

distribution, state transition probability distribution and observational symbol

probability for the three HMMs respectively.

Table 2 — Initial State Distribution.



Table 3 — State Transition Probability.
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Table 4 — Observational Symbol Probability.

5.2 HMM Training and Detection Accuracy

The training procedure was explained in the above sections. The first step in

the training procedure is to initialize the parameters and use the Baum-Welch

algorithm implemented by Rabiner in [l5]. With the initial parameters the HMM is

trained to obtain a learned HMM that is to be implemented in the WLAN for the



detection process. Tables 2, 3 and 4 gave the initial values of the initial state

probability, the state transition probability and the observation symbol probability.

Tables 5 and 6 give the trained state transition probability and observation symbol

probability.

Table 5 — Trained State Transition Probability.
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Table 6 — Trained Observation Probability.

Detection accuracy is evaluated by computing the successful detection of

RAP, false positives, and false negatives. In our experiment setup, the end hosts are

laptops which communicate via IEEE 802. I lb WLAN interface to the access points.

The source of the rogue activity is a "roaming" laptop carrying out attacks depicted in

Table l. An access point which is currently under attack by this "roaming laptop" is a
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RAP. The goal of our model is to report all instances of the presence of RAP. Traffic

was generated from all laptops for a period of 60 minutes. The traffic was collected at

the gateway router, and an offline detection process was carried out using the trained

HMM model.

In order to provide a quantitative analysis of the model, we evaluated the

detection accuracy of the model. In Figure.3 the detection accuracy of the I-IMM

model is presented for all three access points. A combination of normal and attacked

trafflc flows from each of these access points at different time instances during the 60

minute time limit. The three access points exhibit all three security states during

experiment time limit. The detection accuracy measures thc effectiveness of the

model to detect the compromised security state. The detection accuracy is computed

by analyzing how accurately the HMM model detected a compromised security state

from the observation sequence during the 60 minute time limit. A compromised

security state indicates that the access point is acting as a RAP. The detection

accuracy is consistent for all the three access points. The model exhibits 85 '/o

accuracy with very slight variance. There are several ways of improving the detection

accuracy of an access point by optimizing the model parameters, varying the

observation sequence length, varying the number of states in the HMM model etc. It

is also very true that with a larger training set, the detection accuracy of the model

will improve. The reason behind larger training data is the model analyzes more

observations or outputs in order to achieve higher likelihood of the security state of

the access point. Sometimes the accuracy also depends on the range of these access
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points because it depends on the informaiion obtained from the packet traces of each

host via an access point.
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Figure 3. Detection Accuracy.

Figure. 4 illustrates the number of false positives encountered during the

detection process. False positives indicate misidentification of an authorized access

points as a RAP. Initially, the HMM model first analyzes the packet trace slowly and

then starts detecting the most probable state. Figure. 4 show that our HMM model

maintained a very low false positive ratio of 8.5 - IO c/c. There is definitely room for

decreasing the false positive ratios by optimizing the HMM model. The false positive

ratio is calculated by measuring the number of times the HMM misidtuttifies an



authorized access point as a RAP during the detection process in the whole 60 minute

time period.
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Figure. 5 illustrates the number of false negatives encountered during thc

detection process. False negatives indicate miss detection of the presence of RAP. A»

already mentioned the HMM model takes a few moments to stabilize and then starts

its detection process. The false negative ratio is calculated by measuring the number

of times the HMM misses the detection of a RAP and misidentifies it rcs an authorized

access point during the detection process in the whole 60 minute time period. The

average number of false positives and false negatives are clo~e to g "/r with slight

variance. The number of false positives and false negatives can be decreased further if

the training is performed on a larger training set.
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Finally in Table 7, we demonstrate the promptness of the detection process.

Four attack instances are identified in the packet traces. The detection time in

milliseconds for two access points are reported. The presence of a RAP is detected

within less than a second. The quick detection of a RAP is equally important as

increasing the detection accuracy. The detection time is computed by metesuring thc

time taken by an access point to detect a RAP. As already mentioned, the HMM takes

a few seconds to actually determine the state of an access point.



Table 7 - Detection Time.

5.3 Detection Accuracy for Varied Sequence Lengths

The sequence length is defined as the length of the observation sequence taken

into consideration by the Viterbi algorithm In Figures 3-5, the sequence length was

equal to IO packets. In this section, we present simulation results with sequence

lengths varying in the range of 10 to 60.
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Figure 6 illustrates the number of false alarms (false posittves) encountered

during the detection process at AP3. It can be observed that the number of false

negatives is not affected by varying the sequence lengths. This property ensures tltat

our I-IMM is invariant to variation in sequence lengths. With a large training data set,

it is possible that larger sequence lengths will be used for the detection process. Thus,

thc detection accuracy of our HMM will not be affected by larger training datasets.
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Figure 7 illustrates the number of missed detections (false negatives)

encountered during the detection process. Similar to Figure 6, thc numbers of 1'alse

negatives are also not affected by varied sequence lengths. This experiment was

conducted in order to improve the detection accuracy of the HMM model. Thus, thi»

experiment proved that by varying the sequence length, there is no( much

improvement in the efficiency of the model.

The complexity of our HMM model depends on the number of states and the

number of observation parameters for each of these states and finally, the training

procedure which plays a vital role in the accurate modeling of the HMM. For our

experiments, we considered a very small WLAN. The scalability issue for our model

definitely increases the complexity of the model. Considering a university network or
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a large organization where there are hundred*s of access points, the HMM model

cannot be so broad, i.e. the number of states and the observations related to each of

these access points would definitely increase. The increase in the number of states is

because the HMM model should be able to model all the states of the access point

since our HMM is an access point level model. For each access point a HMM has to

be implemented in order to perform the detection process.

In this way HMM proved to be an efficient tool in the detection of RAPs in a

WLAN. The detection accuracy of the model can be improved by changing the states

of the HMM or by modifying the parameters of the model. The most difficult and

important problems are the learning or training of the HMM model because the

detection process mainly depends on how well the model is trained. Most of the

applications using HMM mainly focus on the training procedure. A major limitation

of the HMM is the assumption that the successive observations are independent

unlike the Markov models. I-lowever, in spite of these limitations, HMM has proved

to be a successful statistical tool in most of pattern recognition applications.
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CHAPTER 6

CONCLUSION AND FUTURE WORK

In this thesis, we designed an efficient and prompt HMM to detect the

presence of RAPs in a WLAbl. The HMM model is implemented at the gateway

router where trafiic is captured and analysed. Our approach is comprised of two

stages. The first stage is the training of a HMM, and second stage is the detection of

RAP based on the trained HMM. The presence of a RAP in our network is due to end

hosts performing three specific DoS attacks. Our model is capable of detecting a RAP

whenever an end host performs any of the DoS attack mentioned in this research

work. The detection accuracy and promptness of the HMM has been evaluated by

performing experimental results. The presence of RAP is detected within one

second and the average detection accuracy is 85%. Our experimental results also

showed that our HMM model performed this detection process with very low missed

detections and false alarms. An experiment to improve the efficiency of our I-IMM

model was conducted by varying the sequence length for the detection process. 1 he

results showed that the variation in the sequence length did not improve the detection

efficiency. In our future work, we plan to improve the detection accuracy of our

model by focusing on other parameters like the model parameters, number of states in

the model etc. The performance of the model will be evaluated using dil'ferent

network setups and various traffic scenarios. The most difficult and crucial part ot

HMMs is to train the model.
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For our future work in this field, we would like to design another efficient

HMM by defining it with different states and parameters. ln this model, we would

consider the access points in a network as the different states in a 1-1MM which would

make the detection process more efficient and straightforward. This model should be

able to detect RAP not only the rogue activity. This would be a powerful tool to

detect RAPs in large networks because of its model which is a doubly embedded

stochastic process with an underlying stochastic process that is not observable(it is

hidden), but can only be observed through another set of stochastic processes that

produce the sequence of observations. Such a model would be very efficient in

detecting RAPs.
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