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ABSTRACT

CLASSIFICATION OF DIGITAL COMMUNICATION SIC-AL MODULATION
SCHEMES IN MULTIPATH ENVIRONMENTS USING HIGHER ORDER
STATISTICS

Meena Sreekantamurthy
Old Dominion University, 2015
Director: Dr. Ravindra P. Joshi
Co-Director: Dr. Linda 1.. Vahala

Automatic identification and classification of modulation schemes in
communication signals and decoding of information from the captured signals has
assumed great Iimportance recently in the wireless communication industry.
Advancements in communications have introduced a large variety of modulation schemes
in the transmitted signals; consequently, reliable detection of the modulation scheme in
the intercepted signal has become an important issue in communications. It is the aim of
this thesis to address this issue of reliable detection. Therefore, this research is focused
on modeling and simulation of an automatic modulation classifier and, in particular, on
the development of algorithms to use higher order statistical characteristics detected in
the communication signals received. This research began . ':h an understanding of
commonly used digital modulation schemes, such as Phase Shift Keying (PSK),
Frequency Shift Keying (FSK}, and Quadrature Amplitude Modulation (QAM). A basic
framework for a numerical modeling and simulation of wireless communication systems
was developed first to serve as a building block for the development of an automatic
modulation classificr. Since signal noise plays an important role in the detection of
signals received, the channel model of the wireless system was enhanced to allow signals
with Additive White Gaussian Noise (AWGN) and multipath Rayleigh fading and
multipath Ricean fading channels at various levels of Signal to Noise Ratios. In this
study, an algorithm was developed to identify the modulation schemes used in the signals

that is based on the cighth order cumulants extracted from the signals.



The functions and characteristics of the wireless communication transmitter,
channel and receiver with an automatic modulation are modeled using user developed
functions of the MATLAB® program and the associated MATLAB® Communication’s
Toolbox. Simulated digitally modulated signals were processed in the receiver to extract
the signal's statistical moments and cumulants. Supplementary mathematical simulations
have been performed to demonstrate the effect of communication channel disturbance in
the detection of the signals at the receiver. These simulation experiments also recognized
the benefits of a receiver with an automatic modulation classifier that could identify a
range of modulation signals that may be received from multiple transmitters. The
classification algorithm coded in the MATLAB® functions performs the threshold
decisions to identify and classify the modulation schemes. The automatic classification
modulation algorithm has helped to identify the modulation schemes in the signals by
evalnating eighth order cumulants in the modulated signal. The modulation classifier
algorithm developed is capable of detecting the signal modulation scheme even in the
presence of noisy signals. The robustness and capabilities of the modulation
classification algorithm were determined for reliable detection of the communication
signals. Under various noise and mulitipath fading channel conditions, the classification
modulation algorithm was able to successfully identify the modulation scheme of the
transmitted signals with a success of 79.21% among all the trial cases of signals passed

through the system.
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CHAPTER 1

INTRODUCTION

1.1 Primary Purpose of Thesis Work

Modulation is an essential part of the telecommunications signal processing for
conveying a message or information over a carrier signal wavé that can readily transmit
across a communication network. Digital modulation involves mapping information bits
onto an analog signal for transmission over the communication network. The bits are
binary digits taking on the values of either zero or one of the digital state. The digital
modulation process usually accompanies the detection process where the bit sequence
mapped onto the received signal is decoded to retrieve the message or information that
was transmitted by the sender. The digital modulation therefore involves transfer of the
digital bits stream over an analog bandpass channel constrained by a limited frequency
bandwidth. A good digital signal modulation scheme along with good information
recognition or a good decoding system is necessary for effective transfer of the
communication signal, especially in the presence of noise. An efficient modulation
scheme can achieve information transfer at a high data/bit rate, with minimum frequency

bandwidth, with maximum power efficiency, and with minimum probability of bit error.

A digital signal communication system consists of three major components - a receiver, 4
channel and a transmitter. The transmitter generates random bits of information that
represent the message in the form of a digital signal; they are modulated using one of the
many available schemes for modulation. The modulated signal often passes through
multipath channels having various levels of Signal to Noise Ratios (SNR). At the
receiver end, the noisy signal is received and has to be analyzed or decoded to extract the

original signal.

A wide variety of modulation methods currently exists, and the methods are generally

grouped into either linear modulation methods or nonlinear modulation methods. The



first group of methods, linear modulation methods, includes several variations of phase-
shift keying (PSK). The keying simply means signaling, and this term comes from
telegraph terminology. The second group of methods include frequency-shift keying
(FSK) and many of its variations [1, Ch, 5]. Besides these two modulation methods,
there exist other methods, which can be viewed as either variants of phase-shift keying
method or variants of frequency shift keying method. The commonly identified digital
modulation methods are Phase Shift Keying (PSK) and its variants 2-PSK, 4-PSK and 8-
PSK; Frequency Shift Keying (FSK) and its variants 4-FSK and 8-FSK. Other
modulation schemes include Quadrature Amplitude Modulation (QAM) and its variants

16-QAM, 64-QAM and 256-QAM.

Automatic classification of modulation schemes in the communication signals has
become an important theme in wireless communications {2]. Interest in this area has
increased recently due to the urgent nced to develop more intelligent and reliable
communication systems. Automatic classifiers of modulation schemes assume great
importance in both civilian and military applications [3}. Commercial applications of
automatic modulation classifiers pertain to implementation of devices capable of
identifying a range of modulation schemes that may be used in the intercepted signal
without a priori knowledge of the modulation scheme coded into the signal. A few
examples of commercial applications of digital modulation schemes classifiers pertain to
software radio and reconfigurable systems, interference identification, and spectrum
management {4]. In defense applications, receivers with an automatic modulation
classifier are capable of automatically capturing and decoding the noisy signal received,
thereby eliminating the complexity of preprocessing of the signal prior to the signal

detection [5].

The importance of automatic modulation recognition has increased considerably over the
past several years. Advancements in the telecommunication industry have introduced a
large variety of modulation schemes and have reduced the ability of receivers 1o reliably
detect the modulation scheme of the intercepted signal. As a resull, numerous
approaches have been proposed to enhance digital modulation classifiers [2]. Automatic

classifiers can be distinctively grouped into two main subseis. These two types of



automatic modulation classifiers are (a) decision directed classifiers and (b) statistical
pattern recognition classifiers. The decision directed classifiers are based on probabilistic
and hypothesis arguments that are integrated to form a modulation classification scheme.
This classification approach is optimal when the specific performance measures of the
communication system are known. The statistical pattern recognition classifier is broken
up into two subsystems: feature extraction and pattern recognition. The feature
extraction classifier extracts useful information from the incoming signal and maps it to a
chosen feature space. On the other hand, statistical pattern recognition extracts
prominent statistical characteristics of the received signal and then decides the
modulation scheme. In this thesis a decision directed automatic modulation classifier is
implemented which uses the predetermined channel hypothesis to identify the signal

modulation scheme, This type of classification model is easy to implement in receivers

2]

In the identification of modulation schemes used in the received signals, the presence of
noise in the signals further complicates the development of modulation classification
systems. Uncertainty in the signal must be accounted for by suitable statistical models
derived from measurements on continuous signals as well as fiom the discrete sampled
signals. Hence there is a need for appropriate statistical tools for carrying out these
operations in real time. Statistical tools such as mean function or first moment of random
process, cumulative distribution functions, probability density function, and second
moments are needed for statistical specification of the random process. In this regard,
higher-order statistics such as higher order-moments and cumulants bring out promising
features of signal characteristics to enable classification of unknown modulation types.
The reason that the higher order moments and cumulants are promising is because they
appear to be particularly forgiving in very noisy signals. Whether these higher-order
statistical features of the noisy signal can be favorably used in the classification of the
modulation schemes used in the signal received remains to be investigated and, hence, is

the purpose of this thesis.

This research study demonstrates that the higher order statistical features can be used in

the classification of the modulation scheme in a received signal. First, the classification



of commonly used digital modulation types, such as PSK, FSK, and QAM are studied.
Then, the receiver, the channel, and the transmitter functions and their characteristics are
modeled using user-developed functions of the MATLAB® program so that the various
modulation schemes can be evaluated. In this study, a particular modulation
classification algorithm is developed that is based on the eighth order cumulants to
identify the modulation scheme. The eighth order cumulants algorithm is implemented in
the user developed algorithm. The Additive White Gaussian Noise (AWGN) and
multipath channels at various levels of SNR are implemented in the MATLAB® program.
Computations are made with the noisy signal coded into the receiver model to extract the
higher order moments and cumulants. The higher order statistical characteristics of the
noisy signal are passed om to the classification algorithm coded in the MATLAB®
functions, which can make threshold decisions to identify and classify the modulation
scheme. Finally, the robustness and capabilities of a modulation classification algorithm
are investigated. The modulation classifier algorithm is capable of detecting the signal
modulation scheme even in the additive white Gaussian noisy signal passed through

Rayleigh [1, Ch. 3] and Ricean [1, Ch. 3] multipath at various SNR levels.

1.2 Scope

A high-level description of the fundamental elements of a communication system is
studied first to understand the process of transmitting and receiving a wireless signal.
The conventional receiver is examined to recognize the importance of an automatic
modulation classifier. Usually a wireless system uses a modulation scheme best suited
for the channel characteristics in order to ensure that the transmitted signal is adequately
replicated at the user end. A literature survey is performed to list some of the
contributions that have been made to assist in developing automatic modulation
classifiers. In this study, a modulation classification algorithm is designed to investigate
the ability to determine the modulation scheme of the received signal without a priori

information on the modulation type of the transmitted signal.



A wireless communication system is modeled to develop and simulate an automatic
modulation classifier that will identify the modulation scheme of the received signal. In
the simulation model of the communication system, various modulated signals are
transmitted through the communication channel to extract the received signal's moments
and cumulants, The statistical characteristics of higher order moment and cumulant have
been studied to design an automatic modulation classifier. MATLAB® software has been
used to design a modulation classification algorithm that identifies the modulation
scheme of the received signal based on eighth order cumulants. In this research, the
signals are propagated through the AWGN channel, Rayleigh ultipath fading channel,
and Ricean multipath fading channel to observe the robustness of the classification

algorithm developed.

Supplementary mathematical simulations are performed to demonstrate the effect of
communication channel disturbance on the signal detection at the receiver. Signals are
modulated using M-ary Phase Amplitude Modulation (M-PAM) and M-ary Phase Shift
Keying (M-PSK) to compare the performance and tradeoffs of these modulated signals
when propagated through various levels of noisy channels. These experiments are
performed to recognize the benefits of a receiver with an automatic modulation classifier
that could identify a range of modulation signals that may be received from multiple

transmitters or a transmitter using a range of modulation schemes.

The scope of the communication system model generated is limited to 20,000 bits of
random data to represent an information signal. Each signal is modulated 1,000 times
with a particular modulation scheme and taken to be transmitted through a noisy
communication channel. Higher order statistics on this noisy signal were computed and
passed to the modulation classifier to examine the ability of the algorithm to correctly
identify the modulation scheme. The modulation classificati;: * algorithm identifies the
modulation scheme of a signal by evaluating whether the reccived signal's statistical
features lie within a predefined cumulant threshold range. These predefined cumulant
threshold ranges were determined upon higher order statistical analysis of modulated

signals that propagated through an AWGN channel at various levels of SNRs,



The scope of this research is limited to signals that are modulated using Binary Phase
Shift Keying (BPSK) or 2-PSK, 4-PSK, 8-PSK, 2-FSK, 4-FSK, 8-FSK, 8-QAM, 16-
QAM, 64-QAM and 256-QAM schemes. The modulation classification algorithm is able
to distinguish among four modulation schemes, namely, BPSK, 4-PSK, 8-PSK, 8-QAM.
It is also able to identify the signal class formats of FSK (2-FSK, 4-FSK, 8-FSK) as M-
ary Frequency Shift Keying (M-FSK) and signal class formats of QAM (16-QAM, 64-
QAM and 256-QAM) as M-ary Quadrature Amplitude Modulation. The ability of the
modulation classification algorithm to detect the modulation scheme of the transmitted
signal is evaluated on modulated signals that are passed through Rayleigh and Ricean
multipath channels with AWGN at various levels of SNRs. Section 1.3 outlines some of
the literature on this topic and presents the contributions made in this thesis to assist in

advancement of the modulation classification algorithm.

1.3  Previous Work

Research work has been reported on using selected features of intercepted signals to
successfully detect the digital modulation scheme. The following sections describe some

of the publications made in this field.

Le Martret and M. Boiteau [6] used a combination of fourth order and second order
moments to classify 4-PSK and 16-QAM modulation schemes using a pattern recognition
approach. The classification system developed in this research was able to detect close 1o
100% of the modulated signal at SNR levels equal to 0 dB or higher. However, since
modern telecommunications consist of several modulation types, this classifier would not
be able to recognize other schemes. Additionally, the classification algorithm did not

take into consideration multipath channels.

Marchand [7] later extended this research in a dissertation which proposed a
computationally simple and inexpensive scheme that could classify M-PSK and M-QAM
signals by using cyclical statistics of higher order. The robustness of the designed

classification algorithm was also evaluated at various levels v: AWGN and at various



number of information symbols. However, this study did not evaluate the performance of

the classification algorithm on signals propagated through multipath channels.

Taira and Murakami[4] proposed an automatic classification procedure that
discriminated between analog modulation and digital modulation signals. Amongst the
analog modulation signals, phase-continuous FSK signals could be identified using
statistical parameters of the signal envelope. However, this research did not atiempt to
classify the various digital modulation schemes, and only a variety of analog modulation
schemes were classified using the algorithm developed. Nowadays, since communication
systems are mostly digital based, designing an analog modulation classifier does not have

practical value.

Soliman and Hsue |8] approached the modulation classification problem in terms of
hypothesis testing. The classification algorithm used signal moments to identify the M-
PSK modulation schemes. This research simulated successful modulation identification
for SNR levels greater than 15 dB. However, performance of the modulation classifier

was not evaluated based on any real world propagation models.

Dobre, Bar-Ness and Su [9], [10] proposed a robust automatic recognition algorithm that
could classify PSK and QAM signals based on higher order cyclic cumulants. The
advantage to this algorithm was that it could detect the modulation scheme on intercepted
signals that had carrier phase and frequency offsets. A hierarchical classification scheme
was developed to first identify the signal class format (i.e., M-QAM, M-PSK) and then
choose the modulation order (M) within the selected signal class. Even though the
simulated data matched the theoretical calculations, this classifier would not be able to
identify the other vast quantities of modulation schemes in the world of digital

communications.

Kalinin and Kavalov [11] used a neural network processor to automatically recognize two
types of digital passband modulations. A feed-forward network with six hidden neurons
was trained {o recognize BPSK and Minimum Shift Keying (MSK) signals in the
presence of AWGN. Simulation results showed that the neural network processor was

able to correctly identify 95-99% of the modulation schemes correcily tor SNR levels of



10 dB to 12 dB. This publication did not report classification results for higher levels of
SNRs. Additionally, this research did not evaluate classification of FSK and QAM
signals. Further, the propagation channel was not appropriately modeled to represent

realistic channels such as urban or rural environments.

Baarrij, Nasir and Masood [12], developed a real time modulation classifier to detect
digitally modulated signals without any prior knowledge of the intercepted signal
parameters. The classifier was hierarchical and used linear approximations to detect
FSK, PSK, Amplitude Shift Keying (ASK), QAM and Gaussian Minimum Shift Keying
(GMSK) modulation types. Simulation results showed that the classifier was able to
accurately recognize nearly 99% of the signals for SNR levels as low as 5 dB. However,
their study only evaluated the classifier on signals propagated through a AWGN channel
propagation and did not consider the effects due to signals intercepted from multipath

channels.

Hatzichristos [13] developed a modulation classification scheme based on neural
networks. However, the higher order moments and cumulants for FSK and other
modulation schemes did not match the theoretical calculations. As a result, the data in
some of their tables may be inaccurate. Furthermore, Young [14] performed similar
research in parallel to Hatzichristos. Young developed a decision directed classifier that
used higher order curnulants to distinguish all modulation schemes. Signal generation
and propagation were modeled using Simulink®, and MATILAB® software tools to
simulate the receiver with the modulation classification algorfthm. Simulation results
showed that at low levels of SNRs, the classifier was able to distinguish only 72.3% of
the signals distorted by an AWGN channel. This research also had similar errors in the
theoretical calculations of the modulation schemes. This in turn motivated the need to
reevaluate the work of Hatzichristos and Young. In this thesis, higher order cumulants
thresholds are used to show that the accuracy of the classification decision can be greatly

improved for lower levels of SNRs.



1.4 Thesis Contributions and Organization

In this thesis, an automatic modulation scheme classifier algorithm is developed based on
eighth order cumulants to identify the modulation type of the intercepted signal. The
digital signals are taken to pass through the AWGN channel to extract cumulant threshold
decisions for the classification algorithm. The robustness of the modulation classifier is
tested by evaluating the ability of the algorithm to identify the modulation scheme of the

signal passed through the Rayleigh and Ricean fading channels.

Chapter 2 provides a high level description of the fundémental elements of a
communication system. The characteristics of the various modulation schemes such as
PSK, FSK, and QAM are described in Section 2.13.  Additionally, in this section both
the conventional signal modulation and demodulation process are described to motivate

the necessity of an automatic modulation classifier.

An introduction to the AWGN channel and the Ricean and Rayleigh multipath fading
channels is given in Chapter 3. Chapter 4 introduces moments and cumulants and derives
the higher order moments and cumulants that are then used to identify modulation

schemes in this study.

Chapter 5 describes the modeling efforts that were made to simulate the wireless
communicaiion system. The design and implementation of the automatic modulation
classifier algorithm is described in this section as well. Chapter 6 provides a summary of
results describing the accuracy of the modulation classification algorithm developed in
this research. Supplementary experiments are performed in this section to show the
effect of noise on the accuracy of the signal detection at the receiver. Finally, the thesis
research carried out is summarized with an overall conclusion. and recommendations of

relevant future work that may be conducted in this field are provided.
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CHAPTER 2

DIGITAL COMMUNICATION SYSTEMS

2.1 Introduction

In this chapter, a high level description of the fundamental elements involved in a
communication system is introduced. This is an important step in understanding the
process of transmitting and receiving a wireless signal. The method used manually to
detect the signal modulation scheme at the receiver is presented. Based on this
presentation, an argument is made to recognize the benefits of an automatic modulation
classifier. The proposed method can detect a diverse range of modulation schemes
almost instantaneously. Also presented in this chapter are the digital modulation

techniques studied in this research work.

2.2 Brief Overview of Digital Communication Systems

Wireless systems differ from wired systems because in the former mode signals
propagate through a wireless medium and experience random fluctuations in time due to
the unpredictable and noisy wircless communication channel. The design of a wireless
system should be optimized for the channel in order to ensure that information
transmitted will be accurately replicated at the recciving (i.e., user) end. A wireless
system includes a transmitter and receiver to send the source of information and to extract
the intercepted information accurately at the receiving end, respectively. The transmitter
consists of a modulator, which encodes digital information into analog waveforms prior
to transmitting over the channel [15, Ch. 1]. At the user end of the communication
system, a receiver will detect the transmitted signal by observing the received noisy
signal. Included within the receiver are the demodulator and detector that convert the
received analog signal into a vector form to estimate the mes:.2 signal. Depending on

the physical characteristics of the communication medium, the choice of a modulation
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scheme will affect the detectability of the received signal and, more largely, the
performance of a wireless system [16, Ch. 5]. This chapter presents the architecture of
the signal detection process and recommends a robust modulation classifier that can
differentiate a range of modulation schemes, reducing the complexity of the traditional

receiver.

2.3 Fundamental Elements of a Communication System

A wireless communication system is composed of interdependent elements that are
designed to send information through a medium that supports unguided electromagnetic
propagation. Figure 1 shows the basic elements of a digital communication system. The
communication system is grouped into three parts: 1) transmitter, 2) channel and 3) the
receiver [15, Ch. 1]. The purpose of the transmitter is to convert the message signal into
a form suitable for transmission over the channel. The channel is a physical medium
used to transmit the message signal to the receiver. The function of the receiver is to

recover the transmitted message signal [15, Ch. 1].

The transmitter and the receiver are divided into functional block diagrams, as shown in
Figure 1. The functional blocks of the transmitter include the information source and
input transducer, source encoder, channel encoder and digital modulator. The receiver
contains functional blocks that mirror those of the transmitter. The functional blocks of
the receiver include the digital demodulator, source decoder and output transducer, which
output the message signal to the end user. The transmitter, receiver and its functional

blocks are described in detail in Sections 2.4 to 2.11.
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Transmitter
information| | Source | Channel| | Digital
Source “|Encoder| |Encoder| |Modulator
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Sample input analog signal - Quantize Discrete Signal |
-» Encode Signal -» Map binary digits into analog waveforms Channe
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Signal " Transducer Decoder| | Decoder Demodulator
Receiver

Figure 1: Fundamental Elements of a Digital Communication System.

2.4 The Transmitfer

The task of the transmitter is to convert the message signal into a form suitable for
transmission through the channel. If the information source is analog, the transmitter
samples the analog signal into a digital form. Then the transmitter embeds the digital bits
of information into the sinusoidal carrier waveforms through a process called digital
modulation. Usually, in digital signal modulation, the bits of information are embedded
within the amplitude, frequency or phase of a sinusoidal carrier signal [15, Ch. 1]. The
advantage to transmitting an analog signal by means of digital modulation is that signal
fidelity is better controlled. Additionally, digital systems are e:i .ier to implement and are
cheaper designs of the wireless system. The digital modulator details are discussed in

Section 2.7.

2.5 Information Source

Transducers are used to convert the information source into an electrical signal. For
example, a microphone serves as a transducer; it converts a sound signal into an electrical
signal. Similarly, at the receiver an output transducer converts the received electrical
signal into a form that is suitable for interpretation by the end user (i.e., sound signal) [15,
Ch. 1].
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2.6 Source Encoder and Channel Encoder

In a digital communication system, the input message signal is sampled and quantized to
convert it into a discrete form. Next, the discrete message signal is fed into the source
encoder. For efficient representation of the message signal, it is ideal to have minimum
or no redundancy of the data. The digital signal is converted into a compact sequence of
non-redundant binary digits through a process called source encoding. The compressed
binary digits are then passed to the channel encoder which intréduces some redundancy
of the digital signal in a controlled manner to overcome anticipated noise and interference

effects experienced over the channel |15, Ch. 1].

2.7 Digital Modulator

The transmitter includes a digital modulator, which maps digital bits of information into
analog signals suitable for transmission over a channel through a process called
modulation. Modulation involves embedding the digital information into the amplitude,
frequency or the phase of the sinusoidal carrier signal. Depending on the characteristics
of the channel, amount of allocated bandwidth, or the parameters of the clectronic
appliances of the communication design, a modulation scheme is chosen which provides

the best replica of the transmitted signal [15, Ch. 1].

The input to the digital modulator is a stream of binary bits from the information source.
The digital modulator takes blocks of & binary digits of information at a time and maps it
into M analog waveforms, given by the relationship M = 2, Equation (2.1), given below,
shows the bandpass carrier signal that is used to impress th. message signal prior to

transmission {16, Ch. 5].
s;(t) = g()A;cos[2nf.t + 2n(i — DAft + ¢ (t)] (2.1)

Blocks of binary digits may be embedded within the amplitude A;, frequency (i — 1)Af,
phase ¢;(t) or a combination of the three, of the bandpass carrier signal. The shape of
the bandpass carrier signal is given by g(t). For efficient bandwidth utilization, a raised

cosine pulse carrier signal 1s used to transmit the message signal [16, Ch, 5].
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Equation (2.1) can be written in terms of the in-phase and quadrature components as

s;(t) = g(t)A; cos ¢(t) cos(2rf.t) — g(t)A;sing(t)sing(t) (2.2}
= 5;(t) cos(2nf t) — so(t) sin(2nf.t)

where 5,(t) = g(t)A;(cos ¢(t)) is the in-phase component of s5;(t) and where sp(t) =
g(t)A;(sin¢g(t)) is the quadrature component. The carrier signal s;(t) can also be

written in terms of its equivalent lowpass representation as
5;(t) = Refu(t)e/?™t}, (2.3)

where u(t) = s;(t) + jso(t). The carrier signal is written in this representation because

it is useful at the receiver where it processes the in-phase and quadrature components of

the signal separately [16, Ch. 5].

In order to transmit multiple modulated signals over the same bandwidth and avoid signal
interference, signals need to be orthogonal, and to have zero cross correlation. This
means signals are time and band limited and, hence, do not interfere over the channel.
Orthogonal signals are represented by a set of basis functions. Basis functions are a
linear combination of energy type (message) signals. The cross correlation of any two
orthogonal basis functions is zero, which effectively avoids signal interference. A
communication system uses bandwidth, B, for signal transmission with digital symbol
duration given by T. The maximum number of orthogonal signals, N, which can be
transmitted over a channel is given by the time bandwidth product, 2BT. Orthogonal
information barring signals are used for transmission in order to be distinguished by the

receiver hardware [16, Ch. 5].

In order to estimate the transmitted signal at the receiver, signal constellation diagrams
are used for geomeftric representation of the analog waveforms in terms of its basis
function. Signal constellation diagrams are signal space representations in which signal
points are mapped to particular combinations of binary digits. FEach point on the
constellation represents the orthogonal information barring signals. The digital
modulator is designed to encode the predetermined possible biucks or combines binary
digits into orthogonal signals that can be mapped to points on the signal constellation

diagram. The transmitter and receiver both know the mapping between the binary digits
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to the orthogonal signal points in signal representation. Therefore, the receiver will look
at the signal received and will map it to points on the signal constellation diagram [15,
Ch. 7].

Signal points are mapped to particular combinations of binary digiis using the Grey
encoding method [16, Ch. 5]. In the Grey encoding method, the difference between
neighboring bits (i.e., bits which are closest to each other) on the signal constellation
diagram, should differ by at least one bit [16, Ch. 5]. Grey encoding is performed
because if an error occurs at the decoder (due to noise}, the error will be limited to one bit
in the sequence of % bits [16, Ch. 5]. If larger amounts of bits (increased &) are encoded
at a time, then the average error rate will be lower during the decoding process at the
receiver {16, Ch. 5).

2.8 The Channel

Most wireless communication channels include atmosphere or .ree space [15, Ch. 1]. In
physical worlds, digital message signals are embedded within analog carrier signals,
which are then transmitted through the channel. Analog message signals can be directly
transmitted over the wireless medium with the aid of a carrier signal. However, signal
fidelity is better controlled if the analog message signal is converted into a digital form
and processed via digital modulation prior to transmitting over the channel. Therefore,
for optimal performance, analog message signals are sampled and quantized to represent

the source of information in a digital form prior to transmission [15, Ch. 1].

2.9 The Receiver

Based on the received stream of bits, the task of the receiver is to reproduce the original
transmitted signal that was fed through a channel that may have altered or degraded the
message signal. Demodulation and detection is performed at the receiver to extract the

digital message signal embedded within the analog sinusoidal carrier signal {15, Ch. 1}.
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The demodulator and detector convert the received noisy signal into an equivalent
sequence of vectors and decide the possible M waveforms that was actually transmitted.
Basically, the receiver knows the predetermined type of modulation scheme that was
used to transmit the message signal. Hence, the demodulator uses a filtering operation
wherein it uses the basis function of the signal representation to determine the
corresponding vectors of the received signal. These filters are analog devices, which
sample the data at the output of the filter to produce a stream of bits for the input of the
detector {16, Ch. 5].

2,10 Digital Demodulator

The digital demodulator within the receiver implements inverse mapping from the
transmitted waveforms to digital bits of information. Demodulation is a process wherein
a vector form of the received signal is obtained by taking the basis function of the signal
representation and correlating it with the received signal. Generally, two types of
techniques are used by the demodulator to convert the received analog signal into an
equivalent vector of bits. These are: 1) correlation-type demodulator and 2) the matched
filter demodulator. A correlation type demodulator projects the received signal onto the
orthonormal basis function of the signal space to obtain the vector form of the received
analog waveform. A matched filter type demodulator passes the received signal through
linear filters that are matched to the orthonormal basis functions of the signal space.
Regardless of the type of demodulator used the receiver, both the correlation and the
matched filter demodulator produce the same vector output to be fed into the input of the

detector [15, Ch. 7].

The detector is a decision making device which looks at the received vector of bits and
decides the message bit that was transmitted. Assuming the detector receives a sufficient
amount of bits for each received signal vector, the detector uses an optimum decision rule
to maximize the probability of correct decision. An optimum detector uses the maximum
a posteriori probability (MAP) criterion wherein it decides the specific bit that was

transmitted by comparing the probability a signal was transmitted so that the observed
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received signal is maximized. In other words, the MAP criterion bases its decision on the
probability that the received signal is greater than any other probability that a signal was
transmitted given that received vector was observed. The MAP criterion is also known as

the maximum-likelihood (ML) criterion [15, Ch. 7].

An alternative decision practice used by the detector is the minimum distance decoding.
In minimum Euclidian distance decoding, the received signai constellation diagram is
compared with the transmitted signal constellation diagram constructed by the modulator.
The received point (bit) which closely maps to the point on the transmitted signal
constellation diagram is chosen as the feceived waveform. The results obtained from
minimum distance decoding are equivalent to MAP criterion [16, Ch. 5]. Chapter 3

describes the effect of noise on the decision process of the detector.

2.11 Channel Decoder, Source Decoder and Qutput Signal

After the reccived signal is uncovered from the carrier signal, the channel decoder is used
to remove bit redundancy, similar to the channel encoder. The compact sequence of
output bits from the channel decoder is then passed to the source decoder which attempts
to reconstruct the original signal from the source [15, Ch. 1]. Channel decoding and
source decoding is performed to eliminate errors during the demodulation process.

Hence, the output signal is an approximation of the original source output |15, Ch. 1].

2.12 Conventional Demodulator Versns Automatic Modulation Classifier

For a signal to be demodulated at the user end, the conventional receiver must have a
priori knowledge on modulation type of the transmitied signal. The transmitter and
receiver both use the same mapping scheme to represent the digital signal on the
constellation diagram [16, Ch. 5]. At the receiver, this mapping process is performed by
either the matched filter, or a correlation type demodulator. These use the basis function
of the known modulation scheme to project the received signal to the orthonormal basis

functions of the signal space.
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Conventional receivers and transmitters are compatible as long as both the transmitter
and the receiver are using the same modulation scheme. Most transmitter and receivers
only operate a limited number of modulation schemes. Developing a generic receiver
that could operate with any transmitter is beneficial because it would be able to
demodulate signals from a range of transmitters using various modulation schemes. An
automatic modulation classifier could be used to detect the modulation scheme of the

intercepted signal in-situ, reducing the complexity of the demodulator.

2.13 Digital Modulation Schemes

Sections 2.13.1 through 2.13.5 present various digital modulation techniques, including

the schemes studied in this work.

2.13.1 Pulse Amplitude Modulation (PAM)

PAM is one of the methods used to encode digital information into sinusecidal carrier
waveforms for transmission over a channel. The scheme, in which the digital modulator
maps each binary bit of the message signal into the amplitude of the analog carrier
waveform, is referred to as 2-PAM. In 2-PAM, each binary bit, O and 1, is represented by
analog waveform, s:(f) and sz(7). The digital modulator takes each binary digit and maps
it into two analog waveforms (M = 27), with different amplitudes in order to distinguish
between the bits (0 and 1) of transmitted information over the channel [15, Ch. 7], [16,
Ch. 5]. Equation (2.4) shows the analog waveform expression for a PAM scheme in

Figure 2.
s;(t) = A;jg(t)cos(2nf.t) where i = 1,..., M. (2.4)

The scheme in which the digital modulator maps a pair of binary bits of the message
signal onto the amplitude of the analog of the carrier signal is" cferred to as 4-PAM. In
4-PAM, four analog waveforms (M = 27), si(5), s2(t), s3(t), and sqt) with different
amplitudes are used for distinguishing between the bits 00, 01, 11 and 10 of information
transmitted over the channel {15, Ch. 7], [16, Ch. 5].
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In PAM, signal points (signal amplitudes) are placed on a one dimensional line since all
of the waveforms can be represented in terms of a single basis function. Equation (2.5)

below shows the basis function of a PAM, where Eis the energy of the signal:

P(t) = \/E—gg(t) cos(2mf.t) . (2.5)

Figure 2 shows the 2-PAM and 4-PAM signal constellation diagram. Notice that the
distance between the two signal points will vary depending on the amplitude or energy

E, of the carrier signal [15, Ch. 7], [16, Ch. 5].

2-PAM

M=2

o |
-8 l = L (1)

4-PAM

M=4

00 01 J 11 10
D . l . *—» 991 (t

Figure 2: 2-PAM and 4-PAM Signal Constellation Diagram,

2.13.2 Phase Shift Keying Modulation (PSK)

PSK is another method used to encode digital information into analog waveforms for
transmission over a channel. In PSK, digital information is encoded into the phase of an
analog waveform. The scheme in which the digital modulator maps a pair of binary bits
of the message signal into four different phase angles of the carrier signal is referred to as

4-PSK. Therefore, in 4-PSK, four analog waveforms (M = 27} with four different phase
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angles, 0, ;—E, m, and -%ZE, are used for distinguishing between the hits 00, 01, 11 and 10 of

transmitted information over the channel. Equations (2.6), (2.7), (2.8) and (2.9) given

below show the analog waveform expressions for a PSK scheme [15, Ch. 7], [16, Ch. 5].

5:{t) = g(t) cos(2mf.t), (2.6)
s, {(t) = —g(t)sin(2nf.t), 2.7
s3(t) = —g(t) cos(2nf.t), (2.8)

and, 5,(t) = g(t) sin(2nf.t). 2.9

Quadrature Phase Shift Keying (QPSK) modulation is applied by shifting the original 4-

00PSK constellation by Z—. In QPSK, four analog waveforms with four different phase

anglesE iz %ﬁand zfare used for distinguishing between the bits 00, 01, 11 and 10 of

4 4’
transmitted information over the channel. Equations (2.10), (2.11), (2.12) and (2.13)

show the analog waveform expressions for a QPSK scheme [15, Ch. 7], [16, Ch. 5].

5,.(t) = g(t) cos (27rfct + Z—;) , (2.10)
() = g(©)cos (2nft + ), 2.11)
s3(t) = g(t) cos (Zﬂ'fct + —5—;) ) : (2.12)

and, s,(t) = g(t)cos(2nrf,t +-7ZE). (2.13)

In 4-PSK and QPSK, signal points are places on two dimensional lines since all of the
waveforms can be represented in terms of two basis functions. Equations (2.14) and

(2.15) show the basis functions of a 4-PSK or QPSK, where Eis the energy of the signal.

2

¢, (t) = E—g(t)cos(Zfrfcr), (2.14)
J g

and, ¢,(t) = \/%g(t)sin(anct). (2.15)

Figure 3 shows the 4-PSK and QPSK signal constellation diagrams [15, Ch. 7], {16, Ch.
5]
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4-PSK QPSK
Qﬂzﬂ) 9‘92(t)
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Figure 3: 4-PSK and QPSK Signal Constellation Diagram,

QPSK is used in practice because it is easier in the signal detection process at the
receiver. In QPSK, the signal points are placed in the first, second, third and fourth
quadrants, whereas, in 4-PSK and 2-PSK points are placed on the axis, and it may
become complicated to make decisions in the signal decoding process at the receiver.
The distance between signal points will vary depending on the energy £, of the carrier

signal [15, Ch. 7), [16, Ch. 5].

In 8-PSK, the digital modulator maps three groups of binary bits onto an analog
waveform. Therefore, in 8-PSK eight analog waveforms (M = 279) s1(t), s2(t), sa(t), sa(1),
ss(t), se(t), s7(t), and ss(t) with different phase angles are used for distinguishing between
the bits (000, 001, 011, 010, 110, 111, 101, 100) of information transmitted over the

channel. Figure 4 shows an 8-PSK signal constellation diagram.
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Figure 4: §-PSK Signal Constellation Diagram.
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The simplest form of phase modulation is BPSK, also known as 2-PSK. 1n BPSK the

carrier phase has only two signal phases +g and %[15, Ch. 7], [16, Ch. 5]. Notice that

2-PSK is equivalent to 2-PAM (when the two signal phases are 0 and ). Both these

representations have only one basis function and have the same distance between points

in the signal constellation diagrams [15, Ch. 7]. In this thesis, the BPSK modulation

scheme is evaluated in the modulation classification algorithm.
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2.13.3 Quadrature Amplitude Modulation (QAM)

QAM is a hybrid form of a modulation scheme in which both the phase and the amplitude
levels contain embedded information. QAM can be obtained by superimposing multiple
PSK constellations shifted 45 degrees and with different amplitudes. Information bits are
impressed on the phase and amplitude of the quadrature carriers, cos(2mf.t) and

sin(2mf.t). The transmitted signal waveforms have the following form:

s(t) = A, g(t) cos(2nf.t) cos(8;.) — A g(t) sin(2nf.t) sin(f;5), (2.16)
where {=1,2,.., M.

where 4;. and A, are the sets of amplitude levels and 8;; and 8;; are the phase levels that
are obtained by mapping k-bit sequences onto signal amplitudes and phase levels,
respectively. Figure 5 shows the signal representation of combined PAM-PSK for the
cases when M is equal to 8 (8-QAM) and 16 (16-QAM) [15, Ch. 7].

o
Ny

A0

P

M=16

Figure 5: 8-QAM and 16-QAM Signal Constellation Diagram.
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2.13.4 Rectangular Quadrature Amplitude Modulation (QAM)

Rectangular QAM is a form of a modulation scheme in which the amplitude levels
contain only embedded information. Information bits are impressed on the amplitude of

the carriers, cos(2rf.t) and sin{2xf.t). The transmitted signal waveforms have the form

s(t) = A g(t) cos2nf.t) — A g(t) sin(2nf, i), (2.17)
where i=1,2,..,M.

A, and A are the sets of amplitude levels that are obtained by mapping k-bit sequences

into signal amplitudes. Figure 6 shows the signal constellations result when two carriers
are each modulated by QAM [15, Ch. 7], [18].

i
A
M =64
— 90— —8——9
M = 32

A

- 591 i

Figure 6: Rectangular QAM Signal Constellation Diagram,
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2.13.5 Frequency Shift Keying (FSK)

In FSK each of the M information waveforms is encoded into the carrier signal in terms
of different frequencies. The frequency at which information is encoded within is given
by Equation (2.18):

fi= fo+ A+ 1D *Af wherei=1,..., M. (2.18)
The carrier frequency f, is the band of frequencies at which the signal is transmitted, and
Af is the frequency increment between each transmitted signal (Af ~ 13;). In order to

ensure that any two signals are orthogonal, f. must be a multiple of Af. Alternate
assignments of carrier frequencies in terms of negative increments can be made in which
fe occurs in the middle of the band, and the assigned frequencies can occur to the left and
to the right to the band of frequencies. Equation (2.19) shows analog waveform

expression for FSK scheme, where £ is the energy of the signal [15, Ch. 7], [16, Ch. 5).

JTEQ (2.19)
si(t) = Tcos(Znﬁ-t) ,

2E,
Tcos(ZﬂfCt + (i + 1)2rAft),

wherei = 1,..., M.
Equation (2.20) shows the basis functions of 2 FSK modulation scheme [15, Ch. 7], [16,
Ch. 51.

(1) = \Ecos(Znﬁ-t) where i = 1,..., M. (2.20)



Figure 7 shows the 3-FSK orthogonal signals [15, Ch. 7}, [16, Ch. 5}].

@301
A

®S3

@, 0

> Qﬁ’?_ ()

Figure 7: 3-FSK Orthogonal Signals.
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Figure 8 shows a 2-FSK signal constellation diagram [15, Ch. 7], [16, Ch. 5].

2-FSK
Pot)

Figure 8: 2-FSK Signal Constellation Diagram.

Equations (2.21) and (2.22) show the basis functions of the 2-FSK modulation scheme.
2
(1) = J; cos(2nfot) , (2.21)

and, ¢, (t) = \/-E:cos(anlt). (2.22)

In 4-PSK, the two axes (basis functions) correspond to cosine and sine of the same
frequencies.  Even though 2-FSK is represented as a two-dimensional signal
constellation, the basis functions will not correspond to the sine and cosine of the same
frequency but rather to two cosines of different frequencies which are both multiples of
Af. Also, for a given signal energy (or amplitude) FSK points on a signal constellation
are closer than PSK points. Points which are closer on the signal constellation have a

higher likelihood of decoding error at the receiver [15, Ch. 7].
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CHAPTER 3

WIRELESS TRANSMISSION CHANNELS

3.1 Introduction

This chapter introduces wireless transmission channels including AWGN, Rayleigh
fading, and Ricean fading multipath channels. Modern telecommunications has
introduced a large variety of modulation schemes in order to transmit a signal that is
compatible with the characteristics of the channel. Wireless systems differ from wired
systems. In the former system, transmitted signals propagate through a wireless medium
and experience random fluctuations due to the unpredictable and complex nature of the
wireless communication channel. The wireless medium contains noise and interference
affecting the fidelity of the received signal. Channel noise occurs as a result of
atmospheric disturbances, extraterrestrial radiation and/or random motion of clectrons of
the electromagnetic wave. Unintentional radiations that produce noise in signals come
from sources, such as power generators, electronic instruments, and microwave ovens |1,
Ch. 1]. Sometimes, large objects existing in the path between the transmitter and the
receiver may cause reflections of the signal and affect the quality of the message signal.
Additionally, variations in the geographic locations in the path of signal propagation may
alter or degrade the signal. A variety of modulation schemes are introduced into the
modulated signal so that the transmitted signal is compatible with the characteristics of
the channel. Wireless transmission channels evaluated in this research, namely, AWGN
channel, multipath Rayleigh fading channel, and multipath Ricean fading channel are

described in this chapter.

3.2 Additive White Gaussian Noise (AWGN) Channel

The AWGN is a basic noise model that is used in the analysis of communication system
channels. The AWGN channel mimics many of the random processes that occur in

nature. AWGN has a power spectrum that is constant at all frequencies. The word



29

"white" in the phrase additive white Gaussian noise is comparable to white light, which
has a constant power spectrum at all wavelengths. The word "Gaussian" is due to the
Gaussian distribution of the amplitude of the noise {1, Ch. ¥j. The power spectrum

density of AWGN is given as:

N,
S = =2 G-D

. 1 s . . .
where N, is a constant and the; factor indicates that half the power is associated with

positive frequencies and half with negative frequencies. Figure 9 shows the power

spectral density of the AWGN.

Sm(f) 4

-~

Figure : AWGN Power Spectral Density.

3.3 Signal to Noise Ratio (SNR)

The SNR is defined as the ratio of the average power of the received signal to the average
power of the noise and is given in the units of decibels (dB). 1f the signal has zero mean,

the SNR can also be written in terms of the ratio between the variance of the received
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signal to the variance of the channel noise {1, Ch, 2]. In this thesis, the noise of the
channel will be described in terms of the SNR of the received signal or the variance of

the channel noise.

3.4 Bit Error Rate (BER)

Quality of service of a digital communication system can be measured by the bit ertor
rate (BER). The BER measures the performance of the optimum receiver in terms of
how often a bit is interpreted incorrectly by the receiver [15, Ch. 7). The performance of
the optimum receiver depends on several factors such as the energy per transmilted
signal, AWGN variance, number of transmitted signals, and the distance between points
on the signal constellation diagram. The BER is used to compare the various types of
modulation schemes for optimal performance of the detector in the presence of AWGN
[18]. A successful wireless communication design relies on predictions and assumptions
made on the channel [15, Ch. 7]. Choosing a modulation scheme that will transmit
signals efficiently to the end user with minimum error would be desirable in the system.
Hence, it would be convenient to have a general receiver that can demodulate a range of

modulated signals that may be received from multiple transmitters.

Figure 10 throughFigure 15 show the constellation diagrams of BPSK, 4-PSK, and 16-
QAM signals passed through AWGN channel. Figure 10, Figure 12 and Figure 14 show
a perfectly transmitted BPSK, 4-PSK and 16-QAM with zcro signal to noise ratio,
respectively. Figure 11, Figure 13 and Figure 15 show distortion of these modulated
signals due to AWGN channel. In the distorted constellation diagram, each of the bits are

overlapped, thereby increasing the BER.
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Figure 14: Perfectly Transmitted 16- Figure 15: Effect of AWGN Channel on
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QAM Signal.

A wireless communication system should be designed with a raodulation technique to
best provide high data rate, occupy minimum bandwidth, require minimum signal
transmit power, result in minimum probability of error and, lastly, require low cost to
implement the design [15, Ch. 1]. One of the reasons a particular modulation scheme is
selected to transmit a signal is based on the characteristics of the propagation channel
[15, Ch. 7]. In a conventional receiver both the digital modulator and the receiver know
the modulation mapping between the binary bits to the analog waveform [16, Ch. 5j.
Designing a generic receiver should be able to identify the modulation scheme of the
transmitted signal so that the complexity of the wireless communication system is
reduced. Particularly, the receiver preprocessing functions, such as the matched filter or
correlation type demodulation, could be eliminated with the addition of the modulation
scheme identifier [5]. Hence, an automatic modulation classifier should be able to
identify a range of modulation schemes of the intercepted signal without a priori
knowledge of the modulation type of the signal. The effects on signals when propagated

through multipath fading channels are described in Section 3.5.
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3.5 Fading Channels

The propagation path of wireless signals to describe the propag«iion loss in the channels
can be modeled using two different methods: 1) using the free space propagation model,
and 2) using the multipath propagation model. When dealing with satellite and other
communication systems, where there is a line of sight (LOS) between the transmitter and
the receiver, the free space propagation model can be used to describe the propagation
loss. In dense urban environments where there is no direct line of sight path, objects in
the propagating path of the wireless signal may reflect, refract, diffract, scatter or absorb
the transmitted signal causing the information to become attenuated or corrupt. This
phenomenon is known as multipath propagation where the transmitted signal travels in
multiple paths to combine at the receiver. A signal transmitted through a wireless
multipath channel will experience random variations due to blockage {rom objects
causing delayed versions of the signal to arrive at slightly different times at the receiver.

This phenomenon is known as fading {1, Ch. 3].

3.6 Rayleigh Multipath Channel

Signals transmitted through an environment with moving objects (such as vehicles) will
be subject to Rayleigh fading resulting in multiple phase shifi« of a single transmitted
signal [1, Ch. 3]. A Rayleigh fading multipath channel would be useful in modeling
signal propagation in larger city environments where there is no line of sight between the

transmitter and the receiver.

The probability density function (PDF) of a received signal that experienced Rayleigh
fading will have the following form:

(3.2)
p(r) = o2 =r= ,

where r models the power of each time delayed signal generated by the multipath

distortion, a2 is the time average of the received power and o is the Root Mean Square
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(RMS) of the received voltage [1, Ch. 3]. Figure 16 shows the probability density

function for a Rayleigh fading signal with unit variance.

Rayleigh PDF Plot

Figure 16: PDF of Rayleigh Distribution.

The cumulative distribution function (CDF) of the Rayleigh faded signal is expressed as
follows [1, Ch. 3]
.rZ

c(r)z{ 1—6(_m) <r<o
0 r<o

(3.3)

Figure 17 shows the cumulative distribution function for a Rayleigh fading signal with

unit variance.

Rayleigh CDF Plot

1[ —

Figure 17: CDF of Rayleigh Distribution.
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Figure 18 through Figure 23 show the constellation diagrams of BPSK, 8-PSK and 64-
QAM signal passed through a multipath Rayleigh fading channel with AWGN noise.
Figure 18, Figure 20 and Figure 22 show a perfectly transmitted BPSK, 8-PSK and 64-
QAM signal (no noise). Figure 19, Figure 21 and Figure 23 show distortion of these
modulated signals due to multipath Rayleigh fading channel with AWGN noise. In the

distorted constellation diagram, each of the bits are overlapped increasing the BER.
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oarf E 2el
06 E 2k
15;
04
1 L
o oz 1 e 05
2 v 2
£ ot E g
= 3
(e [&]
02 os
K]S
04
15%
06} E a2k
-n B L = L 7 -2 S 1 " 1 L. i
05 a 05 -2 -1 i} 1 2
In-Phasg in-Phase

Figure 18: Perfectly Transmitted BPSK Figure 19: Effect of Rayleigh Fading
Signal. With AWGN Channel on BPSK Signal.
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3.7 Ricean Multipath Channel

A Ricean fading model is used to describe a channel where there is both a dominant Line
of Sight (LOS) wave component between the transmitter and the receiver in addition to
multiple waves that experience random multipath fluctuations that cause fading.
Therefore, the Ricean fading model is a combination of the Rayleigh fading and LOS
component [1, Ch. 3].

The probability density function (PDF) of a received signal that experienced Ricean

fading will have the following form:

T e 4 A% Ar (3.4)
p(r) = Fexp Sy 10(6—2-), A=Z0,0<r<o

L

0, r<{

where A is the peak amplitude of the dominant signal, Iy is the modified Bessel function
of the first kind and zero-order, and o2 is the time average received power of the non-

dominant components [1, Ch. 3].

The ratio between the deterministic signal power and the power of the non-dominant
wave is defined as the Ricean factor, K. The K factor is given us follows [1, Ch. 3]:

A? A (3.5)
K= p - K(dB) = 1010g(ﬁ).

Figure 24 throughFigure 29 show the constellation diagrams of BPSK, 4-PSK and 256-
QAM signal passed through a multipath Ricean fading channel with AWGN noise.
Figure 24, Figure 26 and Figure 28 show a perfectly transmitted BPSK, 4-PSK and 256-
QAM signal (no noise). Figure 25, Figure 27 and Figure 29 show distortion of these
modulated signals due to multipath Rayleigh fading channel with AWGN noise. In the

distorted constellation diagram, each of the bits are overlapped increasing the BER.
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Various characteristics of the channel will atfect the performance of the detectability of

the signal at the receiver. A wireless system should be designed to best prohibit those

factors in the channel which may alter or degrade the transmitted signal [16, Ch, 5]. In

this research, random signals will be modulated and propagated through the AWGN

channel, multipath Rayleigh fading channel and multipath Ricean fading channel at

various levels of SNRs.

The moments and cumulants of the received signal will be

computed to correctly identify the modulation scheme of the transmitted signal and, thus,

evaluate the capability of the classification modulation algorithm.
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CHAPTER 4

MOMENTS AND CUMULANTS

4.1 Introduction

This chapter presents the higher order moments and cumulants calculations, which are
used to distinguish between the modulation schemes of the received signal. These
moments and cumulants are used to identify the modulation type of the rcceived noisy
signal. The reason that moments and cumulants are used is that they are resilient to noise
eifects of the propagation channel {14]. The automatic modulation classification
algorithm designed in this thesis uses a combination of eight order moments and

cumulants to distinguish between the modulation schemes of ar:intercepted signal.

As mentioned in the introduction, uncertainty in the signal must be accounted for by
suitable statistical models derived from measurements on continuous signals as well as
from the discrete sampled signals; hence, there is a need for appropriate statistical tools
for carrying out these operations in the real-time. Statistical tools such as mean function
or first moment of random process, cumulative distribution functions, probability density
function, second moments are needed for statistical specification of the random process.
In this regard, higher-order statistics such as higher order-moments and cumulants bring
out promising features of signal characteristics to cnable classification of unknown
modulation types. The reason that the higher order moments and cumulants are
promising is because they appear to be particularly forgiving in very noisy signals.
Whether these higher-order statistical features of the noisy signal can be favorably used

in the classification of the modulation schemes is investigated here.

The first order moment is equivalent to the mean of a signal and the second order
moment provides the variance. The third and fourth order moment measure the skew and
the kurtosis of the signal, respectively. Moments beyond the fourth order moment are
higher order moments. Higher order moments are considered further in this thesis in

designing an automatic modulation classifier that will be described later in Chapter 5.
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The thresholds for the modulation classification algorithm were determined by evaluating
the higher order statistics of each of the modulated signals transmitted through an AWGN
channel at low and high levels of SNRs. Based on the moments and cumulants evaluated
at each of the SNR levels, an overall maximum and minimum 2nd order moment, 4th
order moment, 6th order moment and 8th order moment were extracted for each of the
modulation schemes. Similarly, an overall maximum and minimum 2nd, 4th, 6th and 8th
order cumulants were extracted for each of the modulation schemes evaluated in this
study. In particular, eighth order cumulants are used in the automatic classification

algorithm designed, as described later.

4.2 Moments Definition

Random signals are used this study, and the signals are discrete and finite. Discrete
implies that the signals are digital, and finite means that the signals are of certain length
and not infinite. In this study, the random signal to be transmitted are generated with
zero mean, and are of the form s = a+jb. Further, the random signal data is
modulated using various modulation schemes implemerted in the model of

communication system as will be described later in Chapter 5.

Moments are the statistical average or expected value of a modulated random signal data

set. For complex discrete random variables, s, the moments of s are defined as:

Es,a,b = E[Sa : (S*)b] (4-1)

where s and s* represent the number of non-conjugated and conjugated terms,
respectively and a + b is the moment order. As examples: (1) ifa = 1, and b = 1, then
Es ;1 is second order moment, (2) if a = 4, b = 0, then E; 4 5 is the fourth order moment.
The moments are computed by statistical average of the discrete points of the random
signal data set. Therefore, the second order moment is defined as E{s?]. The second
order moment is the average signal power because s% is the power of the signal. The m*

order moment is defined as E[s™].
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The moments for M-PSK, M-FSK and M-QAM can be derived by applying Equation
(4.1) for various orders of a and b and keeping the real part only [20]. Table 1 shows the
derivation of the second and fourth order moments. Table 2 shows the derivation of sixth

order moments. Table 3 shows the derivation of eighth order miiments.

Table 1: Derivation of 24 and 4" Order Moments.

Order | Moment Expression of Moments
2 Eszo | E[s*(s)°] = El(a + jb)?]
= E[(a® — b?)]
2 Es1qp | Els*(s")'] = El(a+ jb)(a — jb)]
= E[(a? + b?)]
4 Esao | Els*(s")°] = El(a+jb)*] = El(a +jb)*(a + jb)*] ~

= Ela* + 4abj + 4ab®j + 6a?b?j? + jb*]

= Ela* + b* — 6a%b?]

4 Egzr | E[s%(s")] = E[{a +jb)*(a — jb)] ~

= E{(a® + 3a?bj + 3ab?j + b3j3)(a ~ jb) -
= Ela* + 2a®bj — 3ab3j — ab?j — b*]

= E[a* — b*)

4 Eszo | E[s?(s")?] = El(a + jb)*(a— jb)*] -

= E{{a? — b? + 2abj)(a® + b? — 2abj>] -
= Ela* + b* — 2a%b?j?]

= E[a* + b* + 2a*b?]




Table 2: Derivation of 6 Order Moments.
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Order | Moment Expression of Moments

6 Ecep | EIs®(s")°) = El(a + jb)*] = E[(a + jb)*(a + jb)*] -
= E[(a® + 3a?bj + 3ab?j? + b3j3)(a® + 3a?bj + 3ab?j* +
b3j*)] -
= E{(a® + 3a?bj — 3ab? — b3j)(a® + 3a%bj — 3ab? — b3})]
= E[a® + 6a°bj — 6a*h? — 20a%b%j + 9a*h?j? — 6ab*j* +
9a?b* + 6ab®j + b®j?] —
= E[a% — b® + 15a?b* — 15a*h?]

6 Essa | Els*(s)'] = El(a + jb)*(a~jb)] -
= Ef(a® + 5a*bj + 10a3b?j? + 10a?b3j3 + Sab*j* +
b%j%)(a — bj)] -
= E[a® + 4a°bj + 5a*b?j? — 5a?b*j* — 4ab>j> ~ b®j6] -
= E[a® - 5a*b? — 5a%b* + h?]

6 Esaz | E[s*(s*)?] = E[(a + jbY*(a — jb)?*] -
= Ela* + 4a®bj + 6a%b?j% + 4ab?j? + b*j*)
(a? ~ 2abj — b*)] »
= E{a% + 2a°bj ~ a*bh?j? — 4a3b3j3 — a?b*j* + 2ab%j° +
b8 /2]
= Ela® + a*h® — a?b* — b]

6 Eses | Els*(s")?] = El(a+jb)*(a— jby’] -

= E{a® + 3abj + 3ab?j? + b3j3)(a® — 3a®bj + 3ab?j? —
b3 %) -
= E[a® — 3a*b?j? + 3a?b*j* — b%j°] -

= E[a® + 3a*b? + 3a?b* + b®]




Table 3; Derivation of 8" Order Moments.
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Order

Moment

Expression of Moments

Es,B,O

Els®(s*)°] = E[(a + jb)?] >

= E[a® + 8a”bj + 28a®b?j% + 56a°b?j* + 70a’*b*j* +
56a3h%° + 28a?b%j® + 8ab”j7 + b%j%] —

= E[a® — 28a°b? + 70a*b* — 28a?b? + b®]

ES.7,1

E[s7(s)'] = E[(a + jb)(a—~jb)] -

= E[{a” + 7a®bj + 21a5b?j2 + 35a*h3j3 + 35a3b*j* +
21a%b%i% + 7ab®j® + b7j)(a — jb)] —

= E[a® + 6a”bj + 14ab?j% + 14a°b%j3 — 14a3b>j° —
14a2b%)5 — 6ab7j7 — b%j®] »

= E{a® — 14a®b? + 14a2b® — b¥]

Es,6,2

E[s®(s*)*] = E[(a + jb)*(a — jb)?] =

= E[a® + 6a°bj + 15a*b?j? + 20a®b*j3 + 15a%b*j* +
6ab®j® + b%j%)(a? — 2abj + b?%j%) -

= Ela® + 4a’bj + 4a®h?%j? — 4a®h>j® — 10a*h*j* —
4a*bj° + 4a?b®j® + 4ab’j” + b%j%] —

= Ela® — 4a5h? — 10a*h* — 4a2b® + b°]

Es,5,3

E[s°(s")’] = E[(a + jb)*(a~jb)*] -

= E[(a® + 5a*bj + 10a®b?j? + 10a?b%j3 + 5ab*j* +
b%j%¥(a® — 3abj + 3ab?j? — b33)] -

E[a® + 2a’bj — 2a®b?j? — 6a°b*j? + 6a®b5j> + 2a?h8j° ~
2ab7j7 — b)) -

= E[a® + 2a5h% — 2a2b° — b

Es,4,4

E [s*(s7)*] = El(a + jb)*(a — jb)*] -

= E[(a® + 4a3bj + 6a2b%j + 4ab3j3 + b*j*)(a* — 4a3bj +
6a?b?j — 4ab3j? + b*j*] -

= E[a® — 4a®b?j? + 6a*b*j* — 4a°b%j® + b%j8] —

= E[a® + 4a®b? + 6a*b* + 4a*p® + b®]




45

4.3 Cumulants Definition

Cumulants are defined using the cumulant generating function, which is an extension of

the moment generating function. The cumulant generating function is defined as:

g(t) = log(E{e®™)) = ¥=, ann_': _ (4.2)

Taking the derivatives of the expanded series of Equation (4.2) and then evaluating these
derivatives at time ¢t = 0 will lead to the k,, values, which correspond to the cumulants
[21, Ch. 5]. The first derivative of Equation (4.2) gives the mean of the data. The second
derivative gives the variance of the data. Higher order cumulants provide additional

statistics measures of central tendency of the data {14}

Even ordered cumulants can be expressed in terms of equal or lower order moments [13].
Table 4 lists the expressions for the second, fourth, sixth and eight order cumulants in
terms of moments expressed as given in Table 1 throughTable 3. In Table 4, a higher
order cumulant C 4 5, of a complex discrete signal s is given; where a and b represent the
number of non-conjugated and conjugated terms, respectively and a + b is the cumulant

order.



Table 4: 2", 40 6% and 8% Order Cumulants Expressed in Terms of Moments,
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Order | Cumulant | Expressed in terms of the Moments
2 Cs2,0 Ec,0=E [s2(s")"]
2 Cs11 Es,1,1 = 5[31(5*)1]
4 Csa0 Esa0— 3(5320)
4 Cs31 Essq — 3Esz0 Esa
2
4 Cs22 Esap (Es 2 0) 2(53,1,1)
6 Cs6.0 Eseo— 15Eg 0Es40 + 3O(E520)
2
6 Cssn Egs1— 10Es,0E 31 — 5Es11Egan + 30(Es20) Esva
i) C 3
542 Esao = Es20Es40 — 8Es11Es31 — 6Es20Es2, + 6(Es,2,0) +
2

24(Esy,)°E

3] C 2
53,3 Ess3~6Es30Es31 —9Esy1Es25 + 18(Esg0) Esyq +
3
12(Egq4)
2 4 2
8 | Gopo | Eogo—35(Esuo)” — 630(Esz0) +420(Eszo) Esag
3

8 sz Es,?,l - 35Es,4,055,3,1 - 630(55,2,0) Es,1,1 +

210Es,4,DEs,2,0Es,1,1 + 210ES,2,0ES,3.1

2 2

8 Cs6.2 Ese2 — 15Eg40Esz2 — 20(53,3,1) + 3055,4,0(55.2,0) +

2 2
60E; 49 (Es 1 1) + 240511 1E5 50 + 90E; 5, (Es,z,o) -

90(‘55.2,0) ~ 540(E;5,0) (E 11)
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2
8 Cs53 Egs3— DEg40Fs31 — 30Es3,Es2, + 9053,3,1(55,2,0) +
2
120Es,3.1(Es,1.1) + 180E 52t 1,1F520 T

3 3
3053,4,0Es,2,055,1,1 — 270 (Es,z,o) Es,l,l - 360(55,1,1) Es,z,o

8 Cs.as Eoaa— (55,4,0)2 - 18(Es,2,2)2 - 16(55,3,1)2 - 54(55,2,0)4 -
144(E; 1 ,)" = 432(Es50) (Esv1)” + 12E540(Esn0) +

) 2
96Es31E51,1Es00 + 144E52,(Esy 1) + 72Es5(Eszp) +
96E5'3,1Es,2,0ES,1.1

Selecting higher order moments and cumulants are expected to be very useful in
distinguishing modulation schemes of communication signals [20]. In this study, even
order moments and cumulants are used for the classification of modulation types to be

detected.
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CHAPTER S

IMPLEMENTATION OF AUTOMATIC MODULATION
CLASSIFIER

5.1 Introduction

The main purpose of this chapter is to show the implementation of the automatic
modulation classifier and then to demonstrate the simulation of the algorithmic functions
of the automatic classifier using specific examples of digital signals passing through
wireless communication system. Before, discussing the details of the implementation of
the automatic modulation classifier, details of the implemcutation of the wireless
communication system model are given. Also, since digital signals are the main menu
for the wireless system, the details of generation and use of digital signal are discussed.
Then, details of generating modulated signals out of the basic random signals are
presented. Further, the effect of noise communication in the modulation scheme as well
as on the process of classification of modulation scheme from the signal received, are
discussed. Finally, the process of the classification of the modulation scheme by setting
appropriate threshold values for making decision to the group the modulated signals
according to its statistical features are discussed. All these implementations were made
using user developed subroutines of the MATLAB® program and MATLAB®
Communication Toolbox. Separate MATLAB® functions were written to code the details
of the various mathematical formulations of the moments and cumulant expressions
described in the previous chapters. The implementation of the wireless communication

system model are described first.

5.2 Implementation of Wireless Communication System

A basic wireless communication system consisting of a transmtter, channel and receiver
is implemented in MATLAB® 1o serve as a framework for developing the automatic

modulation classifier. The pertinent models of the transmitter, channel, and receivers,
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shown in Figure 30. The transmittcr model contains a random digital signal generator
and digital signal modulator. The channel model contains models of the AWGN channel,
muftipath Rayleigh fading channel and multipath Ricean fading channel. The receiver
model contains statistical signal analyzer and the automatic classification algorithm,
which identifies the modulation scheme of the signal. Therefore, input to the wireless
communication system is basically a digital modulated signal using a specific modulation
scheme, and the output is the identified modulation scheme in the signal captured that is

distinguished without a priori knowledge of the modulation scheme used in the input

signal.
Transmitter
Generate Random Digital F:Y Modulate Digital
Information Signat ' Signal
fi Propagate Modulated
Signal Through Noisy
Channel
OQutput # Pass Moments and 4\ Compute Moments
Modulation -  Cumulants of Received ; and Cumulants on ,
Scheme Noisy Signal to Modulation Recelved Nolsy Signal N
Ciassification Algorithm ve 5y ofgna
Receiver

Figure 30: Block Diagram of MATLAB® Model.
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5.3 Generation of Random Digital Signals and Modulation of the Signals

Communication signals are random and fluctuate in time. The digital message signal was
generated using integer stream of data points by using a MATLAB® function called
“randi”. In this study, 20,000 bits of random data were generated to represent the
information signal. This random vector of data had zero mean, and the size of digital
vector was 1 x 20,000. In the simulation studies, the modulated random signals were
passed through the transmitter, the channel and the receiver system, iteratively, 1,000
times, to test the capability of the automatic modulation to correctly identify the

modulation scheme.

This stream of random data bits were then modulated using one of the MATLAB®
modulation functions for each of the modulation schemes. For example, the BPSK
modulator uses "comm.BPSKModulator" and the 4-PSK modulator uses the function
"comm.PSKModulator" from the MATLAB® Communication Toolbox. Figure 31
shows an example of the MATLAB® code used to model the 4-PSK modulation scheme
in the wireless communication system. In this example, a random signal with 20,000
data points is modulated using 4-PSK. Inputs for the PSK function are modulation size,
phase offset and symbol mapping scheme. The modulation size for PSK function is of
size 4 or 8. For the 4-PSK modulation scheme, the modulation size is set to 4. In PSK

modulation, the phase offset variable defines the which phases of the carrier signal should

contain the message information. In 4-PSK, the phase offset is set to g such that the

T . 3w Sm 7w . -
digital information are mapped onto E,f,:ﬁ,f intervals of the phases of the original

carrier signal. The symbol mapping variable is set to "gray" so that Gray coding is using
to encode the message signal into adjacent bits on the constellation diagram. As shown
in Figure 31, once the signal passes through the PSK function, the output signal will be
modulated with 4-PSK. After modulation, each bit of the random message signal is of
the form s = a + jb. Similarly, the other modulation functions are scripted and are

called as needed to generated various types of modulated signal.
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%% 4PSK Modulation AWGN

clear «li

cle

close all

for j = 1:100¢;

M= 4; & Modulation alphabet sice
phoffset = pi()/4; ¥ Fhasze offsetr

symMap = ‘gray'; % Symbol wapplng

hMod = comm. PSRModnlator (M, phOffsel, 'synbolMapping’, symMap) ;
modData = step(hMod, randi ({0 3]1,20000,1)}:

noige (i) = randi ([0 251,1): sGenerate random neise daba in the rauge oL L2k te OS5
hAWGN = comm.AHGNChannel {'SNR’,noise(j), 'BitsberSymool’, 4);
channelOutput = step(hAWGN, modDatal;

scatterplot (modData)

scatterplot (channelOutput)

end

Figure 31: MATLAB® Model of the Wireless Communication System for 4-PSK
Modulated Signal Passed Through AWGN Channel.

5.4 Model of the Noisy Communication Channel

The modulated signal was passed through the communication channel. The channel
functions available in the MATLAB® Communication Toolbox were used to simulate the
propagation of a random signal through the communication medium.  The
communication channel was simulated with either a AWGN channel, multipath Rayleigh
fading channel with AWGN, or multipath Ricean fading channel with AWGN at various
levels of SNR. The AWGN channel is implemented using the "comm AWGNChanne]"
function from the MATLAB® Communication toolbox. The AWGN function adds noise
to the modulated random signal. The inputs to this function are the signal to noise ratio
and the number of bits per symbol. Each of the message symbols were mapped onto four
bits per symbol. The SNR levels of the channel were random!y generated as an integer
value within the range of 0 dB to 25 dB to propagate signals through high noise channels.
Similarly, for low noise channels, integer values of the SNR were randomly chosen
within the range of 50 dB to 100 dB. This random generation of the SNR was
implemented by using the "randi” function in MATLAB®. The implementation of the
AWGN function in MATLAB® is shown in Figure 31.
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The multipath Rayleigh fading channel with AWGN was implemented using the
"rayleighchan" function from the MATLAB® Communication Toolbox. The Rayleigh
channel model constructs a multiple fading channel that has multiple discrete signal
paths. The inpuis to this function are sample time of the input signal, signal path delay,
average path gain and frequency of the Doppler shift. The Rayleigh fading channel was
assumed to have two multipath delays of 0 seconds and le-7 seconds [22], respectively.
The average path gain was zero and the signal sample time used was le-5 seconds. There
was no Doppler shift considered in the Rayleigh fading scenario; therefore, this
parameter was set to zero. AWGN was added to the Rayleigh fading channel using the
"comm. AWGNChannel” function. The implementation of the Rayleigh fading with
AWGN channel for random signals modulated with 4-PSK is shevwn in Figure 32.

%% 4PSK Modulation Rayieigh Channel wWith AWGHN
clear all

clc

close all

for 3 = 1:1000;

M= 4; 3 Modulalion slphabset

phGifset = pif{}/4: i Phase 0Ifsat

symMap = 'gray'; % Symbol mapping {either 'bhipary’ or 'gray')

hMod = comm.PSKModulator (M, phofiset, 'SymbeiMapping', symMap);
modData = step (hMod, randi ([0 3],20000,3}};

ts = le-5; % sampis time

fd = 0; % mazimum Doppley shift in Hz
tau = [0 le-7]; & path delays

pdo = [0 01; % average path gains

¢l = rayleighchan{ts, fd, tan, pdb); %FPass bthe modulated bits throwgh Reylieigh clanne!
channelOutput = filter{cl, moddatal;

noise(j} = randi{[0 25],1)s iGenerate random noise data Iin ~he rarge 0 48 - chdR
NAWGN = comm,AWGNChannel ('SHRY,noise(3), 'Bitsporiymbol®, 4) s
channelOutput = step{hAWeM, channelCutput}: %kass the modulated Diis throash As N charned

scatterplot {modhata)
scatterplot {(channelOutput)
end

Figure 32: MATLAB® Model of the Wireless Communication System for 4-PSK
Modulated Signal Passed Through Rayleigh Channel with AWGN.
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The multipath Ricean fading channel with AWGN was implemented using the
"rayleighchan" function from the MATLAB® Communication Toolbox. The Ricean
channel model constructs a multiple fading channel that has multiple discrete signal
paths. The inputs to this function are sample time of the input signal, signal path delay,
Ricean k factor, average path gain and frequency of the Doppler shift. The Ricean fading
channel was assumed to have two multipath delays of 0 seconds and 1077 seconds [22],
respectively. The average path gain was zero and the signal sample time used was 107
seconds. There was no Doppler shift considered in the Rayleigh fading scenario,
therefore, this parameter was sct to zero. The Ricean k factor used was 3 dB. AWGN
was added to the Ricean fading channel using the "comm.AWGNChannel" function.
The implementation of the Ricean fading with AWGN channel for random signals

modulated with 4-PSK is shown in Figure 33.

%% A4PSK Mpdulation ANGH

clear aii

clc

close all

for j = 1:1000:

M= 4: ¥ Modulatior alphapnet size

phoffset = pil}/4; % Phase otrset
| symMap = 'gray'; % Symbol mapping (either ‘binary’ ¢ 'grav'd
[ nMod = comm. PSKModulator (M, phOoffset, ' SymbolMapping ™, symMap) !

modbata = step (hMod, randi ([0 31,20000,1)):

ts = le-5; T sample time

fd = Q; % maximun Doppler snift in Hz

tau = [0 le-7}: % path dalays

pdb = [0 @ ]; *

k¥ = 3; % Ricean k factor in dB

cl = ricianchan{ts, fd, k, tau, pdbl: % Pass mcdulated bits through Riuean <hannel

channelCutput = filter{cl, modbata}l;

noise(j) = randi{[0 251.1); scenerate random nolse data in The rangr o f Sk oo L Jan
| hAWGN = comm, AWGNChannel ('SNR®, noise (j), 'BitsPerSymboai ', 4);

channelOutput = step(hAWGN, channelOutput): 4Pass ths moduiated bits Througn AWSN obarn

scatterplot {medData)

scatterplot(channelOutput)

end

averags patn gains

Figure 33: MATLARB® Model of the Wireless Communication System for 4-PSK
Modulated Signal Passed Through Ricean Channel with AWGN.



5.5 The Receiver, Signal Statistical Analyzer and Classifier

At the receiver end of the wireless communication system, the modulated signal that was
generated by the transmitter and passed though the noisy communication channel is
received. The primary functions implemented in the receiver model are statistical
computational algorithm, which computes all the moments and cumulants of the received
signal. Also, the receiver has an automatic modulation classification algorithm. The
statistical computational algorithm passes the higher order statistics of the signal to the
modulation classification algorithm, which identifies the modulation scheme of the signal
based on predefined statistical thresholds. Figure 30 showed the block diagram

representation of the receiver model.

The message signal after modulation was of the form s = a + jb . The real and the
imaginary portions of the modulation signal were separated to feed into the moment and
cumulant expressions (shown in Table 1 through Table 4 of Chapter 4) to compute the
higher order statistics of the signal. Figure 34 shows the MATLAB® code which
computes the signal moments. The second, fourth and sixth order cumulant
implementations of the user written function in the MATLAB® code are shown in Figure

35. Figure 36 shows the eighth order cumulant expressions in the MATLAR®,



a real {channelcutput);

b = imag{channelOutput)};

p out = sum(abs{channeloutput)."2)/20000;
isecond order moments

e20(3) = mean({a.~2-b." 2}

eli(j)} = mean(a. 2+b."2}:

$fourth corder moments

e40(}) = mean{a.~4+h."4-(6%a."2.%b."2});
&3l (3} = mean(a.”4-b."4};:
ez2(j) = mean(a."4+b.*4+{2%a."2.*b.~2})!

$sinth order moments

260 {j) = mean{a."6-p."6+{15.%a,42.%b.*4}-(15.%a.%4.*p."2) )
251(]) = mean{a.~6-{8.*a.~4.*p."2)-{5.%2."2.%Dh."4)+b."6):
edz2{]) = meani{a.”6+ta.”4.*b,"*2-a."2.%*h."4-b."6);

e33(j) = mean{a.”s + 3.%*a."4.*b."2+3.%a."2.*b.*4+D."6);

soight order moments

280(j) = mean{a.~8-28.%a,"6.%h. "2+70.%a.44.*b,~4-28.%a."2,.%b."6+b."8);
e71(j}) = mean{a.”8-{14.*%*2.76.%*p.~2)+{14.*a.~2.*b."6)-b. "8}

e62(])) = mean{a.”8-(4.%a3,76,%*D."2)-(10.%*a.%4.*b.~4)-{4.*a."2.*b,~6) +D. 8}
253(J) = mean{a."8+(2.%3.76.*0."2)-(2.%a."2,*h."6) -b."8) ;

e44{j) = mean{a.”B+(4.*a.”6.*p.“2)+(6.%a."4.*p,.~4}+(4.%a,72.*h,~6) +b."8};

Figure 34: MATLAB® Implementation of 229, 4% and 8" Order Moment

Expressions.

ksecond order cumulant

c20{3) = e20{]):

cli{j) = ell{3):

Sfourith order cumulant

cd40(3} = e40(J)-3.*(220{}}.~2;

c3l (i) e3L{3)-3.%{e20(3)) .x{ell{i}};

cz22{7) e22{j}~{e20{j)) . 2-2.*(el1(j)}."2;

%3lxth order moment

cel(3) = e60{j)y-15.%(e20{(J)).*(ed0 (P 1+30.* (20 (3} .2}

c51{j) = e51{))-10.*{220¢j}).*(e31(J))-5.*{ell(3)).*(e40(3}}+30. % (e20(J))."2.*. ..
(ell{3}}:

il

c42(3) = e42{j)-e20(j).*(240(3}}1-8.* (811 (§)} . % {€31(]))=6.%{ecu13)) .5 {@22(]))+6.%. ..

(€20 (31} .73+24.% (@11 {3} ) .~2. %20 () ;
C33{3) = @33{3)~6. % (020 (3)) . 5 {e31{3)1-0.* (211 (3)). ¥ (e2213) ) +18. * {e20 {3} ) .~ 2. *. ..
(e11(j))+12. % (e11{§)).~3;

Figure 35: MATLAB® Implementation of 2", 4™ and 8" Order Cumulant

Expressions.

55
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teighth order merent

B0 (}) = eB80(7)-35.*{ed40(j))"2-630.*{220(j}}."4+420.%(220¢3}}}). 2. % (ed0(3});

c7L43) = e?1{j)-35.%(e40{))) .*(e31(J})-630.5{e20(])}."3.%¢{el1 (J))+210.*(ed0(j)).* ..
(@20{1)) . *(211{J)}+210.* {820 (3}) . *{a31 (3} } s

¢62{]) = e62{}-15.*{840(])).%(e22(}))-20.7 (&31(3)) . ~2+30.% (£40(3)) - *(e20{])). "2+. ..
B0, % {ed0 (i)} .7 (ell (1)) . ~2+240. % (221 ()} . * (e11{])) . * (820 (JI ) +20.* (e22{3)) .* ...
(220{3)).~2-930,* (220 (})) . ~4-B4C. *{e20(]}}. 2. {ell (}})."2;

e93(J) = e53(3)1-5.%(e40(3)) . *(e31(}))-30.%(e31(§)) . *(222{3)1+90.7 (231 ({)) . *...
(82044)) . ~2+120. % (€31 ()) . * (el1({})) - ~2+180.%{e22(3}} . *{ell(j)) . * (220 (j)) +. ..
30.%{ed0(31) . ¥{e20(3)) .7 (e11(3)) -270.* (220(])) . *3.7 (11 ()} ) -360.*(ell (J)) .~ 3. " (20{]) };

cd4 (i) = edd (- (2403} .~2-10 .2 (e22(5)) . ~2-16.% (@31 (J)) . ~2-34.* (20 (]} )} . "4~ ..
144.%(ell(3)) . ~d-432. 7 (e20 ()} . *2. % {ell{3}) . ~2+12.* (240 (]} ) .* (€20 (j}} . 2+...
96. ¥ {23l (3] . ¥{ell {3)) . *{e20{3))+144,*(e22{4)) . *{(ell {})1.~2+72. % {222 (])).*. ..
{@20(3)) . ~2+496. % {231 (])) . *{e20(3)}."{ell {i}):

Figure 36: MATLAB® Implementation of 8" Order Cumulant Expression,

Moments and cumulants were computed for all the modulated signals passed through the
AWGN channel with SNR levels at 0 dB, 3 dB, 5 dB, 6 dB, 7 dB, 8 dB, 10 dB, 15 dB, 20
dB, 40 dB, and 100 dB. The moments and cumulants were extracted at these SNR levels
because the moments and cumulants showed to have significant statistical variations at
these SNR levels. Based on extracted moments and cumulants at the various SNR levels,
overall maximum and mipimum higher order moment and cumulant ranges were
computed in setting modulation decision thresholds for the automatic modulation

classification algorithm.

It may be noted that one of the characteristics of the higher order moments and cumulants
indicated that the magnitude of these higher order statistical values increase with the
increasing order of the moments and cumulants. This characteristic resulted in forcing an
artificially higher weight age on the higher order terms to influence the results from the
classification scheme. In order to eliminate artificial weight age, the second order
moments and cumulants were normalized with respect to the signal power. The fourth
order moments and cumulants were normalized with respect to the square of the signal
power. The third and fourth order moments and cumulants were normalized with respecl
to the cube and to the fourth power of the signal power, respizciively. Normalizing the
moments and cumulants in this way helped to even out the magnitude of moments and
cumulants with increasing order. Figure 37 and Figure 38 show the MATLAB® code that

normalizes the moments and cumulants to signal power.
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% normalized % normalized

ne?0 = e20/p_out; ac20 = c20/p_out"2;
neil = ell/p_out: ncll = cll/p outn2:
% %

nedd = ed40/p out~2; nc40 = c40/p_out”2;
ne3l = e31/p out”2; ne3l = ¢3l/p_outre:
ne?z = ezzlpiout“zf ncz2? = c22/p out"z;
% %

nesd = e60/p out~3; nced = cé60/p_out~3;
ne51 = e51/p_out~3: nesl = cil/p_out”3;
ned2 = e42/p _out~3; ncd? = c42/p out~3;
ne3ld = e33/p ocut"3; ne3l = c33/p_out~3;
% &

nesd = e80/p _out~d; ncgd = cB0/p_outnd;
neil = e7l/p out~d; ncil = ¢?l/p out~4:
ne62 = e62/p_out~d; ncé2 = c62/p_out~d;
ne53 = e53/p_out~d; nes3 = c53/p_out”4;
ned4 = ed44/p out~d; ncdd = cdd/p_outnd;

Figure 37: Normalization of Moments Figure 38: Normalization of Cumulants

With Respect to Signal Power. With Respect to Signal Power.

The moment and cumulants were computed for the modulated signal that was transmitted
through the communication medium; they were then passed on to the automatic
modulation classifier to identify the modulation scheme at the receiver end. The
implementation and design of the modulation classification algorithm are described in

Section 5.6.

5.6  Automatic Modulation Classification Algorithm

The automatic classification modulation algorithm identifies the modulation scheme of
the signal by evaluating whether the statistical features of a modulated signal lie within
the predefined cumulant range thresholds. The cumulant threshold ranges for the
classifier were determined by evaluating the moments and cumulants of modulated
signals that were transmitted through an AWGN channel at various levels of high and
low SNRs. In this research, signals were modulated using BPSK, 4-PSK, 8-PSK, 2-FSK,
4-FSK, 8-FSK, 8-QAM, 16-QAM, 64-QAM and 256-QAM. The modulation algorithm
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defines a preset cumulant threshold range for each of the modus: tion scheme evaluated in

this study.

The modulation classification algorithm identifies the modulation scheme of the received
signal by evaluating whether the eighth order cumulants lie within one of the preset
cumulant threshold ranges of a particular modulation scheme. If the cumulants of the
noisy signal do not meet the threshold criteria, then the signal is identified as not
belonging to the modulation scheme associated with that statistical feature. On the other
hand, if the cumulants of the noisy signal does meet the threshold criteria, then the
classification tree identifies that only the certain modulation scheme is associated with

the statistical features.

The cumulant thresholds for the modulation classification algorithm were determined by
evaluating the higher order statistics of each of the modulated signals transmitted through
an AWGN channel at low and high levels of SNRs. Table 5 provides the moments and
cumulants of signals that were modulated using BPSK, 4-PSK, 8-PSK, 2-FSK, 4-FSK, 8-
FSK, 8-QAM, 16-QAM, 64-QAM and 256-QAM and passed over an noiseless channel
(SNR = o). The moments and cumulant values shown in Table 5 were computed based
on moments and cumulant expressions, that were provided in 1able 1 throughTable 3 in
Chapter 4 and cumulant expressions provided in Table 4 of Chapter 4. Similarly, the
moments and cumulants of modulated signals were extracted for noisy channels at SNR
levels at 0 dB, 3 dB, 5 dB, 6 dB, 7 dB, 8 dB, 10 dB, 15 dB, 20 dB, and 40 dB. The
moments and cumulants were also extracted for a noiseless channel with SNR level of
100 dB. The moments and cumulants for the modulated signals at these SNRs were
exported to Microsoft® Excel to evaluate statistical threshold values for each of the

modulation schemes.



Table 5: Simulated Moments and Cumulants Simulated Without Disturbance.

BPSK} 4PSK | 8PSK | 2FSK | 4FSK | 8FSK | 8QAM | 16QAM| 640AM| 2560AM

SNR o0 0 [ 4] -] o0 =] [ o0 ]

Es20f 1 | 0.00 | 0.00 { 0.00 | 000 | 000 { 067 | 0.00 ! 0.00 0.01
Esil] 1 | 1.00 | 100 | 1.00 | 100 | .00 | 100 [ 103 | 1.00 1.00
Es40) 1 |-1.00) 000 | 0.00 { O.00 | 000 | 033 | -0.68 | -062 | -0.61
Es31| 1 {000 | 000 | 000 | 000 | 000 211 { 0.00 | 0.00 0.01
Es22] 1 | 100 | 100 | 1.00 ; 100 | 1.00 ; 144 | 132 | 138 1.39
Es60) 1 | 0.00 | 000 | 000 | 0.00 | 0.00 | -0.81 | 0.00 | 0.01 0.00
Es51f 1 |-1.00} 000 | 000 | 000 } 000 | 063 | -1.32 ) -1.31 | -1.29
Es42f 1 | 0.00 | 0.00 | 000 000 | 000 | 185 | 000 | -0.01 | 001
Es33] 1 | 1.00 | 100 | 1.00 | 100 | 1.00 | 233 | 195 | 224 2.28
Esg0) 1 | 1.00 | -1.00| 000 | O.00 | 0.00 | -3.23 | 219 | 195 1.84
Es71) 1 | 000 | 000 | 000 { 0.00 | 0.OO0 | -1.35 | 0.00 | 0.02 0.00
Es62|] 1 | -1.00} 000 | 0.00 | 0.00 | 000 | 1.07 | -246 | -279 | -2.81
Es53) 1 | 000 | 000 | 000 | 0.00 | 000 | 3.07 | 000 | -001 | 0.02
Es44) 1 | 1.00 | 100 | 1.00 { 1.00 | 1.00 | 3.84 | 3.09 | 400 4.17
Cs20) 1 | 000 | 000 [ 000 | 0.00 | 000 | 011 | 000 | 000 0.00
Cs11y 1 | 100 | 100 | 100 | 1.00 : 1.00 | 017 | 010 | 0.02 0.01

Csd0} -2 | -1.00} 000 ) 000 ) 000§ 0.00 | -1.00 | -0.68 | -0.62 | -0.61
Cs31} -2 | 000 ; 001 | 000 | 0.00 | 0.00 { -089 | -001 | 0.00 | -0.01
Cs22] -2 | -100|-100 | -1.00 | -1.00 | -1.00 | -1.00 | -0.68 | -0.62 | -0.61
Cs60f 16 | 0.00 | 0.00 } 000 | 0.0} 000 | -193 | 004 | 0.00 0.07
Cs51f 16 | 4.00 { 000 { 000 [ 000 { Q.00 | 492 | 209 | 179 175
Cs42f 16 | 000 : -0.03 | 060 | 0.00 ; 0.00 | 477 | ¢4 | 0.00 0.06
Cs33] 16 | 400 | 4.00 | 400 | 400§ 400 | 492 | 210 | 178 1.75
Cs80 -244 1 -34.00] -1.00 ; 0.00 | 0.00 | 0.00 | -658.77 | -14.09 | -11.54 ; -11.13
Cs71§-244| 0.00 | 0.01 | 0.00 | 0.00 ; 0.00 |-129.03! -0.54 | 0.13 | -0.76
Csb2{ -244 | -46.60) 0.00 | 0.00 [ 0.00 | 0.00 | -28.14 | -29.92 | -27.15 | -26.61
Cs53}-244| 0.00 | 028  0.00 | 00O ] 000 | -8.73 | -027 | -0.07 | -015
Cs44§-244 |-18.001-17.001-17.00(-17.00{-17.00| -2.62 | 16.99 | 2444 | 25.46
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Based on the moments and cumulants evaluated at each of the SNR levels, an overall
maximum and minimum 2" order moment, 4™ order moment, 6 order moment and 8th
order moment were extracted for each of the modulation schemes. Similarly, an overall
maximum and minimum 2™, 4", 6™ and 8" order cumulants were extracted for each of
the modulation schemes evaluated in this study. Appendix A provides the overall
maximum and minimum moments and cumulant tables for each of the modulated signals
transmitted through an AWGN channel over a range of low and high SNR levels. The
modulation scheme cumulant decision thresholds were determined by analyzing the
maximum and minimum moments and cumulants ranges. A ;dccision threshold for an
modulation scheme was chosen based on the unique maximum and minimum statistical
range which did not overlap with other maximum and minimum statistical modulation

ranges.

Table 6 shows the eighth order maximum and minimum cumulant ranges. Analysis of
this table shows that signals modulated with modulated with BPSK, 4-PSK, 8-PSK and
8-QAM have unique non overlapping cumulant ranges. For example, in Table 6, it can
be seen that BPSK has a eight order cumulant range that does not overlap the cumulant
range for any of the other modulation schemes. Therefore, signals modulated with
BPSK, 4-PSK, 8-PSK and 8-QAM can be identified by using the higher order eighth
order cumulants, Csso. These eighth order cumulant ranges were used as decision
thresholds in the modulation classification algorithm to evaluate whether the transmitted
was modulated specifically with BPSK, 4-PSK, 8-PSK or 8-QAM. The modulation
classification algorithm evaluates the received signal's moments and cumulants to clearly
distinguish the modulation scheme of signal types "BPSK", "4-PSK", "8-PSK", and "8-
QAM" if the signal's statistical features satisfy the preset moment and cumulant threshold

range.

Modulation schemes 2-FSK, 4-FSK and 8-FSK have overlapping maximum and
minimum eighth order cumulant (Csso) ranges or ranges with values that lie within close
proximity. Therefore, eight order cumulant threshold range for 2-FSK, 4-FSK and 8-
FSK are grouped together such that the classifier will identify the signals modulated with
FSK as "M-FSK". Also based on the cumulant ranges given in Table 6, it was analyzed
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that signals modulated with 16-QAM, 64-QAM or 256-QAM can be identified with
eighth order cumulant (Cs4) ranges. However, modulation schemes 16-QAM, 64-QAM
and 256-QAM have maximum and minimum eighth order cumulant (Csss) ranges that
overlap each other or are in close proximity. Therefore, the eighth order cumulant
threshold ranges for 16-QAM, 64-QAM and 256-QAM are grouped together such that
the classifier will identify these modulated signals as "M-QAM".

Table 6: Eighth Order Cumulant Range for Modulated Signals Passed Through

AWGN Channel,
Cs80 Cs71 Cs562 Cs53 Cs44
max [ min max l min max l min § max l min max l min
BPSK -98.55 -244 §-86.23 -244 }-73.49 -244 |-61.44 -244 1-56.53 -244

§0-2327 -0.7535]-28.12 -46 0.1751 -0.4187] 22.84  -18
i 0.012 -0.0442}0.3692 -0.155]0.2866 -0.0846%23.128 -17
0.0372 -0.00750.2552 -0.027 |0.1644 -0.04523156.068 -17
4FSK 0.0064 -0.029§0.0119 -0.038210.0481 -0.242 10.2855 -0.0591}56.577 -17
BFSK 0.0084 -0.065]0.0178 -0.0078}0.0979 -0.386 [0.0541 -0.2526156.384 -17
80AM -58.81 -69.77 §-113.9 -129.03§-20.08 -29.14 | 1.4958 -9.7297%10.089 -2.621
16QAM ] -12.84 -14.1 1-0.456 -0.55263§-28.51 -29.521-0.208 -0.3117{20.653 16.992
64QAM [-11.27 -11.5410.1776 0.0762 §-26.82 -27.16 |-0.013 -0.1041§25.244 24.444
2560AM]| -11.05 -11.14) -0.727 -0.816 ]-26.49 -26.61]-0.141 -0.1605] 25.598 25.452

Communication signals are random and fluctuate in time. Therefore, the momenis and
cumulants of these signals will also vary. Even though 1,000 random signals were
generated, modulated and transmitted through a communication channel to extract an
overall unique statistical range for each modulation scheme, these ranges are not definite.
Therefore, tolerances were built into the eighth order cumulant ranges that were used to
identify the modulation scheme of the received signal. In order to evaluate variations in
moments and cumulants ranges for different communication channels, other than on an
AWGN channel, tables similar to the ones shown in Appendix A were constructed for a
multipath Rayleigh fading channel with AWGN and multipath Ricean fading channel
with AWGN. Overall maximum and minimum moment ains cumulant ranges for a

Rayleigh fading channel at the various levels of SNRs evaluated in this study are shown
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in Appendix B. Appendix C shows the overall maximum and minimum moment and

cumulant ranges for Ricean fading channel, evaluated at the various levels of SNRs.

From analysis of eighth order cumulant values from Table 6, eighth order cumulant
decision threshold ranges with tolerances were chosen to evaluate the received signal's
modulation scheme. Therefore, the classification algorithm will identify the modulation
scheme of a random signal as "BPSK" if the eighth order cumulant Csso of the intercepted
signal lies in between -lel2 to -80. The classification algorithm will identify the
modulation scheme of a random signal as "4-PSK" if the eighth order moment Esso of the
intercepted signal lies in between -35 and -3. The classification algorithm will identify
the modulation scheme of a random signal as "8-PSK" if the eighth order cumulant Csso
of the intercepted signal lies in between -2 and 0.1. The classification algorithm will
identity the modulation scheme of a random signal as "M-FSK" if the eighth order
cumulant Csso of the intercepted signal lies in between -0.5 and 0.25. The classification
algorithm will identify the modulation scheme of a random signal as "8-QAM" if the
eighth order cumulant Csso of the intercepted signal lies in between -78 and -20. The
classification algorithm will identify the modulation scheme f a random signal as 8-
QAM if the eighth order cumulant Csso of the intercepted signai lies in between -78 and
-20. The classification algorithm will identify the modulation scheme of a random signal
as "16-QAM, 64-QAM or 256-QAM" if the eighth order cumulant Cua of the intercepted
signal lies between 15 and 1e12. A flowchart diagram of the modulation classification

algorithm is shown in Figure 39.
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Figure 39: Block Diagram of Modulation Classification Algorithm.
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The robustness of the modulation classification algorithm is evaluated by examining its
ability to detect the modulated scheme transmitted signal passed through AWGN
channel, multipath Rayleigh fading channel and multipath Ricean fading channel.
Chapter 6 discusses the results of the ability of the classification modulation algorithm to

detect the modulation scheme of a distorted signal.
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CHBAPTER 6

SIMULATION RESULTS AND DISCUSSION

6.1 Introduction

In this chapter, wireless communication system simulation results are presented with a
focus on results from the automatic modulation classifier system. Simulation results are
presented in two parts. First, basic simulations results which describe the benefits of an
automatic modulation classifier over conventional modulation identifier are presented.
Second, the results from the modulation classification algorithm developed in this study
as it currently operating in the wireless communication systesn designed are presented.
Section 6.2 through Section 6.3 present basic simulations of the wireless communication
system are presented where results show how the effect of channel noise on the signals
detected at the rteceiver. In these sections, simulations performed compare the
performance and tradeoffs between two types of modulation schemes 1) M-PAM and 2)
M-PSK. The results show how M-PAM and M-PSK signals passed over a channel with
AWGN to analyze the bit error rate impact the signal’s detection at the receiver. Finally,
the results from the successful classification or detection of modulation schemes as
identified by the classification algorithm developed in this research are presented in

Section 6.4.

6.2 Simulations Examining Effect of AWGN on M-PAM and M-PSK Modulation

Eight distinct computer simulation experiments were performed to show the effect of
Additive White Gaussian Noise channel (AWGN) on four modulation schemes: 2-PAM,
4-PAM, QPSK and 8-PSK. In these experiments, the amplitude of the signal and noise
variances were changed to see the effect of variations of these to analyze the decoding

issues on signals at the receiver end.
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The first experiment was performed with the 2-PAM modulation scheme. In this
experiment, the signal is characterized by a vector of random numbers with a defined
noise variance given by the parameter o2. In Experiment 1A, a message signal is
modulated using the 2-PAM scheme with signal amplitude of 1. The modulated signal is
then passed over various AWGN channels with noise variances of 0.1, 0.04, 0.1 and 0.25.
In Experiment 1B, the message signal is modulated using 2-PAM with signal amplitude
increased to 2 and is passed over a channel with noise variance of 0.25. At the recciver
end, the signal bits or symbols are observed. Based on the observed bits (or symbols)
from Experiments 1A and Experiment 1B, an analysis was made to determine how the

modulation scheme could be modified to reduce the signal error detected at the receiver.

The second experiment was performed with the 4-PAM modulation scheme. In
Experiment 2A, the information signal was modulated using 4-PAM modulation scheme
with signal amplitudes of 2 and 4. The modulated signal was then passed over various
channels with noise variances of 0.1, 0.04, 0.1 and 0.25. In Experiment 2B, the message
signal was modulated using 4-PAM with increased signal amplitudes of 4 and 8. The
digitally modulated analog signal was then passed over a charnel with noise variance of
0.25. Based on the results obtained from Experiments 2A and Experiment 2B an analysis
was made to determine how the modulation scheme could be modified to reduce the

detection error at the receiver end.

The third experiment was performed with the QPSK modulation scheme. In
Experiment 3A, QPSK modulation is studied with noise variance just like in previous
experiments but with a signal amplitude of 1. In Experiment 3B, the message signal is
modulated using QPSK with signal amplitudes increased to 1, 2, 3 and 4, and signal
transmitted with noise variance of 0.25. The signal bits or symbols are observed At the
receiver end. Based on the observed bits (or symbols) from Experiments 3A and
Experiment 3B, an analysis was made to determine how the modulation scheme could be

modified to reduce the signal error detected at the receiver.

Finally, the fourth experiment was performed with the 8-PSK modulation scheme. In
Experiment 4A, 8-PSK modulation is studied for which signals with amplitude of 1 are

passed with various noise variances just like before. In Experiment 4B, the message
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signal modulated using 8-PSK with signal amplitudes increased to 1, 2, 3 and 4 noise
variance of 0.25. Based on the observed bits (or symbols) from Experiments 4A and 4B,
an analysis was made to determine how the modulation scheme could be modified to

reduce the signal error detected at the receiver.

The following sub-sections discuss the results from these simulation analyses.

6.2.1. Experiment 1A: Modulation With 2-PAM With Constant Amplitude and
Varying Noise Level

Figure 40 throughFigure 44 show the 2-PAM signal constellation diagrams constructed

after information was received from the noisy channel.

Figure 40 shows a 2-PAM signal constellation diagram with two signals transmitted with
amplitudes of 1 and -1 with noise variance of 0.01. The digital modulator transmits an
analog waveform with amplitude 1 that maps to a binary bit of 1, and analog waveform
of amplitude of -1 that maps to a binary bit of 0. The receiver measures the amplitude of
the received analog waveform and distinguishes whether a 1 or 0 binary digit was
transmitted. The “0” n the plots corresponds to 1 binary bit received and “x”
corresponds to 0 binary bit received at the receiver. (Note that both the digital modulator
and the receiver know the mapping between the binary bits to the analog waveform).
With noise variance of 0.01, the noise was clustered comuctly around the actual
transmitted waveform. The receiver can make a distinction between the binary bits,
based on whether the amplitude of the received analog signal is positive or negative.
Positive signal amplitude received can map to a 1 bit transmitted and negative signal

amplitude received can map to a O bit transmitted.



68

2.FAM with A=1 and gP=0.01
01— - ST T

¢

008" . o i

GO~ . - [ . .

Cuadrature

& ¢ £
ERE-

0
in-Phase

DPAM with A=t and o2=0 04
0ty - .

u.cai
0.06%
i 04;
002_
e OCEN TR

 E—

-0.02:

CGuadrature

o 04f

006

q% g +5 0 0.5 1 s
in-Phase

Figure 40; 2-PAM with A = 1, 62 = 0.01,

Figure 41: 2.PAM with A = 1, ¢% = 0.04.
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Figure 42: 2-PAM with A = 1, 6% = 0.1.

Figure 43: 2-PAM with A = 1, 6% = 0.25.

Figure 41 shows a 2-PAM signal constellation diagram with two signals transmitted with

amplitudes of 1 and -1 and with noise variance of 0.04. Wik noise variance of 0.04,

received signal bits were scaitered around more than with noise variance of 0.01. This

makes it difficult for the receiver to measure the amplitude of the actual transmitted

analog waveform containing the binary encoded information. However, since the two

signals lic on the positive and negative sides of the axis, the receiver may be able to

distinguish that positive received signal maps to a 1 bit transmitted and negative received

signal maps to a O bit transmitted.
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Figure 42 shows a 2-PAM signal constellation diagram with two signals transmitted at
amplitudes 1 and -1 and noise variance of (.1. With noise variance of 0.1, the received
signal bits were spread apart more than with noise variance of 0.01 or 0.04. It may be
difficult for the receiver to measure the amplitude of the actual transmitted signal.
However, if the receiver can roughly determine that the signal waveform with the
positive amplitude maps to 1 binary bit and signal waveform with the negative amplitude

maps to ( binary bit, then the transmitted information can be decoded.

Figure 43 shows a 2-PAM signal constellation diagram with two signals transmitted at
amplitudes of 1 and -1 and noise variance of 0.25. With noise variance as great as 0.25,
noise from transmitting the signal with amplitude of 1 (which maps to 1 binary bit
transmitted), stretches into the negative region where only the signal with the amplitude
of -1 (which maps to 0 binary bit transmitted) is supposed to lic. Noise from transmitting
the signal with amplitude of -1 (which maps to 0 binary bit transmitted), stretches into the
positive region where only the signal with the amplitude of 1 is supposed to lie. Since
there is a great amount of noise, this becomes difficult or impossible for the receiver to

decode the transmitted signal.

6.2.2. Experiment 1B: Increasing Amplitude Level in 2-PAM Modulation

Figure 44 shows a 2-PAM signal constellation diagram with two signals transmitted with
amplitudes of -2 and 2 with noise variance of 0.25. Notice that in Figure 43, a 2-PAM
signal was transmitted with amplitudes of -1 and 1 with variance of 0.25. If the
amplitude of the transmitted signals increases and the noise remains constant, the noise
from the two signals transmitted do not interfere with each other and the therefore the

receiver may be able to decode the received signal.
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Figure 44: 2-PAM with A = 2, 6% = 0.25,

6.2.3. Conclusions on Experiments 1A and 1B

Each transmitted analog waveform with specified amplitudes carrying the digital
information contains a certain amount of energy. If the amplitude of the analog
waveform is larger, then the waveform transmitted will have more energy. The Euclidian
distance between two signals in the signal representation, which depends upon the
amplitude of the transmitted waveform, increases as the amplitude of the signal increases.
If the energy of the analog waveform increases, then the distance between the two signals

increases, decreasing the noise interference between the two signals.

If the noise variance is 0.01, 0.04, or 0.1 with signal amplitude of 1 or -1, then the
receiver can distinguish whether binary bit 1 or 0 was transmitted based on whether the
received signal waveform has a positive amplitude or negative amplitude. Positive signal
amplitude received can map to a 1 bit transmitted and negative signal amplitude received
can map to a 0 bit transmitted. If the noise variance is 0.25, then the signal amplitude
should be greater than 1 in order to minimize the noise interference between the two

signals transmitted.
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6.2.4. Experiment 2A: Modulation With 4-PAM With Constant Amplitude,
Varying Noise Level

Figure 45 throughFigure 49 show the 4-PAM signal constellation diagrams constructed

from the signals at the receiver.
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Figure 45 shows a 4-PAM signal constellation diagram with four signals transmitted with

amplitudes of 2, -2, 4 and -4 with noise variance of 0.01. The digital modulator transmits
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an analog waveform, with amplitude of -4 mapping to 00 binary bit, amplitude of -2
corresponding to 01 binary bit, amplitude of 2 mapping to 11 binary bit and amplitude of
4 mapping to 10 binary bit. The receiver measures the amplitude of the received analog
waveform and distinguishes whether a 00, 01, 11 or 10 binary bit was transmitted. The
“+” in the plots corresponds to 00 binary bit received, “x” corresponds to 01 binary bit
received, “0” corresponds to 11 binary bit received and *“.” corresponds to binary bit 10
received at the receiver. With noise variance of 0.01, the noisc" was clustered compactly
around the actual transmitted waveform. The receiver makes distinction of whether 00,
01, 11 or 10 binary bit was received by measuring the average amplitude of the signal
signals received. Also, the receiver makes a distinction between the binary bits based on
whether the amplitude of the analog signal received is positive or negative. Positive
signal amplitude received can map to either 11 or 10 bit transmitied and negative signal

amplitude received can map to 00 or 10 bit transmitted.

Figure 46 shows a 4-PAM signal constellation diagram with four signals transmitted with
amplitudes of 2, -2, 4, and -4 and noise variance of 0.04. With noise variance of 0.04,
noise was scattered around than with noise variance of 0.01. Figure 47 shows 4-PAM
signal constellation diagram with four signals transmitted with amplitudes 2, -2, 4, and -4
and noise variance of 0.1. With noise variance of 0.1, noise was spread apart more than
with noise variance of 0.01 or 0.04. This makes it difficult for the receiver to measure the
amplitude of the actual transmitted analog waveform containing the binary encoded
information. However, since two out of the four signals lie on the positive and negative
sides of the axis, the receiver may be able to distinguish that positive signal received
maps to either 11 or 10 bit transmitted and negative signal received maps to a 00 or 01 bit
received. Also the receiver may be able to approximately measure the amplitude of the
signal transmitted by determining the average amplitude of the signals with the noise, and

map it to a binary bit.

Figure 48 shows a 4-PAM signal constellation diagram with four signals transmitted with
amplitudes of 2, -2, 4, and -4 and noise variance of 0.25. With noise variance as great as
(.25, noisc from transmitting the signal with amplitude of 2 (which maps to 11 binary bit
transmitted), stretches into the region where only the signal with the amplitude of 4

(which maps to 10 binary bit transmitted) is supposed to lie (and vice versa). Noise from
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transmitting the signal with amplitude of -2 (which maps to 01 binary bit transmitted),
stretches into the region where only the signal with the amplitude of -4 (which maps to 00
binary bit transmitted) is supposed to lie (and vice versa). Since there is great amount of
noise, this becomes difficult or impossible for the receiver to determine decode the

transmitted signal.

6.2.5. Experiment 2B: Increase Amplitude Level in 4-PAM Modulation

Figure 49 shows a 4-PAM signal constellation diagram with four signals transmitted wilh
amplitudes of 4, -4, 8, and -8 with noise variance of 0.25. Notice that in Figure 48 a 4-
PAM signal was transmitted with amplitudes of 2, -2, 4, and -4 with variance of 0.25. If
the amplitude of the signals transmitted increases and the noise remains constant, the
noise from the two signals transmiited do not interfere with each other; therefore, the

receiver may be able to decode the received signal.
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Figure 49: 4-PAM with A =4 & A = 8, 0% = 0.25.

6.2.6. Conclusions on Experiments 2A and 2B

Each transmitted analog waveform with specified amplitudes carrying the digital
information, contains a certain amount of energy. If the amplitude of the analog

waveform is larger, then the waveform transmitted will have more energy. The Euclidian
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distance between two signals in the signal representation, which depends upon the
amplitude of the transmitted waveform, increases as the amplitude of the signal increases.
If the energy of the analog waveform increases, then the distance between the two signals

increases, decreasing the noise interference between the two signals.

The main issue with PAM is that symbols are transmiited with different amplitudes and
some syﬁlbols are more error-prone than others. Also, some signals may incur more error
depending on the noise. 1If the variance of the noise is high or comparable to the energy
of the analog waveform carrying the digital information, then the signal received will
always be affected by an error. Therefore, it is preferred that signals transmitted have the

same energy for all waveforms.

if the noise variance is 0.01, 0.04, or 0.1 with signal amplitudes of 2, -2, 4, or -4 , then the
receiver can distinguish whether binary bits 00, 01, 11 or 10 was transmitted based on
whether the received signal waveform has a positive amplitude or negative amplitude and

also by measuring the average signal amplitude.

If the noise variance is high (0.25) or is comparable to energy of the signal transmitted (2,
-2, 4, or -4), then the amplitude (energy) of the signal should be increased in order to

minimize the noise intetrference between the signals transmitted.

Also, note that if larger amounts of bits are encoded (increase k), the lower the average

error rate will be of decoding the received waveform at the receiver.

6.2.7. Experiment 3A: Modulation With QPSK Constant Amplitude With Varying

Noise Level

Figure 50 through Figure 57 show the QPSK signal constellation diagrams constructed at
the receiver after information is transmitted over a noisy channel. In this experiment,
noise is characterized by a vector of random numbers with a defined noise variance given

by the parameter g2,
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Figure 52: QPSK with A = 1, 62 = 0.1. Figure 53: QPSK with A = 1, 0% = 0.25,

Figure 50 shows a QPSK signal with four signals transmitted each with amplitudes of 1

and noise variance of 0.01. Fach signal transmitted is distinguished by phase angles

3 5 7 . . . .
%,f-,f and —f. The digital modulator transmits an analog waveform, with phase angle

of -Emapping to 00 binary bit, phase angle of ?-'f mapping to 01 binary bit, phase angle
of %mapping to 11 binary bit and phase angle of zrizm'alpping to 11 binary bit. The
receiver measures the phase angle of the received analog waveform and distinguishes

whether a 00, 01, 11 or 10 binary bit was transmitted. The “x” in the plot corresponds to

00 binary bit, “0” corresponds to 01 binary bit, “+” in the plot corresponds to 11 binary
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bit, and “*” corresponds to 10 binary bit received at the receiver. With noise variance of
0.01, the noise is clustered compactly around the actual transmitted waveform. The
receiver may make a distinction of whether a 00, 01, 11 or 10 binary bit was received
based on whether the phase angle of the analog signal received is located in the first,

second, third or fourth quadrant of the signal constellation diagram.

Figure 51 shows a QPSK signal with four signals transmitted each with amplitudes of 1

and noise variance of 0.04. Each signal transmitted is distinguished by phase angles

7w 3w Sw 7T - . . . .
e e and e With noise variance of 0.04, noise was scattered around than with

4" 4" 4

noise variance of 0.01. This makes it difficult for the receiver to measure the phase angle
of the actual transmitted analog waveform containing the binary encoded information.
However, since the four signals each lie within the four quadrants of the constellation, the
receiver may be able io distinguish that signals are received. Those with the phase angles
which lie in the first quadrant map to a 00 bit, signals received with phase angles which
lie in the second quadrant map to 01 bit, signals received with phase angles which lie in

the third quadrant map to 11 bit, and signals received with phase angles which lie in the

fourth quadrant map to 10 bit received.

Figure 52 shows a QPSK signal with four signals transmitted each with amplitudes of 1

and noise variance of 0.1. Each signal transmitted is distinguished by phase angles

3m § 77 . . . . . .
2,2 and e With noise variance of 0.1, noise was spread apart more than with

4’4’ 4

noise variance of 0.01 or 0.04. It may be difficult for the receiver to measure the phase
angle of the actual transmitted signal. However, if the receiver can roughly make a
distinction as to which signal waveforms lie in which quadrani.. of the constellation, then

the transmitted information can be decoded.

Figure 53 shows a QPSK signal with four signals transmitted each with amplitudes of 1

and noise variance of 0.25. Each signal transmitted is distinguished by phase angles

T 3w 5w

ks and —E. With noise variance as great as 0.25, noise from transmitting the signal

with phase angle of % (which maps to 00 binary bit transmitted) stretches into the region
where only the signal with the phase angle of %n, Efand Z';Tf (which maps to 01, 11, and 10

binary bit transmitted, respectively) is supposed to lie (and vice versa for cach of the
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phase angles). Since there is a great amount of noise, it becomes difficult or impossible

for the receiver to determine decode the transmitted signal.

6.2.8. Experiment 3B: Increase Amplitude in QPSK

Figure 54 throughFigure 57 show a QPSK signal with four signals transmitted with
amplitudes of 1, 2, 3 and 4 (respectively) and each with noise variance of 0.25. If the
amplitude of the signals transmitted increases and the noise remains constant, the noise
from the four signals transmitted does not interfere with qfich other; therefore, the

receiver may be able to decode the received signal.
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Figure 54: QPSK with A = 1, 6% = 0.25.  Figure 55: QPSK with A = 2, 62 = 0.25.
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Figure 56: QPSK with A = 3, 6% = 0.25.  Figure 57: QPSK with A = 4, 02 = 0.25.

Each transmitted analog waveform with specified amplitedes carrying the digital
information, contains a certain amount of energy. If the amplitude of the analog
waveform is larger, then the waveform transmitted will have more energy. Additionally,
the distance between signals in the signal representation, which is depends upon the
amplitude of the transmitied waveform, increases as the amplitude of the signal increases.
If the energy of the analog waveform increases, then the distance between the signals
increases, decreasing the noise interference between the signals. If the variance of the
noise is high or comparable to the energy of the analog waveform carrying the digital
information, then the signal received will always be affecied by an error. Therefore, it is

preferred that signals transmitted have the same energy for all waveforms.

6.2.9. Conclusions from Experiment 3A and 3B

If the noise variance is 0.01, 0.04, or 0.1 with signal amplitude of 1, then the receiver can
distinguish whether binary bit 00, 01, 10, and 11 was transmiited based on whether the

recetved signal waveform lies within the first, second, third or fourth quadrant of the

constellation. Stgnals with phase angles lying in between phase angles 0 to g, can map to
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a signal which was transmitted with phase angle E, which maps to the 00 bit of digital

information. Signals with phase angles lying in between phase angles g to x, can map to

3

a signal which was transmitted with phase angle :, which maps to the 01 bit of digital

. . . . . 3
information. Signals with phase angles lying in between phase angles n to ,215, can map to

a signal which was transmitted with phase angle %ﬁ, which maps to the 11 bit of digital

information. Signals with phase angles lying in between phase angles -323 Lo 2x, can map

to a signal which was transmitted with phase angle 77:3, which maps to the 10 bit of digital

information. If the noise variance is 0.25, then the signal amplitude should be greater

than 1 in order to minimize the noise interference between the four signals transmitted.

6.2.10. Experiment 4A: Modulation With 8-PSK With Constant Amplitude and

Varying Noise Level

Figure 58 throughFigure 61 show the 8-PSK signal constellation diagrams constructed at

the receiver after information is transmitted over a noisy channel.
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Figure 58: 8-PSK with A = 1, o2 = (.01,

Figure 59: 8-PSK with A = 1, 6% = 0.04,
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Figure 60: 8-PSK with A =1,0%2 =0.1.  Figure 61: 8-PSK with A = 1, ¢% = 0.25,

Figure 58 shows an 8-PSK signal constellation diagram with eight signals transmitted
each with amplitude of 1 and noise variance of 0.01. The digital modulator transmits the

analog waveform in the following manner: (a) Signals with phase angle of 0 map to a 000

binary bit, (b) those with phase angle of Emap to a 001 binary bit, (¢) those with phase
angle of g map to a 011 binary bit, (d) those with phase angle of BTR map to 010 binary bit,
(e) those with phase angle of m map to 110 binary bit, (f) those with phase angle of ST“
map to 111 binary bit, (g) those with phase angle of B?E map to 101 binary bit, and (h)

those with phase angle of ?f map to 100 binary bit. The receive measures the amplitude

of the received analog waveform and distinguishes whether 000, 001, 011, 010, 110, 111,
101, 100 binary bit was transmitted. The “x” in the plots corresponds to 000 binary bit
received, “o” corresponds to 001 binary bit received, “+” corresponds to 011 binary bit
received, “*” corresponds to 010 binary bit received, “.” corresponds to 110 binary bit
received, “m” corresponds to 111 binary bit received, “0” corresponds to 101 binary bit
received and “A” corresponds to “100” binary bit received at the receiver. With noise
variance of 0.01, the noise is clustered compactly around the actual transmitted

waveform. The receiver may make a distinction of whether 000, 001, 011, 010, 110, 111,

101, 100 binary bit was received by distinguishing between the average phase angle of
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the signals received. Also, the receiver may make a distinction between the binary bits
based on whether the phase angle of the analog signal received lies within the first,
second, third or fourth quadrant or on the axes of the signal constellation diagram.
Additionally, because of Grey encoding, error in detecting the encoded binary bit may be

limited to one bit, since the neighboring bits are different by one bit.

Figure 59 shows an 8-PSK signal constellation diagram with eight signals transmitted

gach with amplitude of 1 and noise variance of (.04. Each signal transmitted is

T 3w Sn 3m 7 -
r,—,—and —

¥ ’

T o With noise variance of

distinguished by the phase angles 0, %,5,—:{—,
0.04, noise is scattered around more than with noise variance of 0.01. This makes ii
difficult for the receiver to measure the phase angle of the actual transmitted analog
waveform containing the binary encoded information. However, most of the four (out of
the eight) signals lie within the four quadrants of the constellation. Hence, the receiver
may be able to distinguish that the signals received with the phase angles which lie in the
first quadrant map to a 001 bit, signals received with phase angles which lie in the second
quadrant map to 010 bit, signals received with phase angles which lie in the third
quadrant map to 111 bit and signals received with phase angles which lie in the fourth

quadrant map to 100 bit received. Most of the other four out of the eight signals lie on

the axes of the signal constellation, and the receiver may be able to distinguish that
signals with phase angles that average out to 0, -;ffr or %Emap to 000, 001, 110, or 101

binary bits respectively. Note that Grey coding is used to limit error by one bit.

Figure 60 shows an 8-PSK signal with eight signals transmitted each with amplitude of 1
and noise variance of 0.1. With noise variance of 0.1, noise is spread apart more than
with noise variance of 0.01 or 0.04. It may be difficult for the receiver to measure the

phase angle of the actual transmitted signal.

Figure 61 shows an 8-PSK signal with eight signals transmitted each with amplitude of 1
and noise variance of 0.25. With noise variance as great as 0.25, noise from transmitting
a signal stretches into regions where other signals are supposed to lie. Since there 1s a
great amount of noise, it becomes difficult or impossible for the receiver to decode the

transmitted signal.
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6.2.11. Experiment 4B: Increasing Amplitude in §-PSK

Figure 62 throughFigure 65 show 8-PSK signal with eight signals transmitted with

amplitudes of 1, 2, 3 and 4, respectively and each with noise variance of 0.25. If the

amplitude of the signals transmitted increases and the noise remains constant, the noise

from the eight signals transmitted does not interfere with each other; therefore, the

receiver may be able to decode the received signal.
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Figure 62: 8-PSK with A = 1, 6% = 0.25.

Figure 63: 8-PSK with A = 2, g% = 0.25.
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Figure 64: 8-PSK with A =3, 0% = 0.25,

Figure 65: 8-PSK with A = 4, 6% = 0.25.
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Each transmitted analog waveform with specified amplitudes carrying the digital
information, contains a certain amount of energy. If the amplitude of the analog
waveform is larger, then the waveform transmitted will have more energy. Additionally,
the distance between signals in the signal representation, which depends upon the
amplitude of the transmitted waveform, increases as the amplitude of the signal increases.
If the energy of the analog waveform increases, then the distance between the signals
increases, decreasing the noise interference between the signals. If the variance of the
noise is high or comparable to the energy of the analog waveform carrying the digital
information, then the signal received will always be affected by an error. Therefore, it is

preferred that signals transmiited have the same energy for all waveforms.

6.2.12. Conclusions from Experiment 4A and 4B

If the noise variance is 0.01, 0.04, or 0.1 with signal amplitude of 1, then the receiver can
distinguish whether binary bit 000, 001, 011, 010, 110, 111, 101, 100 was transmitted
based on whether the received signal waveform lies within tiie first, second, third or

fourth quadrant or on the axes of the constellation. Signals with phase angles lying in

between phase angles 0 to Tz—t, can map to a signal which was transmitted with phase angle
E, which maps to the 001 bit of digital information. Signals with phase angles lying in
between phase angles g—to m, can map to a signal which was transmitted with phase angle
E}, which maps to the 010 bit of digital information. Signals with phase angles lying in
between phase angles nt to 323, can map to a signal which was transmitted with phase
angle Ef—, which maps to the 111 bit of digital information. Signals with phase angles
lying in between phase angles %’E to 2m, can map to a signal which was transmitted with

phase angle —:E, which maps to the 100 bit of digital information. Signals with phase

angles lying close to phase angle of (, can map to a signal which was transmitted with

phase angle 0, which maps to the 000 bit of digital information. Signals with phase

angles lying close to phase angle of EZ, can map to a signal that was transmitted with
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phase angle §> which maps to the 011 binary bit of information. Signals with phase

angles lying close to phase angle of m, can map to a signal that was transmitted with

phase angle n, which maps to the 110 binary bit of information. Signals with phase

angles lying close to phase angle of EZE, can map to a signal which was transmitted with

phase angle i}, which maps to the 101 binary bit of information. If the noise variance is

0.25, then the signal amplitude should be greater than 1 in order to minimize the noise

interference between the four signals transmitted.

6.3 Conclusions on the Effect of AWGN on M-PAM and M-PSK Modulation

Schemes

Computer simulations showed that the existence of noise in communication channels will
certainly affect the detectability of the transmitted signal at the recciver. Simulation
results showed that when the noise level increased for a given signal energy, the error of
detecting the correct bit at the receiver was increased. When the noise level of a channel
increased signal points on the signal constellation over lapped making it difficult for the
receiver to distinguish between the different types of transmitted signals. The results
showed that energy of the transmitted signal can be increased in order to keep the
probability of symbol error minimum. However, increasing the energy of the signal may
not be desired since it may increase the power level and complexity of the
communication system hardware. In general, as the energy of the signal increased, the
BER decreased and vice versa. Computer simulations assumed perfect carrier signal and
perfect synchronization. In practice, carrier and bit synchronization algorithms should be
implemented into simulation calculations. The performance of these algorithms will vary
with physical realization and will affect the resultant BER performance. A wireless
system should use a modulation scheme best suited for the channel characteristics in
order to provide optimal results when interpreting the received data. Therefore, it is

beneficial to have an receiver that can demodulate a range of modulation schemes.



85
6.4 Success Results of the Automatic Modulation Classifier

Sections 6.2.1 through 6.2.12 presented the results of a conventional demodulator which
attempted to identify the message embedded within the known modulation scheme of the
transmitted signal that was distorted due to the noise in the communication channel. A
receiver which uses an automatic modulation classifier will not have a priori knowledge
of the modulation scheme used in the incoming signals. An automatic modulation
classifier identifies the modulation scheme of the transmitted »jgnal based on statistical
analysis of the signal. In order identify the modulation schemes code into incoming
signals, over 1,000 random message signals were generated and modulated using BPSK,
4-PSK, 8-PSK, 2-FSK, 4-FSK, 8-FSK, 8-QAM, 16-QAM, 64-QAM and 256-QAM
schemes. Each modulated signal was taken to propagate through a noisy communication
channel. The noisy communication channels were modeled with AWGN, multipath
Rayleigh fading with AWGN, and multipath Ricean fading with AWGN. The noise
levels of the communication channel were varied from low noise level to high noise
levels. Noisy channels had signal to noise ratio in the range of 0 dB to 100 dB. The SNR
levels were randomly generated as an integer value within the range of 0 dB to 25 dB to
propagate signals through high noise channels. Low noise channels had SNR levels
within the range of 50 dB to 100 dB. Integer values of the SNR were similarly chosen
for low noise channels to be within the range of 50 dB to 100 dB.

Table 7 throughTable 12 show the results from the successful classification of signal
using the modulation algorithm for identifying random signals that were pre-modulated,
but the modulation scheme was kept hidden while analyzing the results from the
automatic classifier. A study of these tables shows that under various noise and
multipath fading channel conditions, the classification modulation algorithm was able to
successfully identify the modulation scheme of the transmitted signals at 79.21% of the
trial run. This percentage of the successful identification of transmitted signal was
computed by averaging the successful classification of data shown in Table 7
throughTable 12. If the signal was modulated with BPSK, the classification algorithm
successfully identified the modulation scheme at 67.56% of the trial run, under all

AWGN noise and fading channels. If a random signal was modulated with 4-PSK, the
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classification algorithm was successful in classifying the modulation scheme 67.76% of
the time as reflected by the classification success averages of the 4-PSK modulation
types. If a random signal was modulated with 8-PSK, the classifier selected the correct
modulation scheme as 8-PSK 88.28% of the time. If the signal was modulated via 2-
FSK, 4-FSK or 8-FSK, the classification algorithm correctly selected M-FSK 100% of
the time for communication channel that had high and low SNR levels. If the signal was
modulated using 8-QAM the classification algorithm correctly identified the modulation
type as 8-QAM 83.4% of the time. If the signal was generated using 16-QAM, 64-QAM
or 256-QAM, the classifier identified the modulation as the general case of the M-QAM
signal type 69.24% of the time.

Sections 6.5 through 6.7 discuss the each of the successes for modulation classificr after
the signals were transmitted through AWGN channel, multipath Rayleigh fading with
AWGN channel and multipath Ricean fading with AWNG multipath channel. Each of
these channels were evaluated for low and high noise levels. Since the eighth order
cumulants of BPSK, 4-PSK, 8-PSK and 8-QAM were unique and non-overlapping, the
classification modulation algorithm was able to identify these specific variations of the
signal’s modulation scheme. On the other hand, since the higher order statistics of 2-
FSK, 4-FSK and 8-FSK all had cumulants within the same range, it was not possible to
identify and distinguish these modulation types one from the other. Signals that were
modulated using any of the FSK types were identified therefore as M-FSK modulation
type by the classifier. Similarly, signals with 16-QAM, 64-QAM and 256-QAM were
identified as M-QAM modulation types by the classification modulation algorithm.

6.5 Results from Classification of Modulated Signals Transmitted Through AWGN
Channel

The classification modulation algorithm had great success in identifying the modulated
signals that were transmitted through AWGN channel at both high and low levels of
SNR. Table 7 and Table 8 show the classification percent success of modulated signals

propagated through AWGN channel at both low and high noise levels. Table 7 and
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Table 8 show that for high noise levels (SNR range: 0 dB to 25 dB) and for low noise
levels (SNR range: 50 dB to 100 dB) the classifier was able to correctly identify the
modulation scheme of the transmitted signal in 100 % of all trial runs. This classification
percent success was calculated by computing the average of the elements in the main
diagonal elements of Table 7 and Table 8. Tor example, the percent success was

calculated as follows:

Classification Percent Success (6.1)
= (BPSK + 4PSK + BPSK + 2FSK + 4FSK + 8FSK + BQAM
+ 16QAM + 64QAM + 256QAM) /10,000 * 100.

Notice that for some of the modulation types, the classifier identified the modulation
scheme to be of multiple types of modulation schemes. For example, in Table 7, even
though 1,000 random signals were iried during the identification of the signal with 8-PSK
modulation type, the classifier identified the signal to be of M-QAM modulation type 116
times in these trials. This is because some of the cumulants of the randomly generated
signal modulated with 8-PSK were in the overlapped cumulant threshold detection range
of the M-QAM type signal. Even though some margins were built into the cumulant
threshold detection range, the randomness in the communication signal still caused some
of modulated signal’s cumulants to overlap into the thresheld detection range of other
modulation schemes. Nevertheless, the classification modulation algorithm successfully
identified all the modulation schemes of a signal that was transeuitted through an AWGN

channel.
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Table 7: Classifier Success Results for AWGN Channel at High Noise Level,

Classification Rate Modulation Schemes Detected In The Trial
100% BPSK | 4-PSK | 8-PSK| M-FSK | 8-QAM |M-QAM] Total
BPSK 1000 0 0 0 0 0 1000
4-PSK 0 1000 0 0 0 0 1000
8-PSK 0 0 1000 0 0 116 1116
2-FSK 0 0 0 1000 | 1000 0 2000
Trial Cases 4-FSK 0 0 0 1000 0 0 1000
Transmitted]  8-FSK 0 0 0 1000 0 0 1000
8-QAM 0 0 0 0 1000 0 1000
16-QAM 0 1000 © 0 0 1000 2000
64-QAM 0 1000 © 0 0 1000 2000
256-QAM 0 0 0 0 0 1000 1000
Classification Modulation Algorithm Success Results
AWGN Channel, 1000 Trials, SNR Range: 0 dB to 25 B (High Noise)

Table 8: Classifier Success Results for AWGN Channel at Low Noise Level.

Classification Rate Modulation Schemes Datected In The Trial
100% BPSK | 4-PSK | 8-PSK| M-FSK | 8-QAM |M-QAM] Total
BPSK 1000 0 0 0 0 0 1000
4-PSK 0 000 | 0O 0 1 a4 1045
8-PSK 0 0 1000 0 0 0 1000
2-FSK 0 0 0 1000 | 1000 0 2000
Trial Cases 4-£SK 0 0 0 1000 0 0 1000
Transmitted]  8-FSK 0 0 1000 0 0 1000
8-0AM 0 0 0 0 1000 0 1000
16-QAM 0 0 0 0 0 1000 1000
64-QAM 0 1000 0 ) 0 1000 2000
256-QAM 0 0 0 0 0 1000 1000
Classification Modulation Algorithm Success Results
AWGN Channel, 1000 Trials, SNR Range: 50 dB to 100 dB (lL.ow Noise)

Figure 66 shows an excerpt of the MATLAB® code which shows 1,000 random signals
being modulated using 8-PSK and transmitted over a communication channel with high
noise. Figure 67 shows the output of the classification algorithm in 1,000 random trials
on 8-PSK type modulation signals where the classifier identified the modulation scheme

of the signal to be of M-QAM type 116 times in the trials. Figure 68 and Figure 69 show
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examples of signal constellation diagrams of 4-PSK modulated signal with noise levels of

10 dB and 90 dB, respectively.

%% 8PSK Modulation

clear all

clc

close all

for J=1:1:1000;

M = 8; % Modulation alphabet sire

phoffset = pi()/8; % Phase offsetl

symMap = 'gray’; % Symbol mapping

hMod = comm.PSKModulator (M, phOffset, 'SywmbelMapping’, symMap) ;
medData = step(hMed, xrandi ({0 7),20000,1)):

noise (3} = randi ([0 25],1); % Generate random nolss in the range of ¢ 38 7o »4 di
hAWGN = comm.AWGNChannel(‘Ebmo‘,noise(j),‘BitsPerSymbol',é)ﬂ
channelOoutput = step{hAWGN, modData}l:

Figure 66: Communication Model Showing Input of 8-PSK Modulated Signal.
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Figure 67: Output of Classifier Algorithm for 8-PSK Input Signal Passed Over
AWGN Channel (High Noise),
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Figure 68: 8-PSK Received Signal Over  Figure 09: 8-PSK Received Signal Over
AWGN Channel with SNR =10 dB. AWGN Channel with SNR = 90 dB.

6.6 Results from Classification of Modulated Signals Transmitted Through Rayleigh
Channel

The classification modulation algorithm designed was again used for simulations of the
wireless communication sysiem to evaluate its ability to correctly identify the modulation
scheme of signals transmitted through multipath Rayleigh fading channels with AWGN
at low and high noise levels. Table 9 and Table 10 show the classification percent
success of modulated signals propagated through the multipath Rayleigh fading channel.
Table 9 shows that for high noise (SNR range: 0 dB to 25 dB) the classifier was able to
correctly identify the modulation scheme of the transmitted signal in 68.59% of all trial
runs. Table 10 shows that for low noise (SNR range: 50 dB to 100 dB) the classifier was
able to correctly identify the modulation scheme of the transmitted signal 76.68% of the
time. Again, these classification percents were determined by computing the averages of

the successes in the main diagonals of the table.

The classification algorithm was able to correctly identify all the 1,000 signals that were

modulated using one of the FSK types as M-FSK with a percent success of 100%. These
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signals were transmitted through Rayleigh fading channel at both high and low levels of
SNR. The FSK had unique cumulant ranges that did not overlap with the threshold
detection range of the other modulation scheme. Hence, the FSK modulated signals had

the greatest level of success when initially chosen.

The modulation classification algorithm does not have a priori knowledge of the signal
modulation scheme or the characteristics of the propagation channel used in the
transmission. The thresholds for the modulation classification algorithm were based on
evaluations of moments and cumulants ranges of modulated signals that were passed
through AWGN channel. The same modulation classification algorithm was used to
evaluate its ability on classifying the modulation scheme of signals that were transmiltted
through Rayleigh channel at both high and low noise levels. At high noise levels (SNR
range: 0 dB to 25 dB), the modulation classification algorithm was able to identify
68.59% of modulated types correctly. At low noise levels (SNR range: 50 dB to 100 dB),
the modulation classification algorithm was able to identify 76.68% of the modulation
types correctly. For some modulation schemes, the classifier identified the modulated
signal as both the correct modulation type and in some cases as belonging to other
modulation types. For example, in Table 9, signals that were modulated using either 16-
QAM, 64-QAM or 256-QAM and passed through a very noisy channel were correctly
identified as M-QAM, on average, 449 times. The remaining signals were identified as
BPSK, 4-PSK, 8-PSK, M-FSK or 8-QAM signal types. This is because some of the
cumulants for the M-QAM signal overlapped the threshold detection range for the
modulation thresholds set within the classifier. For example, from Table 6 in Chapter 5,
the maximum end range (21.07) of the 16-QAM eighth order cumulant (Csas) range that
is close to the eighth order cumulant (Cssa) range (22.83) of the 4-PSK scheme.
Therefore, if random signals are modulated with a 16-QAM signal and are transmitted in
various levels of noisy channels, the cumulants for the 16-QAM can intersect with the
cumulants of 4-PSK signal causing confusion for the classifier to correctly identify the
modulation scheme of the transmitted signal. Appendix B shows the overall maximum
and minimum moments and cumulant tables for each of the modulated signals that were
transmitted through an multipath Rayleigh fading channel with AWGN at low and high
SNR levels.
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Table 28 in Appendix B also shows that the maximum end range (24.17) of the 16-QAM

eighth order cumulant (Cs44) range is close to the eighth order cumulant (Csas) range
(26.33) of the 4-PSK scheme.

Table 9: Classifier Success Results for Rayleigh Channel at High Noise Level.

Classification Rate Modulation Schemes Detected in The Trial

[ 68.55% BPSK | 4-PSK | 8-PSK| M-FSK | 8-QAM |M-QAM] Total
BPSK 398 109 307 236 109 0 1159
4-PSK 9] 617 108 498 92 0 1406
8-PSK 0] G 935 126 o 0 1061
2-FSK 0 0 O 1000 0 C 1000
Trial Cases 4-FSK 0 0 0 1000 0 0 1000
Transmitted 8-FSK 0 0 8] 1000 0 0 1000
8-QAM 117 441 109 234 562 194 1657
16-QAM 189 108 418 406 102 449 1672
64-QAM 117 118 396 267 117 547 1562
256-QAM 147 361 219 29 141 351 1248

Classification Modulation Algorithm Success Results
Rayleigh Channel with AWGN, 1000 Trials, SNR Range: 0 dB to 25 dB {High Noise)

Table 10: Classifier Success Results for Rayleigh Channel at Low Noise Level.

Classification Rate Modulation Schemes Detected In The Trial

1 76.68% BPSK | 4-PSK | 8-PSK| M-FSK | 8-0AM|M-QAM|  Total
BPSK 663 71 135 104 89 0 1062
4-PSK 107 428 282 224 135 124 1300
8-PSK 7 18 833 155 4 O 1017
2-FSK 0 0 0 1000 O Y 1000
Trial Cases 4-FSK G 0 0 1000 0 O 1000
Transmitted 8-FSK 0 0 0 1000 0 0 1000
8-QAM 134 15 51 416 651 94 1361
16-QAM 431 113 245 176 133 680 1778
64-QAM 587 86 185 141 96 794 1889
256-0QAM 121 394 119 87 47 619 1387

Classification Modulation Algorithm Success Results

Rayleigh Channel with AWGN, 1000 Trials, SNR Range: 50 dB to 100 dB (Low Noise)
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Figure 70 shows the output of the classification algorithm, in 1,000 random trials on 8-
PSK type modulated signals which were passed over a Rayleigh channel with AWGN at
a low level of SNR. The classification algorithm identified the signal as 8-PSK 935 times
and M-FSK 126 times. Figure 71 and Figure 72 show examples of signal constellation
diagrams of 2-PSK modulated signal with noise levels of 15 dB and 75 dB, respectively.

EZTED mCDULATICH STHEME
CHANNEL: RRVLEIGH«RNGH CHAMHMEL, HIZF HOISE

2E5R

Figure 70: Output of Classifier Algorithm for 8-PSK Input Signal Passed Over
Rayleigh Channel With AWGN (High Nise).
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Figure 71: 4-PSK Received Signal Over  Figure 72: 4-PSK Received Signal Over
Rayleigh Channel with SNR =15 dB. AWGN Channel with SNR =75 dB.

6.7 Results from Classification of Modulated Signals Trapsmitted Through Ricean
Channel

Random signals were modulated and transmitted through a multipath Ricean fading
channel with AWGN in order to determine the ability of the classification algorithm to
correctly identify the modulation scheme of the received signal. Table 11 and Table 12
show the classification success of modulated signals propagated through multipath
Ricean fading channel with AWGN noise at various low SNR levels (SNR range: 0 dB to
25 dB) and high SNR levels (SNR range: 50 dB to 100 dB). At low SNR levels (high
noise), the percent success of the classifier dropped to 67.06% for modulated signals that
were propagated through the Ricean fading channel. At high SNR levels (low noise), the
classifier was able to identify the modulation scheme of the signal 76.52% of the time.
The classifier success for the Ricean fading channel was determined by computing the

average across the main diagonals of Table 11 and Table 12.

On average, the classification algorithm identified fewer modulation schemes correctly
for signals propagated through the Ricean fading channel at low SNR than for signals
propagated through the Rayleigh fading channcl at low SNR. For some modulation
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schemes, the classifier identified the modulated signal as both the correct modulation
type and as other modulation types. For example, in Table 11 the classifier was able to
correctly identify the modulation scheme of 8-QAM signal that was propagated through a
noisy channel 927 times. However, the remaining 211 signals were identified as either
BPSK, 4-PSK, M-FSK, or M-QAM. For low noise levels some of the cumulants for the
8-QAM overlapped with the cumulant decision thresholds for the other modulation
schemes, confusing the classifier and making it unable to correctly identify the

modulation type of the transmitted signal.

For example, from Table 6 in Chapter 5, the maximum range end (-58.81) of the 8-QAM
eighth order cumulant (Csso) range that is close to the minimum range end of the eighth
order cumulant (Csso) range (-34) of the 4-PSK scheme. Therefore, if random signals are
modulated with the 8-QAM signal and are transmitted in various levels of noisy channels,
the cumulants for the 8-QAM can intersect with the cumulants of 4-PSK signal causing
confusion for the classifier and making it unable to correctly identify the modulation
scheme of the transmitted signal. Appendix C shows the overall maximum and minimum
moments and cumulant tables for each of the modulated signals that were transmitted

through an multipath Ricean fading channel with AWGN at low and high SNR levels.

Table 36 in Appendix C also shows that the maximum end range (-58.72) of the 8-QAM

eighth order cumulant (Csso) range is close to the eighth order cumulant (Csso) range (-

10.18) of the 4-PSK scheme.



Table 11: Classifier Success Results for Ricean Channei ..¢ High Noise Level.

Classification Rate Modulation Schemes Detected In The Trial
g 67.06% BPSK | 4-PSK | 8-Psk| M-Fsk [ 8-aamM |M-aam] Total
BPSK 332. | 120 | 353 | 283 107 4 1189
4-PSK 142 | 561 | 207 | 442 101 28 1481
8-PSK 24 8 | 589 | 570 37 57 1363
2-FSK 0 0 0 1000 0 0 1000
Trial Cases 4-FSK 0 ] 0 1000 0 4] 1000
Transmitted| 8-FSK 0 0 0 1000 0 0 1000
8-QAM 57 81 0 g 927 64 1138
16-0AM | 170 276 0 67 120 398 1031
64-QAM 92 364 | 15 28 113 471 1083
256-0AM | 126 333 | 216 11 100 428 1214

Classification Modulation Algorithm Success Results
Ricean Channel with AWGN, 1000 Trials, SNR Range: 0 dB to 25 dB (High Noise)

Table 12: Classifier Success Results for Ricean Channel at Low Noise Level.

Classification Rate Modulation Schemes Detected in The Trial
[ 76.52% BPSK | 4-PSK | 8-PSK | M-FSK | 8-QAM|M-QAM]| Total
BPSK |- 661 53 | 161 | 116 75 0 1066
4-pPSK 276 460 | 190 | 205 115 0 1246
8-PSK 0 4 | 940 | 959 0 0 1903
2-FSK 0 0 0 1000 0 0 1000
Trial Cases 4-FSK 0 0 0 1000 0 0 1000
Transmitted] 8-FSK 0 0 0 1000 0 0 1000
8-0AM 123 75 ) 27 864 39 1128
16-QAM 81 127 9 398 178 487 1280
64-QAM | 139 126 | 39 130 128 562 1124
256-QAM | 111 322 | 246 2 567 678 1926

Classification Modulation Algorithm Success Results
Ricean Channel with AWGN, 1000 Trials, SNR Range: 50 dB to 100 dB (Low Noise)
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Figure 73 shows an excerpt of MATLAB® code which shows 1,000 random signals that
were modulated using 8-QAM and transmitted over a Ricean channel with AWGN at a
high level of SNR. Figure 74 shows the output of the classification algorithm which
identified the modulated signals as 8-QAM 927 times and identified the modulation
scheme of the signal as M-FSK 9 times, 4-PSK 81 times, BPSK 57 times, and M-QAM
64 times. Figure 75 and Figure 76 show examples of signal constellation diagrams of 2-

PSK modulated signal with noise ievels of 5 dB and 80 dB, respectively.

%% Create B-(QAM Ricean|

clear ail

clc

clogse all

for J = 1:1:1000;

M = 8; % Modulation alphabst size )
hMod = comm.RectangulargAMModulator ('ModulationOrder”, M)
modbData = step(hMod, randi ([0 7],20000,1)):

neise{j) = randi ([0 25],1):

hAWGN = comm.AWGNChannel ('SNR’',noise(}), 'BitsPerdymbati’, 4);
chapneloutput = step (hAWGN, modbData);

ts = le-5; % sample time

fd = O % maximum Deppler shift in Hz

tau = [0 le-7}; % path delays

pdb = [0 01: % average path gains

k=37 % dB

¢l = ricianchan(ts, fd, k, tau, pdb):
channeloutput = filter(cl,channeloutput);

Figure 73: Communication Model Showing Input of 8-QAM Modulated Signal.
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CHAPTER 7

CONCLUSIONS

7.1. Summary

The automatic classification of modulation schemes in the communication signals was
recognized as an important issue in the development of a good wireless communication
system. With the introduction of a large variety of modulation schemes in the signals,
reliable detection of the modulation scheme has become important. The present research
focused on modeling and simulation of an automatic modulation classifier, used the
higher order statistical characteristics detected in the signals. This research began with an
understanding of the commonly used digital modulation schemes, such as Phase Shift
Keying (PSK), Frequency Shift Keying (FSK), and Quadrature Amplitude Modulation
(QAM). Characteristics of commonly used modulation schemes were examined. A basic
framework for a numerical modeling and simulation of a wireless communication system
was developed to serve as a building block for the development of automatic modulation
classifier. This research demonstrated that the higher order statistical features of a signal
can effectively be used in the classification of the modulation scheme in a received
signal. In the presence of noise, higher order moments and cumulants helped to identify
the signal characteristics to enable classification of various modulation types. In the
study, an classifier algorithm was developed to identify the modulation schemes used in

the signals by using eighth order cumulants.

Numerical simulations were performed to demonstrate the working of an automatic
modulation classifier. Communication channel models, including an AWGN channel, a
multipath Rayleigh, and a Ricean fading with AWGN channels, were simulated and
results were evaluated to show that the automatic modulation classifier identified the

modulation scheme of a signal that was passed through these cliannels.
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The modulation classification algorithm was able to identify the modulation scheme of
the signals by evaluating whether the statistical features of the modulated signals lay
within the predefined cumulant thresholds. The cumulant thresholds for the modulation
classification algorithm were determined by evaluating the higher order statistics of each
of the modulated signals transmitted through an AWGN channel at low and high levels of
SNRs. The modulation classification algorithm was tested with 1,000 random signals
modulated using BPSK, 4-PSK, 8-PSK, 2-FSK, 4-FSK, 8-FSK, 8-QAM, 16-QAM, 64-
QAM and 256-QAM. Also, the automatic modulation classifier was tested for its ability
to detect modulation schemes even with the multipath Rayleigh fading channel with
AWGN and multipath Ricean fading channel with AWGN. The statistical moments and
cumulants of the received noisy signal were computed correctly to identify the
modulation scheme of the transmitted signal without a priori information about the
modulation type of the transmittal signal. Simulation results were presented in two parts.
First, basic simulation results were presented which helped to show the benefits of an
automatic modulation classifier over a conventional modulation identifier. Simulations
were performed to compare the performance and tradeoffs between two lypes of
modulation schemes 1) M-PAM and 2) M-PSK. The results showed how the M-PAM
and M-PSK signals, when passed over a channel with AWGN to analyze the Bit Error
Rate (BER), had impacted the signal’s detection at the receiver. Second, the results from
the modulation classification algorithm developed in this study were presented and their

operation in the wireless communication system implemented.

The designed automatic modulation classification algorithm was able to correctly identify
all the modulation schemes of the transmitted signal that was taken to be transmitted
through a AWGN channel at both low and high SNR levels. The classification percent
success dropped further if the signal was transmitted through either a Ricean or Rayleigh
channel. Under various noise and multipath fading channel conditions, the classification
modulation algorithm was able to identify the modulation scheme of the transmitted
signals with a success of 79.21% among all the trials signals passed through the system.
Specifically, if the signal was modulated with BPSK with AWGN noise and fading
channel conditions, the classification algorithm identified the modulation scheme with a

success of 67.56% among all the (rial runs. If a random signal was modulated with 4-
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PSK, the classification algorithm was able to identify the modulation scheme with a
success of 67.76% in all cases. If a random signal was modulated with 8-PSK, the
classifier selected the correct modulation scheme in 88% of th¢ cases. If the signal was
modulated via 2-FSK, 4-FSK, or 8-FSK, the algorithm correctly selected M-FSK at
100% success with both high and low SNR levels. If the signal was modulated using 8-
QAM the percent success was 83.4%. If the signal was generated using 16-QAM, 64-
QAM or 256-QAM, the classifier identified the modulation as the general case of the M-
QAM signal type 69.24% of the time.

7.2. Scope for Future Research Work

This thesis showed that higher order statistical features of a received signal can indeed be
used to identify the modulation scheme of the original transmitted signal. This work is a
small milestone of the research in this field of communication engineering and represents
a unique contribution. However, future work will be needed to further improve the
ability of the classification algorithm to reliably identify the modulation scheme of the
transmitted signal. The design of the automatic modulation classifier used simple
decision statistical thresholds to identify the modulation scheme of the signal. These
statistical thresholds were based on signals that were passed through an AWGN channel.
Additionally, the statistical thresholds could be considered for signals that were passed
through various multipath channels. The complexity of the algéri[hm could be modified

to use multiple statistical conditions to determine the modulation scheme.

Various modulation schemes were distinguishable at the eighth order cumulant. Further
statistical computations could be made to determine if moments and cumulants of higher
orders beyond eighth order might result in moments and cumulants ranges with no
overlap. This would, in turn, improve the ability of the classifier to correctly identify the

modulation scheme,

Further, utility of neural networks could be used to develop a receiver that could be
trained to identify the modulation scheme of the transmitted signal. Additionally, the

model could be extended to identify modern communication modulation schemes
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including orthogonal frequency division multiplexing, cyclical shift keying, trellis coded
modulation, and others. Finally, research could be carried out to evaluate the security
aspects of an automatic modulation classifier. The automatic modulation classifier could
be modified to detect a signal that was coded with frequency hopping spread spectrum Lo

prevent jamming, which would improve security protection of the message signal.
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APPENDIX A: HIGHER ORDER STATISTICS OF SIGNAL
THROUGH AWGN CHANNEL

Appendix A presents the overall maximum and minimum moments and cumulant tables
for each of the modulated signals that were transmitted through an AWGN channel at low
and high SNR levels. The modulation scheme decision thresbolds were determined by
analyzing the maximum and minimum moments and cumulants ranges. A decision
threshold for a modulation scheme was chosen based on unique maximum and minimum
statistical range which did not overlap with other maximum and minimum statistical
modulation ranges. Analysis of these tables shows that lower order moments and
curulants have many overlapping ranges and, hence, cannot be used to identify a
modulation scheme. Eighth order moments, on the other hand, have unique non
overlapping cumulants which are used to identify the modulation scheme of a transmitted

signal.

Table 13: Second Order Moment Range for Modulated Signals Passed Through

AWGN Channel.
Es20 Esll

max min max | min
BPSK 1 0.80108 1 1
APSK 0.0047 -0.0013 1 1
I8 }-0.0017 -00077] 1 1
2FSK 0.0013 -0.0013}1.2487 3
4FSK G.0011 -0.0005{1.2509 1
8FSK 0.0003 -0.0012§1.2495 1
80AM 0.6674 0.64127 1 1
160AM ] 0.0045 0.00381 1 1
640AM [-0.0008 -0.0018 1 1
256Q0AN] 0.0081 0.00727 1 1
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Table 14: Fourth Order Moment Range for Modulated Signals Passed Through

AWGN Channel.
Esd40 Es31 Es22
max min | max | min | max I min
BPSK 1 0.6501( 1.124 1 1.358 1

-0.648 -1 0.005 -0.001] 1.361
0.0083 -0.003] 3E-04 -0.013§ 1.36
0.0033 -5E-04]10.003 -0.001] 2.12
AFSK 0.001 -0.003]0.004 -7E-04] 2.128
8FSK 0.0018 -0.006} 6E-04 -0.004} 2.124 1

8QAM 0.3334 0.3117] 1.111 1.1023} 1.487 1.442
160AM | -0.651 -0.682]0.005 0.0035] 1.349 1.316
640AM }J-0.613 -0.621]-0.002 -0.003] 1391 1.384
256QAM] -0.606 -0.608] 0.01 0.0093] 1.394 1.383

N

Table 15: Sixth Order Moment Range for Modulated Signals Passed Through

AWGN Channel.
Es6O Es51 Es42 Es33
max | min | max § min ] max Unin max—r min
BPSK 1 0539511183 1 1.928 1 2.279 1

4PSK 0.007 -0.02 -1 -1.17 § 0.009 -0.001] 2.297
0.008 -0.016] 0.01 -0.008] 0.002 -0.026] 2.291
2FSK 0.01 -0.004] 0.01 -0.001)0.008 -0.002] 4.451
4FSK 0.006 -0.011}0.001 -0.012}0.014 -0.002} 4.483
8FSK 0.005 -0.00310.003 -0.014{ 8E-04 -0.011{ 4.466 1

S8QAM -0.71 -0.812§0.634 0.622]1.979 1.8454] 2.568 2.325
160AM ]0.008 -0.005] -1.31 -1.319] 0.005 0.0025] 2.094 1.8476
640AM 0016 0.009f -13 -1.31}-0.003 -0.006] 2.272 2.239)
2560AM ~0 -0.005] -1.29 -1.291} 0.015 0.0125] 2.289 2.2836

ARG I G




108

Table 16: Eighth Order Moment Range for Modulated Signals Passed Through

AWGN Channel.
Es80 Es71 Es62 EsS3 Esdq

max | min max | min | max § min | max | min § max | min

BPSK 1 0.4632f 1.224 1 2.493 1 3.877 i 4.505 i

4P5S 1 0.354230.028 -0.04] -1 -2.456 1 0.016 -0.002§4.578 1

0.009 -0.05]0.013 -0.021]0.011 -0.055]4573 1

0.038 -0.01]10.052 -0.004}0.019 -0.005]11.02 1

4FSK 0.006 -0.02810.012 -0.04]0.002 -0.058]0.063 -0.005]11.17 i

8FSK 0.009 -0.064]0.018 -0.01)0.007 -0.039}]0.001 -0.027}11.09 1
8CAM -2.714 -3.2281-1.315 -1.37]11.217 1.0679]3.705 3.06814.751 3.842
16Q0AM | 2.188 2.004 |10.015 -0.01]-2.46 -2.614}0.006 6E-04 | 3.564 3.093
640QAM | 1,953 1.8965]10.027 0.01 |-2.79 -2.815}-0.003 -0.011]14.117 4.004
2560AM § 1.837 . 1.8053] 0.002 -0.01] -2.8 -2,81210.021 0.017]4.188 4.169

Table 17: Second Order Cumulant Range for Modulated Signa!s Passed Through

AWGN Channel.
Cs20 Csl11
maxT min | max | min
BPSK 1 0.6464] 1 0.807
4PSK 1 -0.001] 1 0.7%
_ 1 -0.007] 1 0.802
2FSK 1 -0.0011 1.249 1
AFSK 1 -5E-0401.251 1
8FSK 1 -0.001f1.245 1
80AM 0.1663 0.102 | 0.166 (.159
16QAM 0.0995 0.0004f 0.1 0.097
640AM 1 0.0239 -4E-05§0.024 0.024
2560AM | 0.0059 4E-05]0.006 0.006
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Table 18: Fourth Order Cumulant Range for Modulated Signals Passed Through

AWGN Channel,

Cs40 Cs31 Cs22
max min max min max min
-1.958 -2.025(-1.964 -2.026§-1.971 -2.027

1E-07 -1.024f0.0028 -0.01 §-0.993 -1.009
] 0.0097 -0.004}0.0135 0.0051]-0.991 -1.008
0.0033 -5E-04]0.0037 -0.001]-0.998 -1.002
0.001 -0.003f0.0009 -8E-04]-0.998 -1.001
0.0018 -0.006]0.0018 -5E-04]-0.997 -1.002
-0.893 -1.009f -0.891 -0.901]-1.001 -1.01
-0.009 -0.689]-0.008 -0.011]-0.681 -0.689
0.0012 -0.621§0.0025 0.0006]-0.614 -0.618
-0.013 -0.609]-0.012 -0.014]-0.607 -0.608

Table 19: Sixth Order Cumulant Range for Modulated Signals Passed Through

AWGN Channel.
Cs60 Cs51 Csd42 Cs33

max min max | min | max | miz_ | max | min
BPSK 16.001 8.262] 16 8177{ 16 81945] 16 8201
apsk  |o.0472 -0.016] 3.9706 -36-04| 0.052 -0.016] 4 2044
8psk | o.ooss -0.016] 0.0099 -0.034{ -0.02 -0.0a8] 4 2051
2FSK 0.0105 -0.004] 0.0019 -0.011| 0.006 -0.019] 4.012 3.987
AFSK 0.0058 -0.011] 0.0064 -0.006} 0.004 -0.005] 4.013 3.988
8FSK 0.0093 -0.003] 0.0212 -0.008] 0.003 -0.01 | 4011 3.983
gaAaM  |-1.743 -1927) 40112 43384771 42112 4918 4343
160AM ] 0.0553 0.036]2.0939 0.044 | 0.048 0.0379] 2.1 1.952
640AM [0.0035 -0.006] 1795 -0.004] -0 001 ]1782 1.751
2560AM | 0.0701 0.064 | 1.7525 0.058 ) 0.063 0.0562] 1.748 1.742
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Table 20: Eighth Order Cumulant Range for Modulated Signals Passed Through

AWGN Channel.
Cs80 Cs71 Cs62 .53 Cs44

max I min max | min max | min | max | min max I min
BPSK -98.55 -244f -86.23 -244] -73.49 -244] -61.44 -244 -56.53 -244
4PSK -14.36 -34] 0.2327 -0.7535} -28.12 -46} 0.1751 -0.4187) 22.84 ~18
| 0.0207 -0.0394|0.1743 -1.504] 0.8749 -1.0838] 55.818 -17.02
2FSK 0.0053 -0.021] 0.0372 -0.0075}0.2552 -0.027}0.1644 -0.0452] 56.068 -17
AFSK 0.0064 -0.029] 0.0119 -0,0382] 0.0481 -0.242§0.2855 -0.05914 56.577 -17
BFSK 0.0084 -0.065] 0.0178 -0.00781 0.0979 -0.286f 0.0541 -0.2526] 56.384 -17
80QAM -58.81 -69.77] -113.9 -129.03] -20.08 -29.14} 1.4958 -9.7297] 10.089 -2.621
160AM -12.64 -14.11] -0.077 -0.4805% -28.28 -29.944 -0.136 -0.1828] 21.07 17.45
640AM -11.27 -11.54} 0.1776 0.0762] -26.82 -27.16] -0.013 -0.1041} 25.244 24.444
2560AM] -11.05 -11.14} -0.727 -0.816] -26.49 -26.61} -0.141 -0.1695}f 25.598 25.452
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APPENDIX B: HIGHER ORDER STATISTICS OF SIGNAL
THROUGH RAYLEIGH CHANNEL

Appendix B presents the overall maximum and minimum moments and cumulant tables
for each of the modulated signals that were transmitted through a multipath Rayleigh
fading channel with AWGN at low and high SNR levels. Analysis of these tables shows
that lower order moments and cumulants have many overlapping ranges and, hence.
cannot be used to identify a modulation scheme. FEighth 0rd_§r moments, on the other
hand, have unique non overlapping cumulants which are used té identify the modulation

scheme of a transmitted signal.

Table 21: Second Order Moment Range for Modulated Signals Passed Through
Rayleigh Channel with AWGN.

Es20 Esll

max min max | min
BPSK 0.8869 0.77594 1 1
APSK -0.0002 -0.0042 1 1
|gEsk 0.0926 0.08861] 1  0.763
2FSK 0.0004 -0.0007]0.9057 0.498
4FSK -0.0009 -0.002] 1.18 0.778
8FSK 0.0009 -0.0006] 0.7945 0.387
8QAM -0.5086 -0.571 1 1
160AM 0.0012 1.2E-05 1 i
64QAM 0.0054 0.00437 1 1
2560AM] 0.0003 -0.0003] 1 1
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Table 22: Fourth Order Moment Range for Modulated Signals Passed Through
Rayleigh Channel with AWGN,

Es40 Es31 Es22
max I min maxl min § max | min
BPSK 0.7373 0.5608] 1.083 1.03913 1.356 1.164
-0.465}-0.004 -0.01 }1.391 1.179
-0.02410.161 0.10031 1.624 0.781
-0.004 j-2E-04 -0.006) 1.584 0.436
4FSK 0.0029 -0.001}-0.001 -0.005}2.508 0.932
8FSK 0.0015 -0.002}0.003 -1E-04]1.245 0.281
80AM 0.2096 0.1693f-0.982 -1.014}] 1.63% 1.531
160AM [ -0.431 -0.459}-0.001 -0.004] 1.379 1.343
640AM | 0.5852 0.5798}0.013 0.0103] 1.398 1.388
2560AMJ 0.2908 0.2897§ 0.002 0.0007] 1.358 1.396

Table 23: Sixth Order Moment Range for Modulated Signals Passed Through
Rayleigh Channel with AWGN.

Es60 Es51 Es42 Es33
max | min | max | min ! max | min max_l min
0.3904f 1.015° 0.99 | 1.842 1.375]2.266 1.5333
-0.069§ -0.64 -0.668]-0.007 -0.026] 2.419 1.5854
0.0993) 0.017 -0.077{ 0.358 0.1341] 3.56 0.9824
-0.005] 0.002 -0.015]-0.002 -0.038] 4.053 (.5323
-0.013§ 0.021 -0.005] 0.001 -0.017} 7.521 1.4643
-0.002106.009 -0.01] 0.01 0.0007] 2.89 0.2926
0.1848F 0.442 0.407 |-1.945 -2.214| 3.444 2.8098
0.03241 -0.89 -0.913]-0.006 -0.015{ 2.226 2.0626
-0.003§ 1.265 1.245]0.029 (.0214}) 2.308 2.2615
2560AM §-0.02 -0.022] 0.62 0.617 ] 0.003 0.005 ] 2.306 2.2957
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Eighth Order Moment Range for Modulated Signals Passed Through
Rayleigh Channel with AWGN.

£s80 Es71 Es62 Esb3 Es44
max min max | min ] max min max § min | max | min
BPSK 0.386 0.269 10.904 0.828] 2.1 1.4702}3.675 2.01714.456 2.24
-0.296 }-0.008 -0.23]-0.96 -1.424}-0.014 -0.072]5.009 2.381
-0.14310.598 0.17 §0.074 -0.272}10.929 0.20919.785 1.454
- -0.04 | 0.292 -0.01]2E-04 -0.071}§-0.008 -0.254]13.58 0.827
4FSK 0.102 -0.06 §0.026 -0.12]0.124 -0.069}0.051 -0.051)28.93 2.823
8FSK 0.008 -004410.124 -0.01]10.072 -0.04 §10.048 (0.002] 886 0.394
80AM -0.083 -0.289}] 0.72 0.459] 1.23 08776} -4 -5681]8.522 5705
i60AM [-0.055 -0.086 | 0.089 0.056] -1.8 -1.8841-0.014 -0.039}3.995 3.451
640AM | 1.788 1.695 | 0.025 (Q.002)2.747 2.7318]0.067 0.04314.251 4.09
2560AM F-1.029 -1.036[-0.031 -0.04F1.355 1.345540.034 0.022] 4.24 4205

Table 25: Second Order Cumulant Range for Modulated Signals Passed Through
Rayleigh Channel with AWGN.

Cs20 Cs1l
max min | max | min
BPSK 0.3057 0.234910.345 0.303
0.3262 -0.001]10.376 0.326
0.5895 0.0522) 0.59 (.45
0.9057 -7E-04]0.906 (.498
4FSK 1.128 -0.002] 1.18 0.778
8FSK 0.7945 -6E-04]0.794 0.387
80AM 0.2795 -0.18 10.316 (.279
16QAM 0.0664 8E-07]0.068 0.066
640AM 0.0232 (0.000110.023 0.023
256QAM 1 0.0036 -1E-06}0.004 0.004
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Table 26: Fourth Order Cumulant Range for Modulated Signals Passed Through
Rayleigh Channel with AWGN.

Cs40 Cs31 Cs22

max I min max ' min max min
BPSK -1.245 -1.264f-1.244 -1.26 |-1.245 -1.26
4P5K 0.0002 -0.359]10.0051 -0.005]-0.608 -0.619
-0.022 -0.111} -0.11 -0.116|-0.385 -0.392
2FS5K 0.0007 -0.004]-7E-04 -0.004]-0.057 -0.06
A4FSK 0.0029 -0.001]0.0026 -6E-04)-0.276 -0.279
8F5K 0.0015 -0.00210.0017 0.0004]-0.017 -0.02
8QAM 0.5435 -0.611]10.5495 0.5439] -0.62 -0.625
160AM -0.006 -0.438]-0.003 -0.006}-0.621 -0.625
640AM 10.5832 -0.003]-0.002 -0.004]-0.599 -0.602
2560AM 10.2907 0.0015]0.0017 0.0012] -0.601 -0.602

Table 27: Sixth Order Cumulant Range for Modulated Signals Passed Through
Rayleigh Channel with AWGN.

Cs60 Cs51 Cs42 Cs33

max min | max | min | max I min maxl min
BPSK -0.668 -1.109) 11.687 7.864 | 11.68 7.8644] 11.68 7.863
4PSK -0.03 -0.083] 1.6878 8E-04f 0.02 -0.Ca73 2.975 1.902
8l 0.3101 0.253| 0.3665 0.099 | 0.391 0.3665] 1.015 1.007
2FSK 0.0403 -0.005§ 0.0035 -0.002} 0.002 -0.002] 0.064 0.058
4FSK 0.0088 -0.013] 0.0058 -0.002] 0.008 -0.005] 0.601 0.585
8F5K 0.0344 -0.002} 0.0034 -0.004} 7E-04 -0.002f 0.011 0.008
80AM 5.1789 3.673 [3.3742 -2.267] -2.27 -3.289] 3.424 2.356
160AM ]0.0541 0.036f 1.3838 0.028] 0.03 0.0166] 1.974 1.813
640AM | -0.036 -0.047}F 0.007 -1.71130.009 0.0045{ 1.765 1.722
2560AM 1-0.018 -0.0231-0.0048 -0.834f -0 -0.0051 1.732 1.723




Rayleigh Channel with AWGN.
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Table 28: Eighth Order Cumulant Range for Modulated Signals Passed Through

Cs71

Cs62

Cs53

Cs44

max l min

max l min

max l min

max I min

8117969

-169.9 -261.5
0.2716 -0.2864
0.5047
-0.0116
-0.1174
-0.0107
100.14
-0.0626
0.3313
-0.0566

0.2922
0.0272
0.1238
138.67
0.0113
0.4245
-0.037

-71.74 -148.2
-15.46 -20.63
-0,415 -1.426
0.0148 -0.163
0.23 -0.127
0.0995 -0.065
17119 -11.62
-18.83 -20.1
26.058 25.372
12.702 12.662

-57.96 -142.02
0.2111 -0.4563
6.1802 -0.0673
-0.013 -0.5405
0.0212 -0.4323
0.125 0.00059
-12.93 -31.284
-0.243 -0.4132
0.5375 0.4081
0.1806 0.08773

-52.1 -139.7
26,339 29113
51.937 6.695
58.61 4.1177
139.41 15.663
36.731 1.799
48,278 24.845
24.174 20.182
26,091 24.976
26,265 26.065
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APPENDIX C: HIGHER ORDER STATISTICS OF SIGNAL
THROUGH RICEAN CHANNEL

Appendix C presents the overall maximum and minimum moments and cumulant tables
for each of the modulated signals that were transmitted through a multipath Ricean fading
channel with AWGN at low and high SNR levels. Analysis of these tables shows that
lower order moments and cumulants have many overlapping ranges and, hence, cannot be
used to identify a modulation scheme. Eighth order moments, on the other hand, have
unique non overlapping cumulants which are used to identify the modulation scheme of a

transmitted signal,

Table 29: Second Order Moment Range for Modulated Signals Passed Through

Ricean Channel with AWGN.
Es20 Esil
max min max | min
BPSK -0.0533 -0.0601 1 0.509
4PSK 0.0027 -0.0037 1 1
-0.009911.2542 1
2FSK 0.0006 -0.001 §1.2496 1
4FSK 0.0008 -0.0005]1.2498 1
8FSK 0.0014 -0.000431.2488 1
8QAM 0.6689 0.64277 1 1
160QAM 1-0.0032 -0.0052 1 1
640AM [-0.0007 -0.0016 1 1
2560AN] 0.0066 0.00591 1 1
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Table 30: Fourth Order Moment Range for Modulated Signals Passed Through
Ricean Channel with AWGN.

Es40D Es31 Es22
max | min ] max I min | max l min
BPSK -0.011 -0.047}-0.061 -0.158] 2.004 0.486
4PSK -0.323 -0.54510.003 -0.007} 1.685 1.401
-0.0291 0.004 -0.016| 2.138 1
2FSK 0.0036 -0.003]18E-04 -0.003]2.126 1
4FSK 0.0014 -0.003]0.002 -6E-04] 2.121 1
8FSK 0.0025 -0.002]0.002 -0.001}f2.123 1
80QAM 0.334 0.316311.108 1.1002} 1,482 1.438
16QAM ]-0.641 -0.675]1-0.003 -0.006] 1.353 1.324
640AM | -0.615 -0.62410.002 0.0005} 1.388 1.381
256QAM] -0.617 -0.62 | 0.002 0.0072§ 1.397 1.395

Table 31: Sixth Order Moment Range for Modulated Signals Passed Through

Ricean Channel with AWGN.
Es60 Es51 Es42 Es33
max{ min | max | min | max { min max min
BPSK 0.022 -0.1491 -0.07 -0.22 §-0.094 -0.681] 6.144 0.6764
4PSK -0.03 -0.094{ -0.92 -1.044]0.028 -0.018} 3.865 2.4649
410.122 -0.018]10.029 -0.109} 0.005 -0.05 | 4.531 1
2FSK 0.003 -0.008] 0.007 -0.008] 9E-04 -0.014] 4.475 1
AFSK 0.004 -0.00810.003 -0.012}0.005 -0.001}] 4.451 1
8FSK 0.009 -0.004] 0.01 -0.003f 1E-03 -0.003§ 4.468 1
8QAM -0.69 -0.807 1 0.631 0.612 } 1.965 1.8336} 2.547 2.31
16QAM ]0.012 -0.008f -1.3 -1.325]-0.002 -0.009] 2.108 1.9747
640AM 1-0.01 -0.024] -1.29 -1.306} 0.006 0.0035§ 2.256 2.2217
2560AM 10.003 -0.003] -1.31 -1.314§0.011 0.0088] 2.302 2.2921
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Table 32: Eighth Order Moment Range for Modulated Signals Passed Through

Ricean Channel with AWGN.
Es80 Es71 Es62 Es53 Esd4
max l min ] max | min | max I min | max ] min | max | min
BPSK 3.126 0.0351]0.073 -2.4210.095 -1.4251}-0.186 -4.274] 25.9 1.241
4PSK 0.597 0.0835]0.008 -0.33]-2.32 -3.347§0.182 -0.05]11.14 5171
: -0.977 -1.03810.46% -0.03] 0.05 -0.394]0.005 -0.183fj11.42 1
2FSK 0.038 -0.005]0.013 -0.02]0.012 -0.032]0.001 -0.056]11.12 1
4FSK 0.003 -0.10410.007 -0.01}10.005 -0.053]10.016 -0.003]11.01 1
8FSK 0.035 -0.007]0.078 -0.01|0.044 -0.009]0.002 -0.029]11.11 1
8OAM -2.662 -3.154 |-1.284 -1.35]11.207 1.0567f 3.658 3.036]4.683 3.801
16QAM f2.217 1.964 | 0.015 -0.021-2.51 -2.61211E-03 -0.01213.605 3.164
640AM §1.913 1.8464] -0.02 -0.04]-2.75 -2.77410.014 0008 | 4.06 3.946
2560AM | 1.856 1.8471§0.007 -0.01f-2.84 -2.855]0,016 0.01 J4.224 4189

Table 33: Second Order Cumulant Range for Modulated Signals Passed Throngh
Ricean Channel with AWGN.

Cs20

Cs11

max

min

max

min

256Q0AM

1.2283
0.6632

-0.074
-0.003
-0.01
-0.001
-5E-04
-4E-04
0.1021
-5E-04
-4E-05
3E-05

1.228
0.909
1.254
1.25
1.25
1.249
0.166
0.101
0.024
0.006

0.625
0.663
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Table 34: Fourth Order Cumulant Range for Modulated Signals Passed Through
Ricean Channel with AWGN.

Cs40 Cs31 Cs22
max min max min max min
BPSK 0.0069 -0.058]10.0249 0.0069]0.0009 -0.036

-0.33410.0035 -0.005})-0.313 -0.319
-0.029§ 0.02 -0.009]-0.9%6 -1.008
-0.003 1 0.0015 -0.001}-0.997 -1.002
4FSK 0.0014 -0.003) 0.001 -0.001}-0.998 -1.003
8FSK 0.0025 -0.002]0.0003 -0.004]-0.996 -1.001
8QAM -0.889 -1.013]-0.867 -0.9021-1.007 -1.011
160AM 0.009 -0.678(0.0101 0.0071]-0.673 -0.683
640AM ]0.0049 -0.626] 0.006 0.0042]-0.618 -0.62

2560AM 1 -0.011 -0.62 ] -0.01 -0.011]-0.604 -0.605

Table 35: Sixth Order Cumulant Range for Modulated Signals Passed Through
Ricean Channel with AWGN.,

Cs60 Cs51 Cs42 Cs33
max min max I min maxl min | max | min
BPSK --]0.1054 -0.052] 0.0363 -0.078] -0.02 -0.087] 0.124 0.038
APSK -0.02 -0.085} 1.6811 0.027 | 0.029 -0.011} 1.853 0.705
8PSK ]0.1207 -0.016| 0.0732 -0.062}0.049 -0.11 | 4.07 3.977
2FSK 0.0033 -0.007} 0.0139 -0.013] 0.006 -0.01 | 4.013 3.983
AFSK 0.0039 -0.008{ 0.0081 -0.005} 0.006 -0.006f 4.014 3.99
8FSK 0.0092 -0.004} 0.009 -0.006]0.017 -0.001{ 4.006 3.979
8aAM  |-1.772 -1.934} 4.9666 4.369] 4.826 4.2652| 4.971 4.404
160AM | -0.034 -0.055] 2.0537 -0.044] -0.03 -0.049] 2.057 1.934
6a0AM | -0.018 -0.037} 1.8158 -0.025] -0.02 -0.03 | 1.796 1.762
2560AM ] 0.0591 0.056 ] 1.7871 0.047 | 0.049 0.0462] 1.735 1.725
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Table 36: Eighth Order Cumulant Range for Modulated Signals Passed Through
Ricean Channel with AWGN.

Cs80 Cs71 Cs62 Cs53 Cs44
max I min max I min max l min § max I min max I min

BPSK 3.0879 -0.073]11.8778 -0.0039]0.1319 -2.064]-1.008 -13.706]98.556 5.4927

4PSK ]0.1409 -0.4277]-14.37 -23.56 |0.3367 -0.2616]58.523 27.32
BRSK it -0.0399}0.8875 -2.196 |0.8807 -0.9322}57.152 -17
2FSK -D.0196§0.1933 -0.246 }0.0476 -0.2941{56.643 -17
AFSK -0.0142}0.0761 -0.238} 0.07 -0.0085)55.839 -17
8FSK -0.0095]0.1984 -0.115 }0.0061 -0.1561]56.488 -17

80AM -58.72 -70.54§-114.4 -130.2 1-20.75 -30.09 §0.3992 -10.813]8.8171 -3.752
160AM | -12.43 -13.75§0.5983 0.3701]-28.08 -29.61]0.3033 0.11471]21.038 17.823
640AM | -11.4 -11.72 01968 0.1038]1-26.87 -27.27 10.3364 0.24631]24.857 24.062
2560AMEF -11.5 -11.61}-0.604 -0.6703]-26.97 -27.08] -0.12 -0.1583] 25924 25.675
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