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This work explores scattering amplitudes that couple two-particle systems via a single external current
insertion, 2þ J → 2. Such amplitudes can provide structural information about the excited QCD spectrum.
We derive an exact analytic representation for these reactions. From these amplitudes, we show how to
rigorously define resonance and bound-state form factors. Furthermore, we explore the consequences of the
narrow-width limit of the amplitudes as well as the role of theWard-Takahashi identity for conserved vector
currents. These results hold for any number of two-body channels with no intrinsic spin, and a current with
arbitrary Lorentz structure and quantum numbers. This work and the existing finite-volume formalism
provide a complete framework for determining this class of amplitudes from lattice QCD.

DOI: 10.1103/PhysRevD.103.114512

I. INTRODUCTION

Resolving the hadronic spectrum has proven to be a
significant challenge due to the nonperturbative nature of
quantum chromodynamics (QCD). In the case of the
lowest-lying spinless hadrons, the pseudoscalar pions
can be readily identified as the pseudo-Goldstone bosons
of chiral symmetry; however, the scalar hadrons are
notoriously difficult to characterize. This is not surprising
given the multitude of Fock states allowed to participate in
this channel, i.e., quark-antiquark pairs, mesonic mole-
cules, tetraquarks, glueball states, etc.1 A satisfactory
interpretation of these states demands for a more compre-
hensive understanding of the dynamics of QCD.
For example, the determination of the mass and width of

the f0ð500Þ=σ, the lightest QCD resonance, had been
disputed since its discovery and only recently has reached
consensus [2]. The difficulty to study this state arises in part
due to its large decay width and the atypical shape of the
cross section of its decay products, i.e., ππ. However, the

nature of this state is not resolved from its mass and width
alone, motivating the attention to other physical properties,
like the charge radius or distribution functions, which
naturally arise in transition amplitudes.
With this in mind, Ref. [3] calculated the ππ þH → ππ

transition with unitarized chiral perturbation theory (χPT),
whereH represents a scalar current. The scalar radius of the
σ was in turn estimated by analytically continuing the
amplitude to the resonance position. The value found for
this parameter supports an interpretation of this resonance
as a compact state for pions at their physical mass, and a
molecular ππ description if the quark masses are modified
such that the pion mass is greater than 400 MeV.2 This
demonstrates that transition amplitudes can play a role in
the description of resonances. The question that arises is
how to determine these amplitudes directly from the
dynamics of QCD, and the best current answer is lat-
tice QCD.
Lattice QCD is a numerical implementation of the path

integral in a finite volume and can be used to calculate
observables directly from QCD. In the past decades the
scope of the field has increased substantially, moving past
the studies of stable ground states into the more interesting
region of resonances and excited states. Studies of excited
and multiparticle states are challenging because of, among
other things, the need for a formal connection between
finite- and infinite-volume states, and matrix elements.

*rbriceno@jlab.org
†ajackura@odu.edu
‡fgortegagama@email.wm.edu
§ksher004@odu.edu

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI. Funded by SCOAP3.

1A dedicated review from the PDG discusses tentative de-
scriptions of scalar mesons below 2 GeV [1].

2Independent evidence of the noncompactness of the σ
for mπ ∼ 400 MeV has also been observed in lattice QCD
studies [4,5].
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In the case of scattering amplitudes, the Lüscher formalism
and its extensions [6–19] have been tested and applied
successfully in numerous processes; see the recent review
[20] and references therein. This includes determinations of
the σ mass and width [4,5,21] all the way to resonances
that involve multiple coupled channels and partial waves
[22–27], a remarkable example is the recent study of the
1−þ hybrid resonance [28].
Furthermore, the technology to compute transition

matrix elements involving excited states from the lattice
has already been implemented and employed [29]. In
addition to this, the seminal work in Ref. [30] by
Lellouch and Lüscher laid the foundation to develop a
general technique to match finite-volume matrix elements
to 1þ J → 2 transition processes [31,32], where J is
some external local current, 1 refers to a state of just a
QCD-stable hadron and 2 is an asymptotic state of two
hadrons. An application of this formalism was used to
calculate the pion photoproduction in the π þ γ⋆ → ππ
process, from which the π þ γ⋆ → ρ transition form factor
was determined for heavier-than-physical pions by two
distinct groups [33,34]. Carrying on this effort, some of the
authors developed a framework that addresses the finite-
volume effects of amplitudes with two hadrons in the initial
and final states, i.e., 2þ J → 2 [35,36]. It is precisely
through these amplitudes that elastic form factors of
resonant or shallow bound states can be determined.
The purpose of this work is to complement this tech-

nique, relevant when translating finite-volume matrix
elements into infinite-volume amplitudes, by deriving the
universal analytic structure that the 2þ J → 2 amplitudes
receive from Lorentz symmetry and unitarity in an infinite-
volume. This is especially important when evaluating the
amplitude in the complex energy plane where resonances
and bound poles reside. This framework is also applicable
for the case of nonresonant amplitudes. In the latter case,
understanding the analytic structure is critical in order to
prevent the incorrect identification of kinematic singular-
ities as dynamical poles.
We begin by considering processes with only one open

two-hadron channel, in an arbitrary partial-wave l. Then,
we show how the generalization to an arbitrary number of
two-hadron channels is straightforward. Whenever possible
we will ignore subtleties associated with the spin of the
hadrons in the initial and final states, letting the total
angular momentum of the two-particle states be equal to l.
We will keep the masses of the hadrons to be distinct
throughout. For the sake of generality, we leave the Lorentz
structure, e.g., scalar, vector, etc., of the current as generic
whenever possible.
The formalism we exploit relies on generic properties

of a quantum field theory based on self-consistent
integral equations for the off-shell 2 → 2, 1þ J → 2,
and 2þ J → 2 amplitudes. Our main results are presented
in Sec. II, where we summarize the on-shell representation

of each amplitude. After that, in Sec. III we investigate the
implication of our results for resonances. We use our
formalism and the Ward-Takahashi Identity to show that
the charge of a resonance is protected to be the sum of the
charge of its decay products. We also investigate the
narrow-width limit of the resonance as a consistency
cross-check.
This formalism is general and will have an impact in the

study of elastic and transition form factors of a broad class
of resonant states. In Sec. III B we discuss the timely
example of the ρ resonance. This is the most extensively
studied resonance via lattice QCD, and one of its transition
form factors has already been constrained [33,34]. In this
subsection we explain how the presented formalism pro-
vides the missing piece to be able to determine the ρ
electromagnetic form factors from lattice QCD.
The derivation of our results is presented in Sec. IV. First,

in Sec. IVAwe recover the well-known analytic structure of
the two-body scattering amplitude, which is also a direct
consequence of unitarity. We use the fact that we are
interested in a limited range of kinematics where only
two-particle states can go on shell. It is by separating the
singularities that appear at each order in the two-particle
loops that we can express the amplitudes to all-orders in
terms of kinematic functions that contain all the nonanalytic
behavior, and real functions that encode the short-distance
dynamics. Finally, we project the resulting equation on shell
and partial-wave expand to yield amplitudes of definite
angular momentum. After that, in Sec. IV B we use this
technique to recover the analytic form of the 1þ J → 2
amplitudes with any number of two-hadron coupled
channels.
The derivation of the main result of this work is

presented in Sec. IV C, where we apply the aforementioned
formalism to the 2þ J → 2 amplitude. Closely related
techniques were used in Refs. [31,35] to study the finite-
volume analogues of these reactions. Nontrivial checks of
this formalism have been carried out [37,38]. We dedicate
Sec. IV C 6 to highlighting the novelty of our result with
respect to what has been done in past work. Finally, we
summarize our results in Sec. V.

II. ANALYTIC REPRESENTATION
OF AMPLITUDES

The remainder of this work proceeds to present exact
forms of two-body hadronic amplitudes involving a single
current insertion. For the sake of completeness, we consider
all amplitudes of the form nþ J → m with n andm less or
equal to two. We use all-orders perturbation theory to treat
the hadronic contributions nonperturbatively within a
generic effective field theory (EFT). Furthermore, since
we focus on the on-shell behavior of amplitudes, our
procedure is independent of the specifics about couplings
or renormalization scheme, which are encoded into
unknown short-distance functions. In the absence of
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insertions of external currents, all-orders perturbation
theory provides results that are consistent with unitarity
constraints.3 In the presence of external currents, this
provides a systematic procedure to asses the singularity
structure of the resultant amplitudes.
Here we present the final results and leave the derivation

for Sec. IV. In arriving at these results, we make only two
assumptions throughout the work. First, that the asymptotic
particles considered, which will be referred to as hadrons,4

carry no intrinsic spin. In other words, they can be either
scalars or pseudoscalars. Second, we assume the energies
are above the lowest-lying two-particle threshold and below
the first unaccounted inelastic threshold, e.g., the three-
particle threshold. This means that the results hold for
generic external currents and that the kinematics can be
such that any number of two-particle states may go on shell.
The number of classes of singularities and consequently

the complexity of the amplitudes grows with the number of
external current insertions and particles. However, the
majority of these singularities are common across these
amplitudes. As a result, the singularity structure of more
complicated amplitudes can be written in terms of simpler
ones representing subprocesses.
With this in mind, it is convenient to categorize the

amplitudes according to the number of currents that are
considered. We begin with the two-body scattering ampli-
tude with no external currents, which we label as M. First,
we show the case of a single channel system and then
discuss the extensions to multiple scattering channels. In
Sec. IVA, we prove the well-known result that the on-shell
partial-wave scattering amplitude can be written in the
form,

iMðsÞ ¼ iKðsÞ 1

1 − iρKðsÞ ; ð1Þ

which is a matrix equation that has elements Ml0ml0 ;lml
,

where l is the angular momentum between the two
particles defined in their center-of-momentum (CM) frame,
and ml is its projection onto some fixed axis.5 Figure 1(a)
shows a diagrammatic representation of the amplitude.
Here s ¼ P2 is the usual Mandelstam invariant with P
being the four-momentum of the system, and K is the two-
body K matrix, which is a real function in our kinematic
region of interest. In general, this function contains branch
points associated with crossed-channel processes and
multiparticle thresholds, but since these are far from our
kinematic region they can be described by smooth con-
tributions. For the sake of brevity we will denote these as
smooth throughout the text.
Finally, ρ is the phase space which is defined in the

standard way for a single channel,

ρl0ml0 ;lml
¼ δl0lδml0ml

ξq⋆
8π

ffiffiffi
s

p ≡ δl0lδml0ml
ρ0; ð2Þ

where ξ is a symmetry factor defined to be ξ ¼ 1=2 if the
two scattering particles are identical and ξ ¼ 1 otherwise,
and q⋆ is the relative momentum between the two particles
in their CM frame,

q⋆ ¼ 1

2
ffiffiffi
s

p λ1=2ðs;m2
1; m

2
2Þ; ð3Þ

where λða; b; cÞ ¼ a2 þ b2 þ c2 − 2ðabþ bcþ caÞ is the
Källén triangle function, andm1 andm2 are the two masses
in the channel considered.
Rotational invariance implies that the amplitude is

diagonal in l and independent of ml, which reduces

FIG. 1. Diagrammatic representation of the amplitudes considered in this work. Shown are the (a) 2 → 2, (b) 1þ J → 1,
(c) 1þ J → 2, and (d) 2þ J → 2 amplitudes along with momentum assignments.

3Although evident for two-body systems, this was proven for
three-particle systems in Refs. [39,40], where it was shown that
previous results describing three-body amplitudes obtained using
all-orders perturbation theory [41] and unitarity constraints [42]
were consistent.

4Even though our motivation is to understand reactions within
QCD, we make no reference to the underlying theory.

5Semicolons in matrix elements separate initial and final state
indices.
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Eq. (1) to a single algebraic relation for each partial-wave,
i.e., Ml0ml0 ;lml

¼ δl0lδml0ml
Ml and similarly for K. The

on-shell behavior of the scattering amplitude is dictated by
S matrix unitarity, which fixes the nonanalytic behavior of
the amplitude, originating from direct channel pair pro-
duction, as indicated by Eq. (2). However, kinematic
singularities may remain due to the projection into the
angular momentum basis, as discussed in Sec. IVA, which
requires that the amplitude Ml possesses a barrier sup-
pression of the form q⋆2l near threshold. This implies that
the K matrix has the same threshold behavior.
For kinematics where multiple two-body channels are

open, in Sec. IVA 1 we show that these objects can easily
be upgraded into matrices over the channel index. First, the
masses of the particles would acquire an additional index to
identify the individual particles in a given channel. We label
the two particles in channel “a” to have masses ma1 and
ma2. The K matrix and phase space factor would both be
matrices in channel space with components Kl0ml0 ;lml

→
Kal0ml0 ;blml

and ρl0ml0 ;lml
→ ρal0ml0 ;blml

, respectively. The
phase space matrix ρ would be diagonal in this space with
elements defined as

ρal0ml0 ;blml
¼ δl0lδml0ml

δab
ξaq⋆a
8π

ffiffiffi
s

p ; ð4Þ

where q⋆a ¼ λ1=2ðs;m2
a1; m

2
a2Þ=2

ffiffiffi
s

p
, and ξa is the symmetry

factor for each channel a. Therefore, Eq. (1) becomes
an enlarged matrix within this channel space, which has
all the properties of the amplitudes as before, except
the barrier suppression is now channel-dependent,
Mal0ml0 ;blml

∼ q⋆l0a q⋆lb , where the dominant singular
behavior is the lightest threshold.

A. Amplitudes with a single current insertion

Having shown the well-known result for the two-body
hadronic amplitude, we proceed with the description of
transitions induced by an external local current insertion.
As stated above, we make no assumptions about the
quantum numbers of the current, which we denote as J .
In particular, the current can have an arbitrary Lorentz
structure with indices μ1 � � � μN . Furthermore, other indices
can include quantum numbers associated with, for exam-
ple, flavor-changing processes. For simplicity, we will
adopt a notation similar to that in Ref. [43] where all of
the quantum numbers of the current, including the Lorentz
indices, are absorbed into a single index A.
The simplest of these amplitudes is the one where an

external current couples to a one-particle state of mass m,
i.e., 1þ J → 1, which we denote as won and show
diagrammatically in Fig. 1(b). This amplitude is given by

wA
onðkf; kiÞ ¼

X
j

KA
j ðkf; kiÞfjðQ2Þ; ð5Þ

where ki=kf are the initial/final four-momentum of the
single particle. We write won in terms of kinematic
functions, K, dictated by the Lorentz structure of the
current, and Lorentz invariant form factors, f, which
depend on Q2 ¼ −ðkf − kiÞ2. For a given current, there
will always be a finite number of these form factors, for
which we will label the jth form factor as fj.

6 The subscript
“on” indicates that the form factors are on shell, while the
kinematic tensor does not have to be. The arbitrariness of
the current allows for the particle species to change;
however, we focus only on kinematic regions where the
form factors are analytic functions of Q2, i.e., above any
pole of a state coupling to the current or particle production
thresholds. When k2i ¼ k2f ¼ m2, then Eq. (5) gives the
single-particle matrix element hkfjJ Aðx ¼ 0Þjkii.
Moving up in complexity, the next amplitude we con-

sider is one where the current generates a transition
between a one- and two-particle state, i.e., 1þ J → 2.
This amplitude, which we label asH and show in Fig. 1(c),
has been previously studied in Ref. [31] for any number of
channels. In Sec. IV B we reproduce the finding that this
amplitude has an on-shell form given by

iHAðPf; PiÞ ¼ iMðsfÞAA
21ðPf; PiÞ; ð6Þ

where Pi and Pf are the four-momenta of the initial single-
particle state and the final two-particle system, respectively,
with sf ¼ P2

f. The function A21 is real and smooth7 in sf,
with the same caveats described earlier for the K-matrix,
and characterizes the short-distance dynamics.
Additionally, it contains the same type of singularities in
Q2 that appear in fj, these again can be described by
smooth functions within our kinematic domain. The indices
on A21 refer to the number of hadrons coupling to this
short-distance function. Unlike the 2 → 2 amplitude, both
H and A21 are Lorentz tensors which can be written in
terms of kinematic prefactors and energy-dependent form
factors, similar to the construction in Eq. (5), that depend
on the final state angular momentum l as well as its
projection ml.
This expression makes explicit that H inherits the

analytic structure of M. For kinematics where a single
channel is open, this is nothing more than the manifestation
of Watson’s final state theorem [44]. As with M, near the
threshold the angular momentum decomposition of H
requires that Hlml

∼ q⋆lf , where q⋆f is as in Eq. (3) with
sf. In conjunction with Ml ∼ q⋆2lf , this implies that any
parametrization of theA21 amplitudes necessitates a barrier
enhancement of the form A21;lml

∼ q⋆−lf at threshold. For

6Since they do not possess Lorentz structure we drop the index
A, but leave implicit their possible dependence on the current
internal quantum numbers.

7up to barrier factors associated with partial-wave projections.
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multiple open channels, Eq. (6) naturally extends such that
H and A21 become vectors in channel space. For further
discussion on these aspects of H see Sec. IV B.
The main original result presented here is the 2þ J → 2

amplitude. These amplitudes were introduced in
Refs. [35,36] with the goal of trying to obtain them using
lattice QCD. These studies were interested in finding a
nonperturbative relation between the desired amplitudes
and the finite-volume matrix elements that can be accessed
via lattice QCD. In Sec. IV C we derive the exact analytic
form that these amplitudes must take. We define the
2þ J → 2 amplitude, which we label asW, via the matrix
element,

WAðPf; p̂0⋆
f ;Pi; p̂⋆

i Þ≡ hPf; p̂0⋆
f ; outjJ Að0ÞjPi; p̂⋆

i ; iniconn;
ð7Þ

where the initial asymptotic two-particle state depends on
the total four-momentum Pi, as well as the orientation p̂⋆

i of
the relative momentum between the two particles in their
CM frame, and similarly for the final state defined in its
own CM frame. The subscript “conn” highlights that we
only consider connected diagrams, i.e., topologies where
the hadrons do not interact with each other or with the
current are not included. Figure 1(d) shows a diagrammatic
representation of the W amplitude, while Fig. 2(a) shows
the momentum flow where we adopt the convention that the
first and second particle have momenta p and Pi − p for the
initial state, respectively, and p0 and Pf − p0 for the first
and second particle in the final state, respectively. As
mentioned before, we are focused on the kinematic region
below three or more particle thresholds for both the initial
and final two-particle states. Additionally, we restrict the
momentum transfer Q2 ¼ −ðPf − PiÞ2 of the current, such
that we do not probe any multiparticle production threshold
in the Q2 channel.

In Sec. IV C we derive that the exact analytic form can be
separated into two types of terms depending on whether or
not they contain single-particle poles associated with the
current probing an external leg,

iWAðPf; p̂0⋆
f ;Pi; p̂⋆

i Þ
¼

X
fiwA

oniDiMg þ iWA
dfðPf; p̂0⋆

f ;Pi; p̂⋆
i Þ: ð8Þ

Starting with the first term, which represents the case in
which the current probes an external leg, won is as defined
in Eq. (5) andD is the pole piece of the fully dressed single-
particle propagator which, for a particle with mass mα with
α ¼ 1, 2, can be written as

iDαðkÞ ¼
i

k2 −m2
α þ iϵ

: ð9Þ

The M was introduced in Refs. [35,36] and is the full
2 → 2 scattering amplitude which has additional barrier
factors in its partial wave expansion to cancel out singu-
larities of the spherical harmonics at threshold. For the
lowest partial wave, l ¼ 0, M and M are identical. We
give the exact definition of this in Sec. IV C 2 in Eq. (84).
Finally, the symbol

P
reminds one to sum over all allowed

insertions of the current over the external legs of the
amplitude, illustrated in Fig. 2(b). For example, in the
case where the current only couples to particle 2, only
the first two diagrams of Fig. 2(b) contribute, written
explicitly asX

fiwA
oniDiMg ¼ iwA

on;2ðp0
f; p

0
iÞiD2ðp0

iÞiMðp0⋆
i ; p̂

⋆
i Þ

þ iMðp̂0⋆
f ;p

⋆
fÞiD2ðpfÞiwA

on;2ðpf; piÞ;
ð10Þ

where we use the notation pð0Þ
i=f ≡ Pi=f − pð0Þ, and the three-

vectors p0⋆
i and p⋆

f are the spatial part of the four-vectors p
0μ

FIG. 2. (a) The relation between the full 2þ J → 2 amplitude and Wdf as defined in Eq. (8). (b) Depicted are all allowed current
insertions over the external legs. The symbol “Σ” is used as a shorthand to express this sum. The dotted lines represent the pole piece D
of the propagator, the other objects are defined in Fig. 1.
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and pμ, respectively, when evaluated in the CM frame
indicated by the subscript. The quantity won;2 is the elastic
matrix element of particle 2. Equation (10) diverges
whenever the four-vector in either D goes on shell, for
example when Pf ¼ Pi.
So far we have discussed the single-pole contribution to

W, which can diverge for physical kinematics and as we
have already seen, these singularities are completely
described by simpler amplitudes. The more phenomeno-
logically interesting component of W is the second term in
Eq. (8), which is appropriately labeled with a subscript
“df,”meaning divergence free. In Sec. IV C we prove that it
can be written in an on-shell partial-wave projected form as

iWA
dfðPf; PiÞ

¼ MðsfÞ
�
iAA

22ðPf; PiÞ þ
X
j;α

ifj;αðQ2ÞGA
j;αðPf; PiÞ

�

×MðsiÞ; ð11Þ
where A22 is a real and smooth function in both si and sf,
up to barrier factors with the same caveats as K and A21.
The symbol fj;α is the jth form factor of the αth particle as
defined in Eq. (5), and Gj;α is a kinematic function to be
described shortly. Unlike the scattering amplitude Eq. (1),
Wdf is in general a dense matrix in (l,ml)-space since the
current can inject angular momentum. Similar to A21,
defined in Eq. (6), A22 contains barrier enhancements near
threshold, in this case being of the form A22;l0ml0 ;lml

∼
ðq⋆fÞ−l

0 ðq⋆i Þ−l. This function is unknown and can be
parametrized with energy-dependent form factors which
can be determined, e.g., via lattice QCD calculations using
the formalism presented in Refs. [35,36].
The only quantity not yet defined is the triangle function

Gj;α, diagrammatically shown in Fig. 3, which occurs when
the current probes either particle 1 or particle 2 in the
intermediate state. For example with α ¼ 2, it has matrix
elements given by

GA
j;2;l0ml0 ;lml

ðPf;PiÞ

≡
Z

d4k
ð2πÞ4

Y�
l0ml0

ðk⋆
fÞiKA

j;2ðkf; kiÞYlml
ðk⋆

i Þ
ðk2 −m2

1 þ iϵÞðk2f −m2
2 þ iϵÞðk2i −m2

2 þ iϵÞ ;

ð12Þ
where ki=f ≡ Pi=f − k, k⋆

i=f is the spatial part of the four-
vector kμ in the initial/final CM frame, and K are the
kinematic functions defined in Eq. (5). The symbol
Yl;ml

contains a spherical harmonic multiplied by the
necessary barrier factor to cancel its singular behavior as
k⋆ ≡ jk⋆j → 0 [35,36],

Ylml
ðk⋆Þ ¼

ffiffiffiffiffiffi
4π

p
Ylml

ðk̂⋆Þ
�
k⋆
q⋆
�

l
: ð13Þ

The triangle function when α ¼ 1 is written as is shown in
Eq. (12), but with labels 1 and 2 switched. In general,
Eq. (12) is UV divergent and requires some regularization
procedure. For a given scheme, A22 will compensate this
choice such that Wdf remains finite and scheme indepen-
dent. Note that if the particles are identical, then there is no
sum over the particle index α in Eq. (11).
In addition to having threshold singularities, this kin-

ematic function also has a new class of singularities, known
as the triangle singularities [45]. The triangle singularities
have a logarithmic behavior which we summarize here and
give a full description in Appendix A 2. For example, in the
case where α ¼ 2, both the initial and final states are in S
wave, and for a scalar current with Kj ¼ 1, the triangle
function is given by

G00;00ðPf; PiÞ

¼ i

32π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPf · PiÞ2 − P2

i P
2
f

q �
log

�
1þ z⋆f þ iϵ

1 − ðz⋆f þ iϵÞ
�

þ log

�
1þ z⋆i þ iϵ
1 − ðz⋆i þ iϵÞ

��
þ…; ð14Þ

where the ellipsis represents nonsingular terms, z⋆f is defined
in Eq. (A30) as function of Pi, Pf and the masses of the
external particles, and z⋆i is the same function but with the
labels f and i switched. The logarithmic singularities can be
seen as divergences in the imaginary part, while the real part
exhibits a discontinuity at the same energy. This energy is the
threshold for which all three particles in the triangle are able
to go on shell simultaneously.
If there are multiple open scattering channels, then

Eqs. (8) and (11) generalize to matrices in channel space,
e.g., Wl0ml0 ;lml

→ Wal0ml0 ;blml
where a and b are channel

indices. In general, the two-hadron form factor A22 is a
dense matrix in channel space, while

P
j fjGj is a dense

FIG. 3. Triangle-function contribution toWdf , Eq. (11), written
in terms of the single-hadron form factors (fj) and the triangle
loops (Gj) defined in Eq. (12). The gray circle and dashed lines
were defined in Figs. 1 and 2, respectively. The open semicircles
represent the modified spherical harmonics, defined in Eq. (13),
which have the angular momenta associated with the initial and
final two-particle states.
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matrix if the current allows for species transmutation, for
example flavor changing processes (π þW⋆ → K) or
radiative transitions (ηþ γ → η0). If the current does not
change species, then

P
j fjGj is diagonal in channel space,

similar to the two-body phase space factor in Eq. (4), since
the off diagonal elements of fj;a;b are zero. For example,
assuming l0 ¼l¼ 0 and α ¼ 2, then Eq. (12) is
modified as

GA
j;2;a;bðPf; PiÞ≡ δa1;b1

Z
d4k
ð2πÞ4

iKA
j;2ðkf; kiÞ

ðk2 −m2
a1 þ iϵÞðk2f −m2

a2 þ iϵÞðk2i −m2
b2 þ iϵÞ ; ð15Þ

where δa1;b1 ensures that particle 1 appears in both
channels.
It is worth emphasizing the significance of being able to

write W in the form shown in Eqs. (8) and (11). This
demonstrates that even if the amplitude W is complex and
features singularities, if one has previously determined the
won andM amplitudes, only one class of functions remains
to be constrained,A22, which are purely real and smooth. In
practice, given a finite amount of partial waves, these
functions can be defined in terms of energy-dependent form
factors associated with the desired angular momentum
states. In turn, in the following section, we discuss the
determination of resonant form factors in terms of the two-
hadron form factors A22.

III. IMPLICATION FOR RESONANCE FORM
FACTORS

The analytic structure presented in the previous section is
independent of the dynamics underlying the amplitudes. In
this section we consider the implication of the expressions
presented for systems that feature a hadronic resonance.
For simplicity, we allow for the resonance to couple to a
single channel. In particular, we review how one can obtain
the mass, decay width, and transition form factors for
a scalar resonance coupling to a scalar external current.
Additionally, we explain how elastic form factors of this
resonance can be obtained from Wdf . Although we con-
sider the simplest possible systems, we stress that the
following procedure is valid for higher partial waves,
multiple open channels, and currents with any Lorentz
structure.
We begin by providing the standard definition of

resonances as complex-valued poles ðsRÞ in the analytic
continuation of the scattering amplitude onto the second
Riemann sheet,

lim
s→sR

MIIðsÞ ¼ −
c2

s − sR
; ð16Þ

where c is the coupling to the asymptotic states, and the II
superscript has been introduced to emphasize that this is a
pole in the second sheet of the scattering amplitude. The
pole location can be related to the resonance mass (mR)
and its decay width (ΓR) via

ffiffiffiffiffi
sR

p ¼ mR − iΓR=2.

The amplitude on the second Riemann sheet is found by
analytically continuing through the branch cut, which is
demonstrated in Appendix B. Using the on-shell form
Eq. (1), we find that the second sheet amplitude is
expressed as

MIIðsÞ ¼ 1

K−1ðsÞ þ iρ0
; ð17Þ

where the sign flip on the phase space factor arises from
continuing through the branch cut.
If there is a resonance present in M, then both H and

Wdf will inherit the singular behavior, as is evident from
Eqs. (6) and (11), respectively. In the limit that one
approaches the resonance pole, the relationship between
the residues of the poles in these amplitudes and the desired
transition and elastic form factors can be obtained using the
Lehmann-Symanzik-Zimmermann (LSZ) reduction pro-
cedure. This is illustrated diagrammatically in Fig. 4. In
our example of a scalar resonance and a scalar current, the
transition amplitudeH can be related to the transition form
factor, f1→RðQ2Þ, via

lim
s→sR

HIIðs;Q2Þ ¼ −
cf1→RðQ2Þ
s − sR

; ð18Þ

where again this is defined on the second sheet. In Eq. (6),
wewroteH in terms ofA21. BecauseA21 has been found to
be nonsingular, continuing H to the second sheet amounts
to a continuation in M from Eq. (6), giving

HIIðs;Q2Þ ¼ MIIðsÞA21ðs;Q2Þ: ð19Þ

Note that for scalar currents, since H and A21 are Lorentz
invariants, we can write s andQ2 for their arguments, rather
than Pi and Pf. In the case considered, A21 can be
understood as an energy-dependent form factor. We can
rewrite the transition form factor in terms of A21,
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f1→RðQ2Þ ¼ lim
s→sR

ðsR − sÞ
c

MIIðsÞA21ðs;Q2Þ;

¼ lim
s→sR

ðsR − sÞ
c

��
−

c2

s − sR

�
A21ðs;Q2Þ

�
;

¼ cA21ðsR;Q2Þ: ð20Þ

Given that A21ðs;Q2Þ is real and has no nearby singular-
ities, it is a convenient function to parametrize. This in part
illustrates that if you know A21ðs;Q2Þ as a function of
energy, it is straightforward to determine the transition form
factor of the resonance of interest. This insight was used in,
for example, recent exploratory determinations of the ρ→π
electromagnetic form factor from lattice QCD [33,34,46].
Similarly, one can determine the elastic form factor of the

resonance, fR→RðQ2Þ, from the residue of W via the LSZ
reduction as

lim
si;sf→sR

WII;IIðsf; Q2; siÞ ¼ lim
si;sf→sR

WII;II
df ðsf; Q2; siÞ; ð21Þ

¼ −c
sf − sR

fR→RðQ2Þ −c
si − sR

; ð22Þ

where fR→RðQ2Þ is defined at fixed si ¼ sf ¼ sR. The
appearance of two II superscripts emphasizes that one must
continue the amplitude in both si and sf planes in order to
evaluate the amplitude at the resonance pole. In the first
equality, we have used the fact that the difference between
W and Wdf , given in Eq. (8), only couples to either the
initial or final resonance pole but not both. As a result, this
is suppressed relative to the double pole.8

From the on-shell representation of Eq. (11), we find that
the Wdf amplitude on the second Riemann sheet in both
variables takes the form,

WII;II
df ðsf;Q2;siÞ¼MIIðsfÞ½A22ðsf;Q2;siÞ

þfðQ2ÞGII;IIðsf;Q2;siÞ�MIIðsiÞ; ð23Þ

where GII;II is the analytically continued triangle function
which is

GII;IIðsf; Q2; siÞ ¼ Gðsf; Q2; siÞ − 2iImGðsf; Q2; siÞ: ð24Þ

In arriving at Eq. (23), it was necessary to use the fact that
A22 is nonsingular in the kinematic region considered. A
detailed proof of Eq. (23) is provided in Appendix B.
Using the all-order expression for Wdf in terms of the

triangle loop and the energy-dependent form factor given in
Eq. (11), one finds

fR→RðQ2Þ≡ lim
si;sf→sR

si − sR
−c

sf − sR
−c

MIIðsfÞ½A22ðsf;Q2; siÞ

þ fðQ2ÞGII;IIðsf;Q2; siÞ�MIIðsiÞ;
¼ c2½A22ðsR;Q2; sRÞ þ fðQ2ÞGII;IIðsR;Q2; sRÞ�:

ð25Þ

As previously stated, although the arguments presented
here were for scalar currents for S wave systems, the
relations easily generalize to arbitrary currents, partial
waves, and channels. In the case of currents with nontrivial
Lorentz structure, form factors are accompanied by kin-
ematic Lorentz tensors, which do not alter the analytic
structure. For multiple scattering channels, one must take
care of which sheet the amplitude is continued to, following
the same methodology as presented in, for example,
Ref. [49].
In the special case of conserved vector currents, it was

shown in Ref. [37] that current conservation via the Ward-
Takahashi identity constrains the forward limit of the
2þ J → 2 amplitude. For example, the amplitude for a

FIG. 4. (a) 2 → 2, (b) 1þ J → 2, and (c) 2þ J → 2 amplitudes near the resonance pole, sR. The residues at the pole define the
coupling, c, transition form factor, f1→R, and elastic resonance form factor, fR→R.

8This procedure is followed in Ref. [3] for studying the σ as
well as in Refs. [37,47,48] for theories with bound states.
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two hadron system consisting of one neutral and one
charged particle must follow the relation,

lim
Pi→Pf

Wμ
dfðPf; PiÞ ¼ 2PμQ0

∂
∂sMðsÞ; ð26Þ

where Q0 is the charge of the particle. This identity imposes
further constraints onA22, namely that in the forward limit,

Aμ
22ðP; PÞ ¼ −2Q0Pμ ∂

∂sK
−1ðsÞ − Q0ReGμðP;PÞ; ð27Þ

which follows directly from Eq. (11), and noting that the
imaginary part of Gμ is proportional to ∂ρ=∂s, ensuring that
A22 is a real function.
If there is a resonance in this system, then at the

resonance pole Eq. (26) further imposes that the form
factor of the resonance at Q2 ¼ 0 is the charge of the
resonant state. We define the form factor for a scalar
resonance with a vector current in an analogous way to
Eq. (21) as

ðPf þ PiÞμfR→RðQ2Þ
≡ lim

si;sf→sR

sf − sR
c

WII;II
df;μðPf; PiÞ

si − sR
c

: ð28Þ

Taking the Pi → Pf limit of Eq. (28), we then use Eq. (26)
to find

2PμfR→Rð0Þ ¼ 2PμQ0 lim
s→sR

ðs − sRÞ2
c2

∂
∂sM

IIðsÞ; ð29Þ

¼ 2PμQ0: ð30Þ

Therefore, we conclude that the resonance form factor for a
conserved vector current yields its charge at Q2 ¼ 0 as one
may expect. The use of the Ward-Takahashi identity to
impose additional constraints on two-hadron resonances
has been explored, e.g., in Ref. [50] for the Roper and in
Ref. [51] for the Δ.
In practical lattice QCD calculations, renormalizing a

conserved current by demanding that the form factor at
Q2 ¼ 0 of one of the stable hadrons is equal to its physical
charge, ensures that the charge of the rest of the stable
hadrons is recovered. Since the normalization of form factors
of resonances and bound states is fixed by this same charge,
according to both the analytic expression presented here as
well as the finite volume framework in Refs. [35,36], they do
not require any additional renormalization.

A. Recovering the narrow-width approximation

For processes where resonances may appear as inter-
mediate states, it is advantageous to perform an expansion
about their decay width in the limit where it becomes
infinitesimally small. See Ref. [52] for a recent example of

this. In this limit, the scattering amplitude acquires a pole at
physical energy values, thus violating unitarity. This can be
remedied by calculating corrections to the nonzero width.
In order to gain further insight into Wdf we explore its
behavior in the presence of an infinitesimally narrow
resonance. Given Eq. (21), we expect this to be dominated
by a double pole structure.
For simplicity, we consider the case where all amplitudes

are saturated by the l ¼ 0 partial wave and are dominated
by a narrow resonance, this motivates the use of the Swave
Breit-Wigner parametrization,

tan δðsÞ ¼
ffiffiffi
s

p
ΓðsÞ

m2
0 − s

; ð31Þ

ΓðsÞ ¼ g2

6π

m2
0

s
q⋆ ¼ 4g2

3ξ

m2
0ffiffiffi
s

p ρ0; ð32Þ

where δðsÞ is the scattering phase shift, ΓðsÞ is the energy-
dependent width, and m0 and g are constants of the
parametrization that in general do not possess direct
physical interpretation. In the last equality, we used the
phase-space definition given in Eq. (2). Finally, for a single
partial wave the K matrix relates to the scattering phase
shift via K−1 ¼ ρ0 cot δðsÞ. Having this parametrization in
place, we can analytically continue the corresponding
amplitude to the resonant pole as discussed in Sec. III
and relate these parameters to the pole location and residue.
Given the definition of Γ above, it is clear that the

narrow-width limit can be considered by expanding the
Breit-Wigner amplitude about g ≈ 0. In this case,ffiffiffiffiffi
sR

p ¼ m0 þOðg2Þ. In what follows, we will expand the
amplitudes to leading order in g. In addition to verifying
the expected behavior of the amplitudes, it informs us how
the generalized form factors A21 and A22 behave as a
function of g at leading order.
At leading order in g, the purely hadronic amplitude is

equal to

MðsÞ ¼ 4g2m2
0

3ξ

1

m2
0 − s

þOðg4Þ: ð33Þ

This has the same form as Eq. (16), allowing us to identify
the residue at the pole in terms of the parameters of the
model. At leading order in g we get

c ¼ 2gm0ffiffiffiffiffi
3ξ

p : ð34Þ

Given this, we can explore the narrow-width limit for the
remaining amplitudes by performing an expansion in g and
keeping the leading order term. To do this, it is useful to
categorize the various building blocks of the aforemen-
tioned amplitudes in their leading behavior in g. For the
purely hadronic ones it is evident that
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MðsÞ ¼ Oðg2Þ: ð35Þ

For the 1þ J → 2 transition amplitude it is slightly less
obvious how it should scale. Focusing on scalar currents,
we begin by anchoring their scaling in terms of the
transition form factor, given in Eq. (20). Keeping only
the leading order behavior in g, we find

f1→RðQ2Þ ¼ 2m0ffiffiffiffiffi
3ξ

p gA21ðm2
0; Q

2Þ; ð36Þ

where we used the relationship between c and g, given in
Eq. (34). Given that the form factor must in general be
nonzero in the g → 0 limit, we find how A21ðs;Q2Þ must
scale with g. This, in combination with Eq. (6), tells us that
the scaling of the other 1þ J → 2 transition building
blocks is

A21ðs;Q2Þ ¼ Oðg−1Þ;
Hðs;Q2Þ ¼ OðgÞ: ð37Þ

We proceed to apply the same logic to the 2þ J → 2
amplitude. In other words, we first look at the elastic
resonant form factor, Eq. (25) and use the relationship
between g and c to find

fR→RðQ2Þ ¼ 4g2m2
0

3ξ
½A22ðm2

0; Q
2; m2

0Þ

þ fðQ2ÞGðm2
0; Q

2; m2
0Þ�; ð38Þ

where we neglected higher-order corrections in g. Again,
this is in general nonzero in the g → 0 limit, so we deduce
that the term in brackets must scale as 1=g2. This scaling, of
course, cannot come from either f or G. The former is the
single particle form factor, which in general has no
knowledge of the resonance being considered. The latter
is a purely kinematic function which contains no informa-
tion of dynamical quantities, like g. Therefore neither can
have any information of g, leaving us to conclude that

A22ðm2
0; Q

2; m2
0Þ ¼ Oðg−2Þ: ð39Þ

As a result at leading order in g the form factor satisfies

fR→RðQ2Þ ¼ 4g2m2
0

3ξ
A22ðm2

0; Q
2; m2

0Þ: ð40Þ

Thus, from Eq. (11) we find the leading order behavior in g
of the double pole contribution to Wdf to be

WdfðPf;Q2; PiÞ ¼ Oðg2Þ: ð41Þ

In conclusion, this suggests that for a narrow resonance
within the Breit-Wigner parametrization, one should
introduce

A21ðs;Q2Þ ¼
eA21ðs;Q2Þ

g
;

A22ðsf; Q2; siÞ ¼
eA22ðsf; Q2; siÞ

g2
; ð42Þ

where eA21 and eA22 do not scale with g.
It is worth commenting further as to why this is a

sensible conclusion within an EFT point of view. Within an
EFT, one can always introduce an auxiliary field for a
narrow resonance that couples to asymptotic states.
Defining the coupling to the scattering states to be propor-
tional to g, one immediately finds that any loop would be
Oðg2Þ. In other words, the s-channel loops appearing inM
andH areOðg2Þ suppressed, and these loops are the source
of the resonance nonzero width. Similarly, in Wdf the s-
channel loops, including the triangle one in Fig. 3 areOðg2Þ
suppressed. This is consistent with the fact that A22 is
enhanced relative to the triangle function by 1=g2.

B. Example: ρ resonance form factors
from lattice QCD

To illustrate the applicability of this framework, we
overview the procedure for determining the electromag-
netic form factors of the ρ resonance from lattice QCD. A
charged ρ decays primarily to a ππ isovector state, e.g.,
ρþ → πþπ0, assuming exact isospin symmetry. For heavier
than physical quark masses such that mρ < 2mπ , the ρ
becomes stable, and one may utilize the fact that matrix
elements receive exponentially suppressed finite-volume
corrections to directly extract the form factors [29]. If the
light quark mass is such that mρ > 2mπ, then the decay
channel opens, and one must resort to using the framework
presented in Refs. [35,36], as well as the formalism
presented in this work, to determine the resonant ρ form
factors.
More explicitly, let us assume that both the I ¼ 1 ππ

scattering amplitude and the πþ electromagnetic form
factor have been previously determined, as in
Refs. [29,53] respectively. Reference [36] gives an over-
view on how one uses the finite-volume formalism together
with these measured quantities to determine Wdf . Given
that in the elastic kinematic regime for l0 ¼ l ¼ 1,Wdf has
a decomposition given in Eq. (11), the finite-volume
formalism ultimately allows us to fix the unknown A22

much in the same way that K is fixed from the Lüscher
framework. Once A22 is determined, we may then follow
the procedure outlined in the beginning of this section to
determine the form factors of the ρ. Such a calculation
would yield a first-principles determination of the resonant
ρ form factors and gives a pathway for understanding the
structure of excited hadrons.
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IV. DERIVATION OF ON-SHELL
REPRESENTATIONS

In this section, we derive the on-shell representations
presented in Sec. II. Our main tool relies on summing
diagrams to all-orders, separating singularities induced by
particle production in the physical region, from short-
distance contributions. All short-distance physics is absorbed
into a set of unknown functions which can be determined
from lattice QCD. We first review the on-shell projection for
the 2 → 2 hadronic amplitude in Sec. IVA, recovering the
well-knownK matrix representation. Following this, we turn
to the transition amplitudes, first reviewing the known result
for 1þ J → 2 processes in Sec. IVB. We then present the
derivation of the main original result in this article, the
2þ J → 2 transition amplitude, in Sec. IVC.

A. Review of the 2 → 2 scattering amplitude

We begin with the hadronic 2 → 2 scattering amplitude
in the kinematic region where only one channel, composed
of two scalar particles with masses m1 and m2, is open. In
Sec. IVA 1, we lift this assumption to accommodate any
number of intermediate two-particle states. It is convenient
to consider the off-shell extension of this amplitude,
Mðp0; pÞ, where the initial state carries momenta p and
P − p for particles 1 and 2, respectively, and the final state
carries momenta p0 and P − p0, for particles 1 and 2,
respectively. Note, the momenta of the initial/final state
appear in the rightmost/leftmost part of the arguments of
Mðp0; pÞ. We will follow this convention throughout. We
leave the dependence on the total conserved momentum P
in the amplitude M implicit for notational convenience.
The on-shell amplitude is recovered by placing the external
legs on shell,

Mðp̂0⋆; p̂⋆Þ ¼ Mðp0; pÞ
����
p2¼p02¼m2

1
;ðP−pÞ2¼ðP−p0Þ2¼m2

2

; ð43Þ

where ⋆ denotes CM coordinates, and p̂⋆ and p̂0⋆ are the
orientations of particle 1 in the initial and final state in this
frame, respectively. These are not fixed when placing the
particles on their mass shell.

It can be shown, e.g., summing to all-orders in pertur-
bation theory, that Mðp0; pÞ satisfies the self-consistent
integral equation,

iMðp0; pÞ

¼ iK0ðp0; pÞ þ ξ

Z
d4k
ð2πÞ4 iMðp0; kÞiΔ1ðkÞ

× iΔ2ðP − kÞiK0ðk; pÞ; ð44Þ

where iK0 is the Bethe-Salpeter kernel, which contains all
s-channel two-particle irreducible diagrams, ξ is the sym-
metry factor defined in the previous section, iΔ1 and iΔ2

are the fully dressed propagators for particles 1 and 2,
respectively, and where the integral runs over the four-
momentum of the intermediate state particles. This equa-
tion is depicted pictorially in Fig. 5. Note that Eq. (44) can
be written such that M and K0 in the second term are
interchanged. In the following manipulations, we work
with Eq. (44) as presented but remark that the same
procedure holds for the alternative where M and K0 are
interchanged in the second term.
For each particle α ¼ 1, 2, we choose the propagators to

have unit residue at the pole mass,

iΔαðkÞ ¼
i

k2 −m2
α þ iϵ

þ iSαðkÞ; ð45Þ

≡iDαðkÞ þ iSαðkÞ; ð46Þ
where Sα are nonsingular at the pole. For the kinematic
region of interest, iK0 is nonsingular and can be thought of
as a smooth function.
We proceed to now separate the on-shell components

from Eq. (44), exploiting the fact that in the elastic
kinematic domain the only singularity that the amplitude
has is the two-particle intermediate state threshold. In other
words, we will make explicit the on-shell singularities
required by S matrix unitarity, and all off-shell contribu-
tions will be absorbed into some short-distance function to
be determined, e.g., from lattice QCD calculations. We first
iterate Eq. (44) once by substituting the relation into itself,
giving

FIG. 5. (a) Self-consistent integral equation for the hadronic scattering amplitude M as given in Eq. (44). (b) Examples of diagrams
contributing to the Bethe-Salpeter kernel, K0, which contains all s-channel two-particle irreducible diagrams.
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iMðp0; pÞ ¼ iK0ðp0; pÞ þ ξ

Z
d4k
ð2πÞ4 iK0ðp0; kÞiΔ1ðkÞ

× iΔ2ðP − kÞiK0ðk; pÞ

þ ξ

Z
d4k0

ð2πÞ4 ξ
Z

d4k
ð2πÞ4 iMðp0; k0ÞiΔ1ðk0Þ

× iΔ2ðP − k0ÞiK0ðk0; kÞiΔ1ðkÞ
× iΔ2ðP − kÞiK0ðk; pÞ: ð47Þ

We now take the second term, as well as the second loop
in the third term, and separate out the on-shell contribution,
which amounts to identifying all components which can
give an imaginary part. In Appendix A 1 we describe in
detail the procedure we follow, which closely resembles
that presented in Ref. [8]. Following the operations outlined
in the aforementioned Appendix, we find

ξ

Z
d4k
ð2πÞ4 iK0ðp0; kÞiΔ1ðkÞiΔ2ðP − kÞiK0ðk; pÞ

¼ iK1ðp0; pÞ þ
Z

dk̂⋆

4π
iK0ðp0; k̂⋆Þρ0iK0ðk̂⋆; pÞ;

¼ iK1ðp0; pÞ þ
X
l;ml

iK0;lml
ðp0Þρ0iK0;lml

ðpÞ; ð48Þ

where K1 is a smooth function, and ρ0 is the two-particle
phase space defined in Eq. (2) which is evaluated at s. The
quantities K0ðp0; k̂⋆Þ and K0ðk̂⋆; pÞ are the kernels where
the intermediate state is projected on shell. The intermedi-
ate states are further decomposed into partial waves
K0;lml

ðp0Þ and K0;lml
ðpÞ defined as

K0ðk̂⋆; pÞ ¼
ffiffiffiffiffiffi
4π

p X
l;ml

Yl;ml
ðk̂⋆ÞK0;lml

ðpÞ; ð49Þ

K0ðp0; k̂⋆Þ ¼
ffiffiffiffiffiffi
4π

p X
l;ml

K0;lml
ðp0ÞY�

l;ml
ðk̂⋆Þ; ð50Þ

where l is the angular momentum between the two
particles defined in their CM frame, andml is its projection
onto some fixed axis. Note that we only projected the
intermediate states of each kernel on shell, leaving the
external kinematics off their mass-shell until after we
iterated over all loops in the integral equation.
Applying this loop identity, and combining terms using

Eq. (44), M becomes

iMðp0; pÞ ¼ iK0ðp0; pÞ þ
X
l;ml

iMlml
ðp0Þρ0iK0;lml

ðpÞ

þ iK1ðp0; pÞ þ ξ

Z
d4k
ð2πÞ4 iMðp0; kÞiΔ1ðkÞ

× iΔ2ðP − kÞiK1ðk; pÞ; ð51Þ

where in the second term we recovered M using Eq. (44),
and its intermediate state is projected on shell and into
partial waves similar to Eq. (50). We see that the third and
fourth terms form the same structure as our starting point
Eq. (44), with a new kernel K1. Therefore, we can insert
Eq. (44) into the fourth term, and repeat the on-shell
separation as before, yielding new terms that go like
Eq. (48) with the rightmost K0 replaced by K1, and K1

replaced by K2. This pattern continues for every loop with
the new kernel defined by the previous separation. We
therefore define the iterated loop identity,

ξ

Z
d4k
ð2πÞ4 iK0ðp0; kÞiΔ1ðkÞiΔ2ðP − kÞiKjðk; pÞ

¼ iKjþ1ðp0; pÞ þ
X
l;ml

iK0;lml
ðp0Þρ0iKj;lml

ðpÞ; ð52Þ

which is structurally identical to that of Eq. (48), except for
the involvement of the jth and (jþ 1)th kernels. The
iterated loop identity is shown diagrammatically in Fig. 6.
Repeated use of Eqs. (44) and (52) to all orders allows us

to write M as

iMðp0; pÞ ¼
X∞
j¼0

iKjðp0; pÞ

þ
X
l;ml

iMlml
ðp0Þρ0

X∞
j¼0

iKj;lml
ðpÞ; ð53Þ

≡iKðp0; pÞ þ
X
l;ml

iMlml
ðp0Þρ0iKlml

ðpÞ; ð54Þ

where in the last line we defined the K matrix as the sum of
each iterated kernel. Since the intermediate state is now on
shell, we project the initial and final states on their mass
shell, and project the initial and final states via the partial-
wave expansion,

Mðp̂0⋆; p̂⋆Þ
¼ 4π

X
l0;ml0

X
l;ml

Yl0ml0 ðp̂0⋆ÞMl0ml0 ;lml
ðsÞY�

lml
ðp̂⋆Þ; ð55Þ

FIG. 6. Iterated loop identity as given in Eq. (52), where the
open circle is the Bethe-Salpeter kernelK0, the box with label j is
the jth kernel, and the dashed line indicates the two-particle phase
space cut which places intermediate state particles on shell.
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with a similar expansion for K. Substituting Eq. (55) into
Eq. (54) we recover Eq. (1) as a matrix in angular
momentum space. The partial wave expansion induces
kinematic singularities at threshold since the spherical
harmonics become singular as q⋆ → 0. Therefore,
Ml0ml0 ;lml

∼ q⋆l0þl in order to compensate for this. As
introduced in Sec. II, rotational invariance allows us to
write the amplitude as Ml0ml0 ;lml

¼ δl0lδml0ml
Ml.

As a final remark, the on-shell form Eq. (1) explicitly
shows the singularities required by unitarity of the Smatrix,
which for partial waves states that the discontinuity of the
amplitude across the real s axis must satisfy

DiscMl ¼ 2iImMl ¼ 2iρ0jMlj2; ð56Þ

for energies greater than the production threshold,
s ≥ sth ≡ ðm1 þm2Þ2. The equivalence between the dis-
continuity and the imaginary part holds from the Schwartz
reflection principle, i.e., Mðs�Þ ¼ M�ðsÞ.

1. Arbitrary number of channels

If one considers an arbitrary number of strongly inter-
acting channels, then the previous discussions are extended
such that the amplitudes are matrices in channel space. Let
a, b, and c be the channel index, which ranges from 1 to
Nch, where Nch indicates the number of channels. The self-
consistent integral equation for the scattering amplitude is
then

iMa;bðp0; pÞ ¼ iK0;a;bðp0; pÞ þ
XNch

c¼1

ξc

Z
d4k
ð2πÞ4

× iMa;cðp0; kÞiΔ1cðkÞiΔ2cðP − kÞ
× iK0;c;bðk; pÞ; ð57Þ

where the 1c and 2c indices on the propagators indicate
particle 1 and 2 in channel c, respectively. Following the
same steps to project the system to its on-shell representa-
tion, with the simple extension that each kernel is a matrix
in channel space, we arrive at the expression,

iMa;bðsÞ ¼ iKa;bðsÞ þ
XNch

c;d¼1

iMa;cðsÞρc;diKd;bðsÞ; ð58Þ

where angular momentum indices are left implicit while we
explicitly show the indices for channel space.

B. The 1 +J → 2 transition amplitude

In performing the on-shell projection of the 2 → 2
amplitude in the previous section, we effectively separated
the short and long distance contributions of this amplitude.
A similar separation can be made for the 1þ J → 2
transition amplitude, H. This can be done while placing
no restrictions on the current, except that it is local. As a
result, we consider an arbitrary external and local current.
The final two-particle state has momenta p0 and Pf − p0 for
particles 1 and 2, respectively, while the initial state has
only a single particle with momentum Pi, and associated
mass M. The external current carries a momentum transfer
squaredQ2 ¼ −ðPf − PiÞ2. We again consider the off-shell
extension Hðp0; Pf;PiÞ. As explained in Sec. II A, we will
label the current and the subsequent amplitudes with a
single superscript A, which encodes all identifiers of the
current.
The amplitude satisfies the following self-consistent

integral equation [31]:

iHAðp0; Pf;PiÞ ¼ iHA
0 ðp0; Pf;PiÞ

þ
Z

d4k
ð2πÞ4 iMðp0; kÞiΔ1ðkÞ

× iΔ2ðPf − kÞiHA
0 ðk; Pf;PiÞ: ð59Þ

Here H0 is a nonsingular and smooth function of sf in the
kinematic region of interest, similar to K0, while Δ and M
are as before. Diagrammatically, this is shown in Fig. 7. We
now substitute the self-consistent relation for the M
amplitude, given in Eq. (44), into Eq. (59). We then
proceed as before separating out the on-shell behavior.
For this situation, we cast the iterated loop identity as

ξ

Z
d4k
ð2πÞ4 iK0ðp0;kÞiΔ1ðkÞiΔ2ðPf−kÞiHA

j ðk;Pf;PiÞ

¼ iHA
jþ1ðp0;Pf;PiÞþ

X
l;ml

iK0;lml
ðp0Þρ0iHA

j;lml
ðPf;PiÞ;

ð60Þ

FIG. 7. Diagrammatic representation of the 1þ J → 2 all-orders equation defined in Eq. (59), where the open circle representingH0

contains all two-particle irreducible diagrams in the sf ¼ P2
f channel.
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where Hj is the jth iterated kernel which absorbs all real
contributions from the loop and the previous iterated
kernel, and ρ0 depends on sf. The subscript j enumerates
the number of K0 kernels inserted in the projection.
Applying the same procedure as with M we arrive at

iHA
lml

ðPf; PiÞ ¼ iHA
lml

ðPf; PiÞ
þ iMlðsfÞρ0iHA

lml
ðPf; PiÞ; ð61Þ

whereH is the infinite sum of all iterated kernels defined by
Eq. (60) and is a real function in the kinematic domain of
interest. The on-shell projection is illustrated diagrammati-
cally in Fig. 8. Note that the partial-wave expansion for H
is only on the final state,

HAðp0; Pf;PiÞ ¼
ffiffiffiffiffiffi
4π

p X
l;ml

Ylml
ðp̂0⋆

f ÞHA
lml

ðPf; PiÞ; ð62Þ

where the subscript f on p̂0⋆
f indicates that these angles are

evaluated in the CM frame of the final state.
Using Eq. (1) for M, we can write the on-shell

representation for H as

iHA
lml

ðPf; PiÞ ¼
1

1 −KlðsfÞiρ0
iHA

lml
ðPf; PiÞ: ð63Þ

At this stage, we make note thatH is an analytic function in
the complex sf plane except for the branch cut associated
with the pair production of the intermediate state and
potential bound state poles. The K matrix could in principle
have poles in sf for physical energies, which do not appear
in the scattering amplitude as poles on the real axis. One
can show, using all orders perturbation theory, that H must
have these same poles in sf. If this were not the case, the
unphysical poles would correspond to zeros of the H. This
motivates us to introduce a parametrization,

iHA
lml

ðPf; PiÞ ¼ iKlðsfÞAA
21;lml

ðPf; PiÞ; ð64Þ

where A21 is a smooth function in the allowed kinematic
domain, except for barrier factors near threshold.
Combining this with Eq. (63), we arrive at Eq. (6). As
mentioned in Sec. II, H and A21 are Lorentz tensors which
can be expanded in energy-dependent form factors.

The form of the on-shell amplitude satisfies Watson’s
final state theorem [44], meaning that the phase of the
amplitudeH is equal to that ofM. This is a consequence of
the unitarity condition for H, DiscHlml

¼ 2iρ0M�
lHlml

,
from which one immediately identifies Eq. (6) as a
solution.
Our results can be generalized to accommodate any

number of two-body scattering channels. Using the results
for the coupled-channel scattering amplitude and extending
Eq. (59) for Nch channels, we find

iHA
aðp0; Pf;PiÞ ¼ iHA

0;aðp0; Pf;PiÞ

þ
XNch

b¼1

ξb

Z
d4k
ð2πÞ4 iMa;bðp0; kÞiΔb1ðkÞ

× iΔb2ðPf − kÞiHA
0;bðk; Pf;PiÞ: ð65Þ

The preceding arguments can be made to show that its on-
shell representation has the same analytic structure,

HA
aðPf; PiÞ ¼

XNch

b¼1

Ma;bðsfÞAA
21;bðPf; PiÞ; ð66Þ

which agrees with Eq. (6) and the expressions presented in
Ref. [31]. Here, Ha and A21;a are elements of a vector in
channel space for some given initial state, and Ma;b is
defined in Eq. (58).
All arguments above were for the case when the current

interacts with an initial single-particle state, 1þ J → 2,
and the same manipulations apply if one considers the case
where the current is ejected in the final state, 2 → 1þ J .
Moreover, the previous derivation can be adapted to the
case with no initial hadrons, i.e., J → 2, by replacing the
kernel H0 with one encoding the short-distance dynamics
of pair creation. Therefore the on-shell amplitude of
both processes has the same analytic structure. This is
because the J → 2 reaction is analogous to a 1þ J → 2
transition where the initial state happens to have vanishing
momentum.

C. The 2 +J → 2 transition amplitude

Here we present an all orders calculation of the 2þJ →2
amplitude, W, where an external current with arbitrary
Lorentz structure injects momentum into the initial two
particle system. We consider the case where the species of

FIG. 8. On-shell projection of H, where the left-hand side is Eq. (59) and the right hand side is Eq. (61). The white box indicates the
real function H.
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the initial and final state particles are the same. In this case,
the initial state particles have momenta p and Pi − p for
particles 1 and 2, respectively, while the final state has p0
and Pf − p0 for particles 1 and 2, respectively. Therefore,
the external current carries a momentum transfer squared
Q2 ¼ −ðPf − PiÞ2. The W amplitude is defined via the
matrix element as in Eq. (7), and is the on-shell limit of the
off-shell extension,

WAðPf; p̂0⋆
f ;Pi; p̂⋆

i Þ

¼ WAðPf; p0;Pi; pÞ
����
p2¼p02¼m2

1
;ðPi−pÞ2¼ðPf−p0Þ2¼m2

2

: ð67Þ

Generally, the current can also be flavor changing, as in the
1þ J → 2 case. We first focus on the case where the
current is not flavor changing, so that the initial, inter-
mediate, and final states are the same species. Furthermore,
for the following derivation we consider the case where
particle 1 is neutral with respect to the external current, i.e.,
the current only interacts with particle 2. At the end of this
section, we comment on the extension in which both
particles interact with the current, including the case where
the particles are identical. Additionally, we show the result
for an arbitrary number of channels to which the current can
couple.
We proceed as before, only now we have to separate out

the on-shell behavior from both the initial and final state
two-particle scatterings. However, we encounter a new

feature which is not present in the previous case, namely the
triangle diagram topology in which the current interacts
with a single particle only. This introduces new kinematic
singularities in addition to those already present in the two-
particle loop. Considering the elastic region for both the
initial and final states, using all-orders perturbation theory
the amplitude can be separated into two topologically
distinct classes of amplitude,

iWA ¼ iWA
1B þ iWA

1B; ð68Þ

where the subscript 1B stands for topologies where the
current couples to a single hadron (one-body), cf. Fig. 9.
Each amplitude contains a distinct kernel, which repre-

sents all short-range physics which cannot go on shell in the
kinematic domain of our interest. First, the kernel contained
in the amplitudeW1B we denote asW0j0, and it represents a
short-range 2þ J → 2 transition amplitude, which is two-
particle irreducible in both the si and sf channels, where
si ¼ P2

i and sf ¼ P2
f. Like the kernelH0, the subscript “0”

denotes the absence of two-particle dressings fromK0, with
the vertical line representing a distinction between initial
and final states. These kernels are smooth, nonsingular
functions in the elastic region of both the initial and final
states. Dressing this kernel with all two-particle scatterings
to all orders in the strong interactions, one can show that
W1B obeys the following equation:

iWA
1BðPf; p0;Pi; pÞ ¼ iWA

0j0ðPf; p0;Pi; pÞ

þ ξ

Z
d4k
ð2πÞ4 iMðp0; kÞiΔ1ðkÞiΔ2ðkfÞiWA

0j0ðPf; k;Pi; pÞ

þ ξ

Z
d4k
ð2πÞ4 iW

A
0j0ðPf; p0;Pi; kÞiΔ1ðkÞiΔ2ðkiÞiMðk; pÞ

þ ξ

Z
d4k0

ð2πÞ4 ξ
Z

d4k
ð2πÞ4 iMðp0; k0ÞiΔ1ðk0ÞiΔ2ðk0fÞiWA

0j0ðPf; k0;Pi; kÞiΔ1ðkÞiΔ2ðkiÞiMðk; pÞ; ð69Þ

FIG. 9. Diagrammatic representations of the all-orders equations forW1B given in Eq. (69) andW1B in Eq. (73), where the open circle
is the kernel iW0j0.
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where we remind the reader of the shorthand notation
ki ≡ Pi − k, and similarly for the final state and k0
momenta. Equation (69) is represented diagrammatically
in Fig. 9.
The second type of kernel we consider is the off-shell

extension of the single hadron transition amplitude w,
which can be expressed in terms of the off-shell extended
form factors fj and kinematic functions Kj as in Ref. [36],

wAðkf; kiÞ ¼
X
j

KA
j ðkf; kiÞfjðQ2; k2f; k

2
i Þ; ð70Þ

where ki is the momentum flow from the initial state, and
kf the momentum flow from the final state, giving the same
invariant momentum transfer squared as before. Since we
consider here the case where the external current couples
only to particle 2, all quantities in Eq. (70) refer to this
particle. This restriction can be trivially lifted by consid-
ering two sets of kernels w1 and w2, each coupling to
particles 1 and 2, respectively, which we discuss later.
We consider an illustrative example of the explicit

decomposition of Eq. (70) for the following two cases.
If the current is a scalar and the initial and final particles are
identical scalars, then the sum only includes a single form
factor with no kinematic prefactor. If instead the current is a
conserved vector current, the sum again only has one term
and the prefactor is Kμðkf; kiÞ ¼ ðkf þ kiÞμ.
Physical single-hadron form factors are defined by the

on-shell limit of this kernel, i.e., by continuing Eq. (70) to
k2i ¼ k2f ¼ m2

2, which is equivalent to the single hadron
matrix element,

wAðkf; kiÞ
����
k2f¼m2

2
;k2i¼m2

2

¼ wA
onðkf; kiÞ; ð71Þ

where in this case we define the on-shell limit as affecting
the form factors only, leaving the kinematic tensors
unaffected. The on-shell form factor is denoted with a
single argument Q2, differing from the off-shell extension
where it depends on both the initial and final invariant
mass,

fjðQ2Þ ¼ lim
k2
i
→m2

2
k2
f
→m2

2

fjðQ2; k2f; k
2
i Þ: ð72Þ

There are three sets of diagrams that include the kernel w
which contribute to the all-orders relations forW1B. Two of
them involve the case where the current probes either the
initial or final state, and the third set of diagrams include the
case where the current probes one of the propagators in an
intermediate state. Summing to all orders, one finds the
relation,

iWA
1BðPf; p0;Pi; pÞ
¼ iwAðp0

f; p
0
iÞiΔ2ðp0

iÞiMðp0; pÞ
þ iMðp0; pÞiΔ2ðpiÞiwAðpf; piÞ

þ
Z

d4k
ð2πÞ4 iMðp0; kÞiΔ1ðkÞiΔ2ðkfÞiwAðkf; kiÞ

× iΔ2ðkiÞiMðk; pÞ: ð73Þ

Combining Eqs. (69), (73), and (68) leads to a complete
all-orders description of the 2þ J → 2 amplitude in terms
of general one- and two-particle irreducible kernels.
Diagrammatically, W1B and W1B are shown in Fig. 9.

1. On-shell projecting W1B

We now project Eq. (69) such that intermediate states are
on their mass-shell. This case follows the same manipu-
lations as inH, except here there are two-body dressings on
both the initial and final states. We split the on-shell
projection into two steps. Initially, consider the first and
second terms of Eq. (69), where the final state is dressed
with two-particle scattering processes. The form of these
two terms is similar to H, and we can project these two
terms to their on-shell form,

iWA
0j0ðPf;p0;Pi;pÞ

þ ξ

Z
d4k
ð2πÞ4 iMðp0; kÞiΔ1ðkÞiΔ2ðkfÞiWA

0j0ðPf; k;Pi;pÞ

¼ iWA
∞j0ðPf;p0;Pi;pÞ

þ
X
l;ml

iMlðp0Þρ0iWA
∞j0;lml

ðPf;Pi;pÞ; ð74Þ

where the new kernel is defined as

WA
∞j0 ¼

X∞
j¼0

WA
jj0; ð75Þ

andWjj0 is the jth iterated kernel for the final state, defined
in the same way as Eq. (60),

ξ

Z
d4k
ð2πÞ4 iK0ðp0; kÞiΔ1ðkÞiΔ2ðkfÞiWA

jj0ðk; Pf;PiÞ

¼ iWA
jþ1j0ðp0; Pf;PiÞ

þ
X
l;ml

iK0;lml
ðp0Þρ0iWA

jj0;lml
ðPf;PiÞ: ð76Þ

Again, the subscript j indicates the number of absorbed
kernelsK0 from the on-shell projection. In the second term,
the intermediate-state particles are on shell, and we
expanded both the amplitude and the kernel into partial
waves as in Eq. (49). Recall that the external states remain
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off shell, which means that this same decomposition holds
for the third and fourth terms of Eq. (69), in which the
kernels in Eq. (74) are dressed with two-body scatterings
on the initial state. Next, the third and fourth terms
represent a similar form to before, except we trade the
final for initial state two-body dressings. Repeating
the same projection with this new kernel, now on the
initial state, we arrive at the fully on-shell projected W1B
amplitude,

iWA
1B;l0ml0 ;lml

ðPf;PiÞ
¼ ½1þ iMl0 ðsfÞρ0�iWA

1B;l0ml0 ;lml
ðPf;PiÞ½1þρ0iMlðsiÞ�;

ð77Þ

where we introduce a new short-distance kernelW1B which
absorbs all the off-shell contributions from the intermediate
state on-shell projections, defined by

WA
1B ≡WA

∞j∞ ¼
X∞
j¼0

WA
∞jj; ð78Þ

whereW∞jj is defined via an iterate loop identity which we
forgo writing since it is structurally identical to Eq. (76)
except for the swapping of the kernels. The phase space
factors depend on the same total momentum as their
respective adjacent factors of M. Additionally, we have
placed the external states on their mass shell and expanded
them into their respective partial-wave projections,

WA
1BðPf; k̂

⋆
f ;Pi; k̂

⋆
i Þ

¼ 4π
X
l0;ml0

X
l;ml

Yl0ml0 ðk̂⋆
fÞWA

1B;l0ml0 ;lml
ðPf; PiÞY�

lml
ðk̂⋆

i Þ;

ð79Þ

which holds for both W1B and W1B. Unlike the 2 → 2
amplitude, the angular momentum between the hadrons is
not conserved due to the insertion of the current, and thus is
a dense matrix in this space. Equation (77) shows that the
on-shell kernel is dressed by initial and final state rescatter-
ings, similar to how the 1þ J → 2 amplitude is dressed in
the final state, cf. Eq. (61).

2. On-shell projecting W1B

Moving on to W1B we need to consider contributions
due to the single hadron transition amplitude. This leads to
a new on-shell function, namely the triangle diagram. We
start with the first term of Eq. (73) by using Eq. (44) to
obtain expressions where w is attached to the kernel K0,

iwAðp0
f; p

0
iÞiΔ2ðp0

iÞiMðp0; pÞ
¼ iwAðp0

f; p
0
iÞiΔ2ðp0

iÞiK0ðp0; pÞ

þ iwAðp0
f; p

0
iÞiΔ2ðp0

iÞξ
Z

d4k
ð2πÞ4 iK0ðp0; kÞiΔ1ðkÞ

× iΔ2ðkiÞiMðk; pÞ: ð80Þ

Following similar steps outlined in detail in Ref. [36], we
use Eq. (45) to isolate the pole piece of the propagators. We
expand the kernels on either side of the pole term about the
pole. Next, we project the kinematics of the single-particle
form factor(s), appearing in the definition of w, adjacent to
the pole on shell; however we leave the kinematic tensors
Kj off shell. We keep the on-shell kernels multiplying the
pole term and absorb all remaining contributions into a new
smooth kernel which we define as WLj0, where L denotes
that the current absorbed was from the left. These oper-
ations are summarized by the on-shell rule, diagrammati-
cally shown in Fig. 10,

iwAðp0
f;p

0
iÞiΔ2ðp0

iÞiK0ðp0;pÞ

¼ iwA
onðp0

f;p
0
iÞiD2ðp0

iÞ
X
lm

ffiffiffiffiffiffi
4π

p
Ylmðp̂0⋆

i Þ
�
p0⋆
i

q⋆i

�
l
iK0;lmðpÞ

þiWA
Lj0ðPf;p0;Pi;pÞ; ð81Þ

where we note that the final state for the kernel K0 has an
additional barrier factor in its partial wave expansion as
compared to Eq. (49). This factor ensures that no
spurious threshold singularities arise since the partial-wave
kernel behaves like K0;lmðpÞ ∼ q⋆li , the relative momen-
tum defined in Eq. (3) evaluated at si, while the
spherical harmonics have a ðp0⋆

i Þ−l behavior. In order to
elucidate the validity of this expression, we note that the
partial-wave decomposition of the off-shell kernel can be
written as

FIG. 10. Diagrammatic representation of the expansion shown
in Eq. (81). The dotted line in the first term represents the pole
piece of the propagator, D2, and the second term is a new smooth
kernel we define as WLj0.
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iK0ðp0; pÞ ¼
X

l0ml0 ;lml

ffiffiffiffiffiffi
4π

p
Yl0ml0 ðp̂0⋆

i ÞiK0;l0ml0 ;lml
ðp02

i ; siÞ
ffiffiffiffiffiffi
4π

p
Y�
lml

ðp̂⋆
i Þ;

¼
X

l0ml0 ;lml

Yl0ml0 ðp0⋆
i ÞiK0;l0ml0 ;lml

ðsiÞ
ffiffiffiffiffiffi
4π

p
Y�
lml

ðp̂⋆
i Þ

þ
X

l0ml0 ;lml

Yl0ml0 ðp0⋆
i Þ

��
q⋆i
p0⋆
i

�
l0

iK0;l0ml0 ;lml
ðp02

i ; siÞ − iK0;l0ml0 ;lml
ðsiÞ

� ffiffiffiffiffiffi
4π

p
Y�
lml

ðp̂⋆
i Þ; ð82Þ

where in the first equality we have made the dependence on p02
i explicit for the off-shell kernel. In the last equality, we have

added and subtracted the value of K0;lm;l0m0 when all particles are placed on shell. The last term vanishes in the on-shell
limit and does not have threshold singularities.
Substituting this into Eq. (80) and simplifying using Eq. (44), we get

iwAðp0
f; p

0
iÞiΔ2ðp0

iÞiMðp0; pÞ ¼ iwA
onðp0

f; p
0
iÞiD2ðp0

iÞiMðp0⋆
i ; pÞ

þ iWA
Lj0ðPf; p0;Pi; pÞ þ ξ

Z
d4k
ð2πÞ4 iW

A
Lj0ðPf; p0;Pi; kÞiΔ1ðkÞiΔ2ðkiÞiMðk; pÞ: ð83Þ

Here,M indicates that the partial wave expansion of the 2 → 2 amplitude contains a barrier factor [35,36]. In this case, the
partial-wave projection looks like

Mðp0⋆
i ; p̂iÞ ¼

ffiffiffiffiffiffi
4π

p X
l0;ml0

X
l;ml

Yl0ml0 ðp0⋆
i ÞMl0ml0 ;lml

ðsiÞY�
lml

ðp̂⋆
i Þ: ð84Þ

From here on, all amplitudes which contain the overline follow this convention.
Following similar manipulations for the second term in iW1B, we obtain

iMðp0; pÞiΔ2ðpfÞiwAðpf; piÞ ¼ iMðp0;p⋆
fÞiD2ðpfÞiwA

onðpf; piÞ

þ iWA
0jRðPf; p0;Pi; pÞ þ ξ

Z
iMðp0; kÞiΔ1ðkÞiΔ2ðkfÞiWA

0jRðPf; k;Pi; pÞ; ð85Þ

where W0jR is a new nonsingular kernel arising from the on-shell projection with the current on the right.

For the final term in Eq. (73), we first use Eq. (44) and
look at the triangle diagram with K0 kernels on each side.
In Appendix A 2, we consider this loop in detail. We show
that this can be written in terms of three singular pieces and

a new nonsingular contribution, which we label W0jCj0.
Using the expression derived in Appendix A 2, Eq. (A19),
as well as Eq. (81) and the equivalent for the iK0iΔ2iw
case, we find

Z
d4k
ð2πÞ4 iK0ðp0; kÞiΔ1ðkÞiΔ2ðkfÞiwAðkf; kiÞiΔ2ðkiÞiK0ðk; pÞ

¼ iWA
0jCj0ðPf; p0;Pi; pÞ þ

X
l0;ml0

iK0;l0ml0 ðp0Þρ0iWA
Lj0;l0ml0

ðPf;Pi; pÞ þ
X
l;ml

iWA
0jR;lml

ðPf; p0;PiÞρ0iK0;lml
ðpÞ

þ
X
l0;ml0

X
l;ml

K0;l0ml0 ðp0Þ
X
j

ifjðQ2ÞGA
j;l0ml0 ;lml

ðPf; PiÞK0;lml
ðpÞ: ð86Þ

Equation (86) defines a new short-distance kernel W0jCj0
which absorbs all off-shell contribution. We also see two
contributions from a two particle cut, and associated
kernels WLj0 and W0jR, which are the same kernels we

found in Eqs. (83) and (85). This decomposition is
illustrated in Fig. 11.
The final term of Eq. (86) involves G, the triangle

function, which is a purely kinematic function given in
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Eq. (12). In Appendix A 2, we present two different ways
of defining this function. The first follows from Ref. [36],
and the second follows from the Cutkosky rules [54]. The
difference between these two is a smooth function and can
be absorbed into the definition of W0jCj0.

Summing back the rescattering contributions using
Eq. (44), and combining the result with Eqs. (83) and
(85), we on-shell project the remaining rescattering effects
on the kernels WLj0, W0jR, and W0jCj0 in a similar manner
to the derivations of the preceding section. We arrive at the
on-shell form for W1B,

iWA
1BðPf; p0;Pi; pÞ ¼ iwA

onðp0
f; p

0
iÞiD2ðp0

iÞiMðp0⋆
i ; pÞ þ iMðp0;p⋆

fÞiD2ðpfÞiwA
onðpf; piÞ

þ
X
l0;ml0

X
l;ml

Ml0ml0 ðp0Þ
X
j

ifjðQ2ÞGA
j;l0ml0 ;lml

ðPf; PiÞMlml
ðpÞ

þ 4π
X
l0;ml0

X
l;ml

Yl0ml0 ðp̂0⋆
f Þ½1þ iMl0 ðsfÞρ0�iWA

1B;l0ml0 ;lml
ðPf; PiÞ½1þ ρ0iMlðsiÞ�Y�

lml
ðp̂⋆

i Þ; ð87Þ

where W1B is a new kernel which is defined as

WA
1B ¼ WA

∞jCj∞ þWA
Lj∞ þWA

∞jR; ð88Þ

in which each of these kernels are defined to be fully dressed by the two-body kernels K0 which resulted from the on-shell
projection, e.g., as in Eq. (75). Both scattering amplitudes in the third term have on-shell kinematics for the intermediate
states, and the last term has an identical structure as in Eq. (77), which we will exploit in the next section.

3. Full on-shell result for W

Finally, we can combine Eqs. (77) and (87) into our on-shell expression for W,

iWA
1BðPf; p0;Pi; pÞ ¼ iwA

onðp0
f; p

0
iÞiD2ðp0

iÞiMðp0⋆
i ; pÞ þ iMðp0;p⋆

fÞiD2ðpfÞiwA
onðpf; piÞ

þ
X
l0;ml0

X
l;ml

Ml0ml0 ðp0Þ
X
j

½ifjðQ2ÞGA
j;l0ml0 ;lml

ðPf; PiÞ�Mlml
ðpÞ

þ 4π
X
l0;ml0

X
l;ml

Yl0ml0 ðp̂0⋆
f Þ½1þ iMl0 ðsfÞρ0�iWA

l0ml0 ;lml
ðPf; PiÞ½1þ ρ0iMlðsiÞ�Y�

lml
ðp̂⋆

i Þ; ð89Þ

whereW ¼ W1B þW1B. The first two terms represent the case where the current probes an external particle, which yields a
kinematic divergence from the pole term of the propagator. As these terms do not yield physics involving short-range two-
body dynamics, we define a divergence-free amplitude, Wdf , which removes these two pole contributions,

iWA
dfðPf; p0;Pi; pÞ≡ iWAðPf; p0;Pi; pÞ − iwA

onðp0
f; p

0
iÞiD2ðp0

iÞiMðp0⋆
i ; pÞ − iMðp0;p⋆

fÞiD2ðpfÞiwA
onðpf; piÞ: ð90Þ

It is worth remarking thatWdf is the amplitude which naturally appears in the formalism for finite-volume two-body matrix
elements of local currents [35,36]. Of course, one can use the identity (90) to obtain the full W amplitude.
Removing external leg contributions, which solely depend on previously known dynamical functions, we arrive at the

expression,

FIG. 11. Decomposition of triangle diagram into on-shell pieces involving new kernels W0jCj0, WLj0, WRj0.
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iWA
df;l0ml0 ;lml

ðPf;PiÞ

¼ 1

1−Kl0 ðsfÞiρ0
iWA

l0ml0 ;lml
ðPf;PiÞ

1

1− iρ0KlðsiÞ
þMl0 ðsfÞ

X
j

ifjðQ2ÞGA
j;l0ml0 ;lml

ðPf;PiÞMlðsiÞ: ð91Þ

In arriving at this expression, we have partial-wave pro-
jected Wdf using the expansion Eq. (79), and we used
Eq. (1) for the initial and final state scattering amplitudes.
As was the case forH in Sec. IV B,W contains potential K
matrix poles. Because W depends on the energy of the
initial and final states, it can haveK matrix poles associated
with both of these states. To make this explicit, we
introduce one final parametrization, which closely mirrors
Eq. (64),

WA
l0ml0 ;lml

ðPf; PiÞ ¼ Kl0 ðsfÞA22;l0ml0 ;lml
ðPf; PiÞKlðsiÞ:

ð92Þ

Combining this with the previous equation, we arrive at our
final result,

iWA
df;l0ml0 ;lml

ðPf; PiÞ

¼ Ml0 ðsfÞ
�
iAA

22;l0ml0 ;lml
ðPf; PiÞ

þ
X
j

ifjðQ2ÞGA
j;l0ml0 ;lml

ðPf; PiÞ
�
MlðsiÞ; ð93Þ

where we have made explicit all partial wave indices. This
agrees with Eq. (11) when considering that only particle 2
couples to the current.

4. Generalizations for two charged species
and identical particles

We can easily generalize the above relations for the case
where both particles are charged under interaction of the
external current. First, consider the case where the particles
are distinguishable. Each particle has an associated form
factor fj;α where α ¼ 1 or 2, and an associated kernel wα

given by Eq. (70). Our starting all-orders equation Eq. (73)
is augmented with the addition of two more terms where
the external leg of particle 1 is probed by the current and an
additional triangle diagram. These additional terms carry
through the same on-shell projections as before, and we
have the amplitude,

iWAðPf; p0;Pi; pÞ
¼

X
fiwoniDiMg þ iWA

dfðPf; p0;Pi; pÞ; ð94Þ

where Wdf now has the form, as a matrix in angular
momentum space,

iWA
dfðPf; PiÞ

¼ MðsfÞ
�
iA22ðPf; PiÞ þ

X
j

ifj;1ðQ2ÞGA
j;1ðPf; PiÞ

þ
X
j

ifj;2ðQ2ÞGA
j;2ðPf; PiÞ

�
MðsiÞ; ð95Þ

where Gj;2 is the kinematic triangle function associated with
particle 2, as defined in Eq. (12), and Gj;1 is the triangle
function where particle 1 is switched with particle 2.
In the case of identical particles, there are still four terms

in Eq. (94) associated with the current probing the external
leg. In Eq. (95), however, there is only one triangle function
contribution.

5. Arbitrary number of channels

For multiple two-particle scattering channels, Wdf , M,
A22, and

P
j fjGj become matrices in channel space, where

the latter is a dense matrix if the current allows for species
transmutation. Suppressing the angular momentum indices,
one finds that the coupled-channel Wdf takes the form,

iWA
df;a;bðPf; PiÞ

¼
XNch

c;c0¼1

Ma;c0 ðsfÞ
�
iAA

22;c0;cðPf; PiÞ

þ
X2
α¼1

X
j

ifj;ðc0αÞ;ðcαÞðQ2ÞGA
j;ðc0αÞ;ðcαÞðPf; PiÞ

�
Mc;bðsiÞ;

ð96Þ

where a=b denote the external channel space indices, and
the c=c0 indices are summing over the Nch intermediate
channels. For each intermediate channel, the current can
couple to two legs in the triangle diagram. This is encoded
in the α index which can take on either 1 or 2. The
definition of the other labels, like j and A, carry through
from the previous expressions. In practice, for a specified
current and in/out states, these expressions can be sim-
plified further. This is the most general form we obtain
for Eq. (11).

6. Comparison with existing formalism

Having completed the derivation of our main result,
Eq. (11), it is worth remarking on the comparison of this
equation with existing formalism for 2þ J → 2 ampli-
tudes. In short, previous work, which includes
Refs. [3,47,48,55],9 considered the constructions of these
amplitudes for a specific channel using a well motivated
EFT. Furthermore, in all of these, the calculation was

9For a study in 1þ 1D of the elastic form factors of resonance,
we point the reader to Ref. [56].
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naturally performed to a finite order in the EFT expansion.
This is to say, the goals and results of these studies were
quite different than the one presented here.
Nevertheless, what is true is that because our result is the

most general to date, one can cast it in the form of previous
existing formalism, while the converse is not true. As an
illustrative example, we consider the result presented in
Ref. [3]. This study used next-to-leading (NLO) order χPT to
determine the ππ þ J → ππ scattering amplitude in the
presence of an external scalar current. In order to assure that
these amplitudes satisfy unitarity nonperturbatively, the
authors follow a unitarization procedurewhere the s-channel
diagrams are effectively upgraded in the power counting and
summed to all orders. Special attention was placed on the
scalar/isoscalar channel, where the σ=f0ð500Þ resonance
resides. By analytically continuing to the σ=f0ð500Þ pole,
they were able to constrain the scalar radius of this state to be
hr2i ¼ ð0.19� 0.02Þ − ið0.06� 0.02Þ fm2, suggesting it is
a compact state.
The most general form of their result is in Eq. (71) of

Ref. [3]. The notation used in that reference is slightly
different than the one adopted here. Therefore to make a
comparison we first provide a relationship between the
notations. The amplitude the authors considered, which they
labelTS, does not include the single-particle poles.As a result,
this can be interpreted as the analogue to Wdf. The denom-
inator of this has the same denominator as MðsfÞMðsiÞ.
More specifically the denominator of their expression can be
written as VNLOðsfÞVNLOðsiÞ=½MðsfÞMðsiÞ�, where VNLO

is the Bethe-Salpeter kernel obtained at NLO in χPT.
Within this scheme, the authors define the numerator at

NLO in χPT. We label the numerator of Eq. (71) of Ref. [3]
as NNLO, instead of W to avoid confusion. Given this, we
can equate our main result Eq. (11) to Eq. (71) of Ref. [3],
to find

ðiA22 þ if · GÞ ≈ V−1
NLO · NNLO · V−1

NLO: ð97Þ

Here we have dropped the kinematic arguments and the
spherical harmonic indices of the functions. This is an
approximate relation due to the fact that the right-hand side
is only defined perturbatively. Nevertheless, as illustrated in
Ref. [3] going to NLO in the chiral expansion assures that
NNLO will encode the triangle singularity. In other words,
the right-hand side of Eq. (97) has the same singularities as
the left-hand side.
This example illustrates that given one EFT calculated to

a sufficiently high order, one can recover the key features of
our main result. Of course, the nonsingular contributions
and the exact prefactor of the singularities are in general
nonperturbative dynamical functions. Presently the only
tool available for obtaining these is lattice QCD following
the formalism and procedure outlined in Refs. [35,36].

V. CONCLUSION

We have presented a model independent on-shell decom-
position for transition amplitudes of two hadrons interact-
ing with an external current. Building off the known result
for transitions involving 1þ J → 2 processes, we sum to
all orders in the strong interaction, while working to leading
order in the current insertion, to find an on-shell repre-
sentation for 2þ J → 2 scattering. The result is valid for
any number of channels involving two spinless hadrons
which couple to an arbitrary partial wave, as well as any
structure for the external current. Comparing to standard
2 → 2 or 1þ J → 2 processes, the 2þ J → 2 transition
amplitude contains, as well as the two-particle branch cut,
an additional singular structure in the form of the triangle
function. The triangle function induces additional singu-
larities stemming from on-shell intermediate states where
one of the particles interacts with the external current.
We showed, given the on-shell 2þ J → 2 transition

amplitude, we can rigorously define resonance form factors
by analytically continuing the amplitude to the unphysical
Riemann sheet in both the initial and final state two-particle
energies. The transition amplitudes presented connect to
the previously studied finite-volume formalism [35,36]
which links to matrix elements calculated with lattice
QCD. This allows us to ascertain structural information
of resonant states, such as charge radii, in an EFT
independent way.
We close by remarking that this work provides a key step

towards understanding the analytic decomposition of more
complicated transition amplitudes. In particular, one class
of amplitudes that are pressing are those involving two-
current insertions, “in”þ J A → “out”þ J B. These play
an important role in our understanding of phenomena
ranging from the nature of low-lying QCD states to
extensions of the Standard Model. For instance, there is
a growing demand to have reliable estimates of nuclear
matrix elements pertinent for neutrino-less double beta
decay [57].10

As one would expect, the analytic structure of “in”þ
J A → “out”þ J B amplitudes will, in general, depend on
the amplitudes for the allowed subprocesses. Depending on
the nature of the “in”/ “out” states, these subprocesses will
include those described by M, H, and Wdf . This explains
the claim made that understanding the analytic structure of
Wdf , among other things, is a necessary step towards
constraining the aforementioned processes.
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APPENDIX A: LOOP DIAGRAMS

The derivations considered in this work rely on the
correct identification of the analytic structure of the
s-channel intermediate loop diagrams that contribute to
the nonanalytic part of the amplitudes. In this Appendix we
review the origin of these contributions.

1. Bubble loop

We begin with the loop with no current insertions of
Eq. (48). This is the diagram that visually resembles a
bubble on the left-hand side of Fig. 6. It is well known that
this loop leads to square-root singularities at the two-
particle thresholds. We provide a derivation of this result
for two reasons. The first is completeness. The second is the
fact that the techniques used for the bubble diagram will
also be used for the more complicated triangle dia-
gram below.
We will use generic end cap functions LðP; kÞ and

RðP; kÞ, that can represent any of the different kernels used
in our derivations. These are smooth for real energies and
kinematics where two-particle states can go on shell. Away
from this limited region, they can have singularities, in
particular associated with other thresholds. Here, P denotes
the total momentum of the system and k is the momentum
of one of the internal particles, this is illustrated in Fig. 6.
Furthermore, in general these will depend on the momenta
of external states, which can be off shell. Because the
momenta of the external legs play no role in the expressions
that follow, they will be left implicit.
Using these end caps, the loop in full notation is written as

I0ðPÞ ¼ ξ

Z
d4k
ð2πÞ4 iLðP; kÞiΔ1ðkÞiΔ2ðP − kÞiRðP; kÞ;

ðA1Þ

where the propagators iΔαðkÞ and the symmetry factor ξ are
described in the main text.
Our goal is not to provide an exact form of this integral,

but rather to isolate its singular piece. To be able to evaluate
the integral exactly would require having a closed form for
the end caps, which is not the case. Instead we recognize
that the singularities of these diagrams emerge from
intermediate particles going on shell. As a result, the
singular contribution will only depend on the end caps
evaluated on shell. With this in mind, we define partial-
wave projected on-shell end caps that contain barrier
factors, so as to avoid spurious singularities from the
spherical harmonics,

iLðP;k⋆Þ≡X
l;ml

iLlml
ðPÞY�

lml
ðk⋆Þ;

iRðP;k⋆Þ≡X
l;ml

Ylml
ðk⋆ÞiRlml

ðPÞ; ðA2Þ

where the function Ylml
is defined in Eq. (13). For values

of k⋆ putting the particles inside the loop on shell, these
quantities are equal to the on-shell L and R respectively.
The decomposition prescription of the off-shell kernels that
we adopt in this case is

iLðP; kÞ ¼ iLðP;k⋆Þ þ ½iLðP; kÞ�δ;
iRðP; kÞ ¼ iRðP;k⋆Þ þ δ½iRðP; kÞ�; ðA3Þ

where in the first termon the rhs of each equationwe have the
kernel with the legs next to the loop evaluated on shell, i.e.,
k2 ¼ m2

1 and ðP − kÞ2 ¼ m2
2. The terms with a δ operator

next to them are inspired by the notation introduced in
Ref. [35], in this case theywill vanishwhen both internal legs
of the loop are on shell and thereforewill be proportional to at
least one factor of ðk2 −m2

1ÞððP − kÞ2 −m2
2Þ. This means

that a term with a δ operator times the propagators will be
smooth. Furthermore, in order to obtain the singular con-
tribution of the integral, we just need to consider the term
with the propagators replaced by their singular pieces,

I0ðPÞ ¼
X

l;ml;l0;m0
l

iLlml
ðPÞξ

Z
d4k
ð2πÞ4 ðY

�
lml

ðk⋆Þ

× iD1ðkÞiD2ðP − kÞYl0m0
l
ðk⋆ÞÞiRl0m0

l
ðPÞ

þ δI0ðPÞ; ðA4Þ

where δI0 is purely smooth in the kinematic region of
interest.
The singular contribution can be isolated from the first

term above in a few different ways. First, one could
evaluate the k0 integral using Cauchy’s theorem by closing
the contour from below. The singular contribution would
come from the pole at ωk1 ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

1

p
in iD1ðkÞ.
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The remaining three-dimensional integral can be written in
spherical coordinates. The singular piece arises from the
pole of the remaining propagator. By picking this contri-
bution, one can evaluate the remaining spherical integral
using the orthogonality relations of the spherical harmonics
to find

I0ðPÞ ¼
X
l;ml

iLlml
ðPÞ ξq⋆

8π
ffiffiffi
s

p iRlml
ðPÞ þ δI 0

0ðPÞ;

¼
X
l;ml

iLlml
ðPÞρ0iRlml

ðPÞ þ δI 0
0ðPÞ; ðA5Þ

where δI 0
0 contains all the nonsingular terms and ρ0 is the

two-body phase space factor defined in Eq. (2). The
applicationof this result iswritten diagrammatically inFig. 6.
Alternatively, one can obtain the discontinuity using

Cutkosky rules [54], which amount to replacing the
propagators with Dirac delta functions,

iD1ðkÞ → 2πδðk2 −m2
1Þθðk0Þ;

iD2ðP − kÞ → 2πδððP − kÞ2 −m2
2ÞθðP0 − k0Þ: ðA6Þ

After doing the substitution, carrying out two integrals with
the help of the Dirac deltas, and performing the remaining
angular integration we obtain the well-known discontinuity
of the bubble loop,

1

2
DiscI0ðPÞ ¼

X
l;ml

iLlml
ðPÞ ξq⋆

8π
ffiffiffi
s

p θðs − sthÞiRlml
ðPÞ;

ðA7Þ
which of course agrees with the result of Eq. (A5).
We close by remarking that although we have in fact

isolated the singular piece of the bubble diagram, which
was our goal, there is a freedom as to how ρ is defined. For
example, one can could shift it by an overall real function,
while simultaneously redefining δI 0

0, such that I0 is
unchanged. One example of an alternative definition of
ρ includes the frequently used Chew-Mandelstam phase
space [62]. In the following section we will make this
freedom explicit when defining the triangle singularity.

2. Triangle loop

Let us move on to the loop integral of Eq. (86) that
features a current insertion in one of the internal legs, the
so-called triangle diagram,

I1ðPf; Pi; Q2Þ ¼
Z

d4k
ð2πÞ4 iLðPf; kÞiΔ1ðkÞiΔ2ðkfÞ

× iwðkf; kiÞiΔ2ðkiÞiRðPi; kÞ; ðA8Þ
with Q2 ¼ −ðPf − PiÞ2, and where we are using the same
shorthand notations ki ≡ Pi − k, kf ≡ Pf − k as in the main

text. Again, we have left out the total energy dependence of
the end caps to simplify the notation, but it should be
remembered that the current can insert momentum and the
initial (final) four-momentum is Pi (Pf).
Although it is not absolutely necessary, we have sim-

plified matters by assuming that the presence of the current
only leads to elastic processes. In other words, the states
with four-momenta ki and kf have the same mass. In
general, this does not have to be the case, even when
considering the insertion of an electromagnetic current, but
this can be readily generalized.
To extract the nonanalytic behavior we will implement

the second strategy that we used for the bubble loop. We
perform the same separation of the on-shell part of the end
caps as in Eq. (A2) with the only modification that these
now depend on different total momenta,

iLðPf;k⋆
fÞ≡

X
l;ml

iLlml
ðPfÞY�

lml
ðk⋆

fÞ; ðA9Þ

iRðPi;k⋆
i Þ≡

X
l;ml

Ylml
ðk⋆

i ÞiRlml
ðPiÞ; ðA10Þ

where the subscript of the vectors indicates the frame where
it is evaluated, since the initial and final CM frames can be
different for a nonzero value of the current momentum
insertion. The on-shell decomposition prescription follows
from Eq. (A3) with the additional subscripts for the initial
and final states,

iLðPf; kÞ ¼ iLðPf;k⋆
fÞ þ ½iLðPf; kÞ�δ;

iRðPi; kÞ ¼ iRðPi;k⋆
i Þ þ δ½iRðPi; kÞ�: ðA11Þ

In Ref. [36] it was realized that it is more convenient for
the δ operator to not act on thewhole current insertionw, but
only on the scalar form factors that contain the dynamics,
such that we will need the Lorentz decomposition,

iwðkf; kiÞ ¼
X
j

Kjðkf; kiÞifjðQ2; k2f; k
2
i Þ; ðA12Þ

whereKj are kinematic known functions ofPf,Pi and k that
depend on the Lorentz structure of the current insertion. The
on-shell expansion of these form factors is

ifjðQ2;k2f;k
2
i Þ¼ ifjðQ2Þþδ½ifjðk2f;Q2Þ�

þ ½ifjðQ2;k2i Þ�δþδ½ifjðk2f;k2i Þ�δ; ðA13Þ

where the first term is the on-shell one-particle form factor,
i.e., the form factor evaluated at k2f ¼ k2i ¼ m2

2. The rest are
terms that contain the off-shell behavior but vanish for
values of kwhen the initial or final state on-shell conditions
are met, depending whether the term is acted by a δ operator
from the left or the right, or both. The quantities,
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ifjðk2f; Q2Þ≡ ifjðQ2Þ þ δ½ifjðk2f; Q2Þ�; ðA14Þ

ifjðQ2; k2i Þ≡ ifjðQ2Þ þ ½ifjðQ2; k2i Þ�δ; ðA15Þ

will also simplify the clutter of the derivation. The explicit
dependence of these quantities makes clear that they contain

on-shell and off-shell information of the initial or final
particle leg respectively. Finally, as done in Ref. [35] we
introduce the following shorthand notation for end caps
with a current insertion in one of its external legs and the
divergent piece originating from the intermediate propagator
subtracted:

½iLiΔ2ifj�dfðPf; k;Q2Þ ¼ iLðPf; kÞiΔ2ðkfÞifjðk2f; Q2Þ − iLðPf;k⋆
fÞiD2ðkfÞifjðQ2Þ; ðA16Þ

½ifjiΔ2iR�dfðQ2; Pi; kÞ ¼ ifjðQ2; k2i ÞiΔ2ðkiÞiRðPi; kÞ − ifjðQ2ÞiD2ðkiÞiRðPi;k⋆
i Þ: ðA17Þ

When the end caps areK0, and each term is multiplied byKj and summed over j, these quantities correspond to the symbols
WLj0 andW0jR introduced in Eq. (81) of the main text. Given all these definitions, we can separate the integral I1 into terms
with different analytic behavior,

I1ðPf; Pi; Q2Þ ¼
X
j

Z
d4k
ð2πÞ4KjðiLðPf;k⋆

fÞiD1ðkÞiD2ðkfÞifjðQ2ÞiD2ðkiÞiRðPi;k⋆
i Þ

þ ½iLiΔ2ifj�dfðPf; k;Q2ÞiD1ðkÞiD2ðkiÞiRðPi; kÞ
þ iLðPf; kÞiD1ðkÞiD2ðkfÞ½ifjiΔ2iR�dfðQ2; Pi; kÞ þ…Þ; ðA18Þ

where terms that do not appear explicitly are smooth
analytic functions of the external momenta within the
kinematic region of interest.
At this point there is not a unique choice about how to

distill the singularities of these terms. Different choices
would mean different functional forms of the analytic part
of the amplitude, but all choices have to agree on the position
and characteristics of any singularity in the amplitude.

This freedom was emphasized at the end of the previous
section. In here, we will write down two options, and the
different smooth behaviors will be collected in the implicit
definitions of smooth functions introduced below. Both of
these prescriptions agree that this integral can be diagram-
matically represented by Fig. 11. The first, most conservative
option, requires only the partial wave expansion of the end
cap functions as we did before,

I1ðPf; Pi; Q2Þ ¼
X

l;ml;l0;m0
l

LðPfÞlml

X
j

½ifjðQ2ÞGj;lml;l0m0
l
ðPf; PiÞ�RðPiÞl0m0

l

þ
X
l;ml

�
½iLiΔ2iw�df;lml

ðPf;Q2Þ ρi
ξ
iRlml

ðPiÞ þ iLlml
ðPfÞ

ρf
ξ
½iwiΔ2iR�df;lml

ðQ2; PiÞ
�

þ δI1ðPf; Pi; Q2Þ; ðA19Þ

where δI1 is a residual, smooth function. The subscript in the phase space ρ indicates whether ρ0 is evaluated in Eq. (2) with
si or sf. We have also introduced the partial-wave decomposition of the divergence-free kernels. This decomposition is
similar to the ones from the simple kernels, except that we first multiply by the kinematic functions Kj, and sum over all j,X

j

Kj½iLiΔ2ifj�dfðPf; k;Q2Þ ¼ ½iLiΔ2iw�dfðPf; k̂
⋆
i ; Q2Þ þ ½½iLiΔ2iw�dfðPf; k;Q2Þ�δ; ðA20Þ

½iLiΔ2iw�dfðPf; k̂
⋆
i ; Q2Þ ¼

ffiffiffiffiffiffi
4π

p X
l;ml

½iLiΔ2iw�df;lml
ðPf;Q2ÞY�

lml
ðk̂⋆

i Þ; ðA21Þ

an analogous relation holds for ½iwiΔ2iR�df;lml
ðPi;Q2Þ.

This prescription for the isolation of the triangle singularity requires the calculation of the following matrix in angular
momentum space:
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Gj;lml;l0m0
l
ðPf; PiÞ ¼ i

Z
d4k
ð2πÞ4KjY�

lml
ðk⋆

fÞD1ðkÞD2ðkfÞD2ðkiÞYl0m0
l
ðk⋆

i Þ; ðA22Þ

which in general needs to be regularized for ultraviolet
divergences, the needed counterterms would come from
δI1 since they have to be analytic functions. For more
details about this matrix, and how to efficiently evaluate
and regularize it, the interested reader is referred to
Ref. [36].
The second option to obtain the singularities from

Eq. (A18) is to use the Cutkosky rules to extract disconti-
nuities of the loops and verify with the Landau conditions
[45] that all the singularities associated with the diagram
are being described. In the case of the triangle loop, the
Cutkosky rules require at least three cuts, one for each of
the vertices. Since we are interested in the kinematic region
where the current insertion energy is below the particle
creation threshold, only two cuts contribute to the dis-
continuities associated with the triangle loop. These contain

the branch-cuts associated with the initial/final two-particle
states.
As detailed discussion of Cutkosky rules can be found in

[63], instead of jumping straight to the result, we provide
some of the key steps that lead one to the final form. The
two key conceptual points are the following. First, one must
recognize that the discontinuity may only be obtained after
replacing D1ðkÞ by its imaginary piece. Second, having
made this replacement, the discontinuity can be obtained by
evaluating the difference across the si and sf branch cuts.
This can be made clear by introducing explicitly the
dependence of the propagators on ϵ, which will be fixed
to be positive. For example, we intermediately replace
D2ðkfÞ → D2ðkf; ϵÞ and take the limit as ϵ → 0 afterwards.
More explicitly, the discontinuity of the triangle loop is

DiscGj;lml;l0m0
l
ðPf; PiÞ ¼

Z
d4k
ð2πÞ3KjY�

lml
ðk⋆

fÞδðk2 −m2
1Þθðk0Þ½D2ðkf; ϵÞD2ðki; ϵÞ −D2ðkf;−ϵÞD2ðki;−ϵÞ�Yl0m0

l
ðk⋆

i Þ;

¼
Z

d3k
ð2πÞ32ωk1

KjY�
lml

ðk⋆
fÞ2iIm½D2ðkf; ϵÞD2ðki; ϵÞ�Yl0m0

l
ðk⋆

i Þ
����
k0¼ωk1

;

¼ −2πi
Z

d3k
ð2πÞ32ωk1

KjY�
lml

ðk⋆
fÞ½δðk2f −m2

2Þθðk0fÞP:V:½D2ðkiÞ�

þ P:V:½D2ðkfÞ�δðk2i −m2
2Þθðk0i Þ�Yl0m0

l
ðk⋆

i Þ
����
k0¼ωk1

; ðA23Þ

where we have used the following identity in the last step,

DαðkÞ ¼ P:V:½DαðkÞ� − iπδðk2 −m2
αÞ: ðA24Þ

The three-vector integral is easiest to carry out in the CM
frame where the second delta Dirac of each cut imposes the
on-shell condition, i.e., k⋆f ¼ q⋆f or k⋆i ¼ q⋆i respectively.
After that, we are left only with the angular integral,

DiscGj;lml;l0m0
l
ðPf; PiÞ

¼ −
iq⋆fθðsf − sthÞ

4π
ffiffiffiffiffisfp P:V:

Z dΩ⋆
f

4π
KjY�

lml
ðk⋆

fÞ

×D2ðkiÞYl0m0
l
ðk⋆

i Þ
����
k0¼ωk1;k⋆f¼q⋆f

þ…; ðA25Þ

where the dots indicate the second term, which is identical
to the first one by exchanging the initial and final labels.

In this integral the pole of the remaining propagator follows
the principal value integration prescription. The angular
dependence of the numerator can be expressed in terms of a
single spherical harmonic and a set of B coefficients,

KjY�
lml

ðk⋆
fÞYl0m0

l
ðk⋆

i Þ
����
k0¼ωk1;k⋆f¼q⋆f

¼
ffiffiffiffiffiffi
4π

p

q⋆lf q⋆l0i

X
JM

BJM;f
j;lml;l0m0

l
q⋆Jf YJMðk̂⋆

fÞ; ðA26Þ

where a similar decomposition but for the initial CM frame
define the BJM;i coefficients. The BJM;f coefficients will
include a relation from the spherical harmonics in the initial
frame to 4-vectors, Lorentz boosts to the final frame, the
relation from 4-vectors in the final frame to spherical
harmonics, and the recombination of all the spherical
harmonics into a single one. Explicit calculations of these
coefficients are done in Appendix B1 of Ref. [36], they will
depend only on the value of Pf and Pi.
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Note that there is a final spatial rotation Rðθ;ϕÞ
ambiguity of the Lorentz vectors in the final CM frame,
we will choose the Lorentz transformation that leaves the
spatial part of Pi pointing in the z-direction. For instance, in
the case of a vector current insertion, we would use the
following relationship:

kμ ¼ ½Λ−βf �μν½Rðθi;ϕiÞ�νρk⋆ρf ;

¼ ½Λ−βfRðθi;ϕiÞ�μνk⋆νf ; ðA27Þ

where the direction ðθi;ϕiÞ refers to that of the spatial part
of the four vector Pμ

i when acted by the pure boost ½Λβf �.
This boost is such that when it acts on Pμ

f, it pro-
vides ½Λβf �νμPμ

f ¼ P⋆ν
f ¼ ðE⋆

f; 0Þν.
Similarly, we need to make explicit the angular depend-

ence of the remaining propagator in the respective CM
frame. Since we have defined the transformation into the
final CM frame such that Pμ⋆

i;f ¼ ðP0⋆
i;f; jP⋆

i;fjẑÞ, the propa-
gator in this frame is equal to

D2ðkiÞ ¼
1

ðP0⋆
i;f − ω⋆

q1;fÞ2 − P⋆2
i;f − q⋆2f þ 2jP⋆

i;fjq⋆f cos θ⋆f −m2
2 þ iϵ

; ðA28Þ

¼ 1

2jP⋆
i;fjq⋆fðcos θ⋆f − z⋆f þ iϵÞ ; ðA29Þ

where z⋆f , in terms of Lorentz scalars, is given by

z⋆f ¼ Pi · Pf − si þ ðm2
2 −m2

1Þð1 − Pi · Pf=sfÞ
2q⋆fffiffiffiffisfp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPf · PiÞ2 − P2

i P
2
f

q : ðA30Þ

In arriving at this result, we have two identities to rewrite
P⋆
i;f and other quantities above in a Lorentz invariant way,

ffiffiffiffiffi
sf

p jP⋆
i;fj ¼

ffiffiffiffi
si

p jP⋆
f;ij ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPf · PiÞ2 − P2

i P
2
f

q
;

2P0⋆
i;fω

⋆
q1;f ¼ Pi · Pf

�
1 −

m2
2 −m2

1

sf

�
: ðA31Þ

The quantity
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPf · PiÞ2 − P2

i P
2
f

q
is also equal to

λ1=2ð−Q2; si; sfÞ=2 [64].
The azimuthal angle integral is proportional to δM;0 since

the only azimuthal dependence is contained in the spherical
harmonics, while the polar angle integral is proportional to
the Legendre functions of the second kind,

QJðz⋆fÞ ¼
1

2
P:V:

Z
1

−1

dzPJðzÞ
z⋆f − z

: ðA32Þ

Special care has to be taken when evaluating QJ at
threshold, or when the initial and final CM frame are

the same, i.e., when jP⋆
i;fj ¼ 0. Since z⋆f ∝ 1=ðq⋆f jP⋆

i;fjÞ, in
either of these cases, the argument ofQJ diverges. However
it can be found, either by using the series expansion of the
Legendre functions of the second type, or the expansion of
the fraction in Eq. (A32) before performing the integration,
that

lim
x→0

1

x
QJ

�
1

x

�
¼ δJ;0; ðA33Þ

so that even at x ¼ 0 a finite value can be assigned to the
discontinuity.
Putting all the terms together, we find the discontinuity

of the triangle diagram to be

DiscGj;lml;l0m0
l
ðPf; PiÞ

¼ i

8π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPf · PiÞ2 − P2

i P
2
f

q X
J

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2J þ 1

p

q⋆lf q⋆l0i

ðq⋆Jf θðsf − sthÞ

× BJ0;f
j;lml;l0m0

l
QJðz⋆fÞ

þ q⋆Ji θðsi − sthÞBJ0;i
j;lml;l0m0

l
QJðz⋆i ÞÞ: ðA34Þ

In the case when the CM frame of the initial and final state
coincide, i.e., βi ¼ βf, the discontinuity only depends on si
and sf, and simplifies to

DiscGj;lml;l0m0
l
ðsf; siÞ ¼

i

4πq⋆lf q⋆l0i

θðsf − sthÞq⋆fB00;f
j;lml;l0m0

l
− θðsi − sthÞq⋆i B00;i

j;lml;l0m0
l

ð ffiffiffiffiffisfp − ffiffiffiffi
si

p Þð ffiffiffiffiffiffiffiffisisf
p þm2

2 −m2
1Þ

: ðA35Þ
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Finally, for equal momenta of the initial and final states,
i.e., Pi ¼ Pf ¼ P, the discontinuity only depends on
s ¼ P2 and is equal to

DiscGj;lml;l0m0
l
ðsÞ

¼ iθðs − sthÞ
ffiffiffi
s

p
2πq⋆lþl0 ðsþm2

2 −m2
1Þ

∂
∂s

�
q⋆B00

j;lml;l0m0
l

�
: ðA36Þ

The step function is able to move out of the derivative
operator because the threshold behavior of B00

j;lml;l0m0
l
is

proportional to at least lþ l0 powers of q⋆; see Eq. (A26).
The matrix DiscG in angular momentum space is equal to

twice the imaginary part of G, modulo the phases inherited
by the spherical harmonics encoded in the B coefficients.
Singularities in this matrix arise from the QJ functions,
which generically feature a regular polynomial part Qr

J and
a nonanalytic piece proportional to a Legendre polynomial
of the same J,

QJðxÞ ¼ Qr
JðxÞ þ

1

2
PJðxÞ log

���� 1þ x
1 − x

����: ðA37Þ

A careful inspection of the behavior of the z⋆ variables as a
function of the external kinematics, and the matrix DiscG
for the general case, yields that only when z⋆f ¼ z⋆i ¼ 1

there is a logarithmic singularity, and that DiscG generically
features square-root-type singularities at threshold. This is
in agreement with the analysis of the Landau conditions of
this diagram; see Ref. [65] for a detailed review of this
procedure. What is more, the imaginary part of the loop
yields all the information about its singularities, i.e., its
nature and their coefficients. Once we know the coefficient
of each singularity, we can make a continuation of the
DiscG function to also reproduce its real part.

However, given the behavior of the z⋆ variables as a
function of the external kinematics, only a specific con-
tinuation around the branch points of the QJ function is
consistent. To illustrate this wewill describe the behavior of
the z⋆f variable while moving in the trajectory shown in
Fig. 12(a) in the E⋆

i , E
⋆
f plane with fixed jP⋆

f;ij ¼ ð2π=6Þm.
To make this exercise more explicit, we rewrite z⋆f , defined
in Eq. (A30) in terms of E⋆

i , E
⋆
f and jP⋆

f;ij,

z⋆f¼
E⋆
f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E⋆2
i þjP⋆

i;fj2
q

−E⋆2
i þðm2

2−m2
1Þ
�
1−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E⋆2
i þjP⋆

i;f j2
p

E⋆
f

�
2q⋆f jP⋆

i;fj
:

ðA38Þ

Six points labeled A through F have been chosen on this
plane.Correspondingly, thevalue of z⋆f at each of these points
has been placed on the complex z⋆f plane on Fig. 12(b). The
color background on the latter figure represents the phase of
the function logðð1þ z⋆fÞ=ð1 − z⋆fÞÞ, which generates the
Riemann sheet structure to allQJ functions. In this figurewe
have chosen to push the branch cut of QJ, which conven-
tionally runs from −1 to 1, to run from −1 to infinity in the
negative imaginary semiplane and then come back to 1
through the positive imaginary semiplane. The branch cut is
indicated by a gray dashed line.11 This choice, as shown
shortly, will allow the variable z⋆f to remain on the same sheet
for the values of E⋆

i and E⋆
f within our kinematic region of

interest.

FIG. 12. Behavior of the z⋆f variable in a closed trajectory over the E⋆
i , E

⋆
f plane for particles of equal mass m and jP⋆

f;ij ¼ ð2π=6Þm.

11Since most software places the branch cut of the logarithms
on the negative real axis, our choice of branch cut is implemented
numerically with the function logð−iðz⋆f þ 1ÞÞ − logðiðz⋆f − 1ÞÞ.
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To describe the behavior of z⋆f let us begin in the
kinematic region where E⋆

f is below threshold. By extend-
ing the domain of q⋆f below threshold within the physical
Riemann sheet in the sf complex plane, one sees from
Eq. (A38) that z⋆f becomes purely imaginary and takes
positive or negative imaginary values depending on the
value of E⋆

i . As a result, when moving from point F to point
A, z⋆f will pass through zero, motivating the choice to not
have a branch cut there. When moving from point A to
point B, one must cross the threshold of the final two-
particle state, at which points z⋆f diverges; see Eq. (A38).
Given that there is no branch point at infinity in the z⋆f
plane, one should remain in the same sheet when making
this move from A to B. This motivates having the negative
imaginary infinity and the positive real infinity on the same
side of the cut. In the trajectory BCDE there are a priori
four options to go around the branch points, but only by
going below the branch point at 1 and above the branch
point at −1, as shown in the figure, the points E and F will
be connected to form a closed trajectory. This choice
around the branch points can be encoded as an addition
of iϵ to the argument of QJ. As a short hand we will
introduce Qc

J as our choice of the analytic continuation of
this function,

Qc
JðxÞ ¼ Qr

JðxÞ þ
1

2
PJðxÞ log

�
1þ xþ iϵ
1 − ðxþ iϵÞ

�
; ðA39Þ

where no absolute value of the argument of the logarithm is
taken, and its range is extended into the complex plane.
With this information we can describe all the singular

behavior of G analytically with

SingGj;lml;l0m0
l
ðPf; PiÞ

¼ i

16π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPf · PiÞ2 − P2

i P
2
f

q X
J

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2J þ 1

p

q⋆lf q⋆l0
i

×

�
q⋆Jf BJ0;f

j;lml;l0m0
l
Qc

Jðz⋆fÞ þ q⋆Ji BJ0;i
j;lml;l0m0

l
Qc

Jðz⋆i Þ
�
;

ðA40Þ

in the case of arbitrary external kinematics, within our
region of interest. Note the relative factor of 2 compared
with the discontinuity, given in Eq. (A34). This is because,
as previously mentioned, the discontinuity is equal to twice
the imaginary piece of G. For the case where the CM frame
of final and initial state coincide it simplifies further to

SingGj;lml;l0m0
l
ðsf; siÞ

¼ i

8πq⋆lf q⋆l0i

q⋆fB
00;f
j;lml;l0m0

l
− q⋆i B

00;i
j;lml;l0m0

l

ð ffiffiffiffiffisfp − ffiffiffiffi
si

p Þð ffiffiffiffiffiffiffiffisisf
p þm2

2 −m2
1Þ
; ðA41Þ

SingGj;lml;l0m0
l
ðsÞ ¼ i

ffiffiffi
s

p
4πq⋆lþl0 ðsþm2

2 −m2
1Þ

×
∂
∂s

�
q⋆B00

j;lml;l0m0
l

�
; ðA42Þ

where the last equation holds for sf ¼ si ¼ s.
Hence, our second option to express the analytic behav-

ior of the triangle loop is

I1ðPf; Pi; Q2Þ ¼
X

l;ml;l0;m0
l

iLðPfÞlml

X
j

½ifjðQ2ÞSingGj;lml;l0m0
l
ðPf; PiÞ�iRðpÞl0m0

l

þ
X
l;ml

�
½iLiΔ2iw�df;lml

ðPf;Q2Þ ρi
ξ
iRlml

ðpÞ þ iLlml
ðPfÞ

ρf
ξ
½iwiΔ2iR�df;lml

ðQ2; pÞ
�

þ δI 0
1ðPf; Pi; Q2Þ; ðA43Þ

where we capture the smooth contributions in δI 0
1. This is

the main result from this section.
Finally, let us calculate two explicit examples of the

SingGj;lml;l0m0
l
loop. First, the case of a purely scalar

kinematic function Kj ¼ 1, and the S wave for both the
initial and final partial waves. In that case, the integral
Eq. (A22) converges and can be calculated analytically up to
a single integrationof a Feynmanparameter. In this case theB
coefficients are simply equal to BJ0;f

00;00 ¼ BJ0;i
00;00 ¼ δJ;0,

and the singular behavior of the triangle diagram is
described by

SingG00;00ðPf; PiÞ

¼ i

32π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPf · PiÞ2 − P2

i P
2
f

q �
log

�
1þ z⋆f þ iϵ

1 − ðz⋆f þ iϵÞ
�

þ log

�
1þ z⋆i þ iϵ
1 − ðz⋆i þ iϵÞ

��
: ðA44Þ

Aplot of SingG00;00 as a function ofE⋆
f is shown inFig. 13 for

multiple values of E⋆
i and spatial momenta jP⋆

f;ij ¼
ð2π=6Þm. The logarithmic singularities can be seen as
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divergences in the imaginary part, while a step shows up in
the real part at the same energy. The imaginary part coincides
exactly to what is found by evaluating explicitly G, while the
real part only differs by smooth functions. This can be
verified, for instance, by comparing it to Fig. 7 of Ref. [36]

where the loop integral was calculated with Feynman
parameters and a final one-dimensional numerical
integration.
The case si ¼ sf ¼ s is found as the limit of Eq. (A44)

to be

SingG00;00ðsÞ ¼
i

32π
ffiffiffi
s

p
q⋆

s −m2
2 þm2

1

s
: ðA45Þ

The other case of interest is the vector current insertion
with Kj ¼ kμ. When thinking of the initial and final states
to be in an S wave, one needs

Bμ;00;fðiÞ
00;00 ¼ ½Λ−βfðiÞRðθiðfÞ;ϕiðfÞÞ�μ0ω⋆

q1;fðiÞ;

Bμ;10;fðiÞ
00;00 ¼ ½Λ−βfðiÞRðθiðfÞ;ϕiðfÞÞ�μk

½ẑ�kffiffiffi
3

p ; ðA46Þ

Bμ;00;fðiÞ
00;00 ¼ ½Λ−βfðiÞ �μ0ω⋆

q1;fðiÞ;

Bμ;10;fðiÞ
00;00 ¼ ½Λ−βfðiÞ �μk

½P̂⋆
i;fðf;iÞ�kffiffiffi

3
p ; ðA47Þ

and the singularities of Gμ
00;00 are captured by the function,

SingGμ
00;00ðPf; PiÞ ¼

i

32π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPf · PiÞ2 − P2

i P
2
f

q �
log

�
1þ z⋆f þ iϵ

1 − ðz⋆f þ iϵÞ
��

½Λ−βf �μ0ω⋆
q1;f þ q⋆f ½Λ−βf �μk½P̂⋆

i;f�kz⋆f
�

þ log

�
1þ z⋆i þ iϵ
1 − ðz⋆i þ iϵÞ

��
½Λ−βi �μ0ω⋆

q1;i þ q⋆i ½Λ−βi �μk½P̂⋆
f;i�kz⋆i

�

− 2q⋆f ½Λ−βf �μk½P̂⋆
i;f�k − 2q⋆i ½Λ−βi �μk½P̂⋆

f;i�k
�
: ðA48Þ

In the limit of Pf ¼ Pi ¼ P the above function simplifies to

SingGμ
00;00ðPÞ ¼

iPμ

16πs3=2q⋆
ð2q⋆2 þm2

1Þ: ðA49Þ

APPENDIX B: ANALYTIC CONTINUATIONS
TO UNPHYSICAL SHEETS

In this Appendix, we review the analytic continuation of
a two particle scattering amplitude to the unphysical sheet
and illustrate how the procedure extends to the transition
amplitudes. Physical scattering amplitudes on the real s
axis are boundary values of an analytic function, which has
a discontinuity across the branch cut given by the unitarity
relation Eq. (56). Therefore, we can formally define the
second sheet amplitude by continuing through the branch
cut, cf. Eq. (56), using the boundary condition,

MIIðs�Þ ¼ Mðs∓Þ; ðB1Þ

where we have defined the short-hand notation s� ¼ s� iϵ
and assume that ϵ → 0þ. Using this short-hand, the
unitarity relation can be expressed as

MðsþÞ −Mðs−Þ ¼ 2iρðsþÞMðs−ÞMðsþÞ; ðB2Þ

where we have used the Schwartz reflection principle
M�ðsÞ ¼ Mðs�Þ. For technical convenience, we choose
to continue the amplitude to the second sheet in the upper-
half s plane, i.e., MIIðsþÞ ¼ Mðs−Þ. We then use the
Schwartz reflection principle to extend the result to the
lower-half s plane, which is nearest to the physical region
assuming the usual þiϵ prescription. The result is identical
if one chooses to continue to the lower-half plane directly;
however, we find this approach convenient to simplify the
later derivation for the 2þ J → 2 amplitude. Assuming a

FIG. 13. Singularities of the scalar and S wave case of the G
loop integral as reproduced by the function SingG00;00. The value
of the spatial momentum jP⋆

f;ij ¼ ð2π=6Þm.
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continuation to the upper-half plane, we now insert
Eq. (B1) into (B2), and solve for MII to find

MIIðsÞ ¼ 1

1þ 2iρðsÞMðsÞMðsÞ; ðB3Þ

where we have used Cauchy’s theorem to extend the
domain from near the real axis to the upper-half complex
plane. One can make similar arguments for the lower-half
plane, with an additional boundary condition for the phase
space factor ρðsþÞ ¼ −ρðs−Þ, finding the same form
as Eq. (B3).
Alternatively, we may analytically continue the on-shell

form Eq. (1) directly, recognizing that the nonanalyticity
arises solely from the phase space factor. Continuing this to
the second sheet via the relation ρII ¼ −ρ, which is due to
the square root branch cut, then we recover directly Eq. (17)
which agrees with Eq. (B3) when Eq. (1) is substituted.
The analytic continuation for the 1þ J → 2 amplitude

follows the same procedure as for the hadronic amplitude.
Focusing on the case for scalar currents with the hadrons in
Swave, the on-shell form Eq. (6) has a branch cut due to the
hadronic scattering amplitude. To obtain the resonance
form factors, we fix Q2 to be real and analytically continue
only in the s-plane. The transition amplitude has the same
boundary condition as Eq. (B1), i.e., HIIðsþ; Q2Þ ¼
Hðs−; Q2Þ. From Eq. (6), we find that the analytic
continuation to the unphysical sheet simply requires
continuing M, which gives Eq. (19). As with the 2 → 2
amplitude, this can also be seen by using the unitarity
relation,

ImHðs;Q2Þ ¼ M�ðsÞρðsÞHðs;Q2Þ; ðB4Þ

followed by writing the imaginary part as the discontinuity
and imposing the boundary condition. We find that the
second sheet 1þ J → 2 amplitude takes the form,

HIIðs;Q2Þ ¼ Hðs;Q2Þ − 2iMIIðsÞρðsÞHðs;Q2Þ; ðB5Þ

which after substitution of Eq. (B3) and using the on-shell
form Eq. (6), we recover Eq. (19).
In the case of the 2þ J → 2 amplitude W, we have to

analytically continue both the initial and final state invari-
ant mass squares si and sf, respectively. It is sufficient to
consider Wdf since this is the only contribution which can
have both initial and final state resonance poles. Since both
variables are continued, we impose the boundary condition,

WII;II
df ðsf;�; Q2; si;�Þ ¼ Wdfðsf;∓; Q2; si;∓Þ; ðB6Þ

which the double superscript indicates both variables are
continued to their respective second sheets. The on-shell
representation Eq. (11) ensures that the imaginary part of
Wdf takes the form,

ImWdfðsf; Q2; siÞ
¼ M�ðsfÞρðsfÞWdfðsf; Q2; siÞ
þW�

dfðsf; Q2; siÞρðsiÞMðsiÞ
þM�ðsfÞfðQ2ÞImGðsf; Q2; siÞMðsiÞ; ðB7Þ

which shows there is an additional singular term arising
from the triangle function. This additional term implies that
we cannot just continue both the external M functions in
Eq. (11), but that we also need to continue G.
We first write the imaginary part as the difference,

2iImWdfðsf; Q2; siÞ
¼ Wdfðsf;þ; Q2; si;þÞ −W�

dfðsf;þ; Q2; si;þÞ;
¼ Wdfðsf;þ; Q2; si;þÞ −Wdfðsf;−; Q2; si;−Þ; ðB8Þ

where in the second line we used the extension of the
Schwartz reflection principle for multivariate functions, the
edge-of-the-wedge theorem, to write the conjugated ampli-
tude as a function of variables evaluated on the lower-
half plane, i.e., W�

dfðsf;þ; Q2; si;þÞ ¼ Wdfðsf;−; Q2; si;−Þ.
Using the Schwartz reflection principle for the scattering
amplitudes, Eqs. (B7) and (B8) give us the relation,

Wdfðsf;þ; Q2; si;þÞ −Wdfðsf;−; Q2; si;−Þ
¼ 2iMðsf;−Þρðsf;þÞWdfðsf;þ; Q2; si;þÞ
þ 2iWdfðsf;−; Q2; si;−Þρðsi;þÞMðsi;þÞ
þ 2iMðsf;−ÞfðQ2ÞImGðsf;þ; Q2; si;þÞMðsi;þÞ: ðB9Þ

We now impose the boundary conditions Eqs. (B1) and
(B6), again continuing to the upper-half planes, the
2þ J → 2 amplitude on the second sheets is given by

WII;II
df ðsf;Q2;siÞ

¼ 1

1þ2iMðsfÞρðsfÞ
Wdfðsf;Q2;siÞ½1−2iρðsiÞMIIðsiÞ�

þMIIðsfÞfðQ2Þ½Gðsf;Q2;siÞ−2iImGðsf;Q2;siÞ�MIIðsiÞ;
ðB10Þ

where we have extended the domain from near the real axis
to the entire upper-half complex planes via Cauchy’s
theorem, as before for the 2 → 2 amplitude. We now use
the on-shell form Eq. (11), as well as (B3) to construct an
on-shell form,

WII;II
df ðsf; Q2; siÞ ¼ MIIðsfÞfA22ðsf; Q2; siÞ

þ fðQ2Þ½Gðsf; Q2; siÞ
− 2iImGðsf; Q2; siÞ�gMIIðsiÞ; ðB11Þ
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where the term in brackets is precisely the triangle
function on the unphysical sheets as presented in
Eq. (24), using similar arguments as above. As claimed
in Sec. III, this gives the analytic continuation of
Wdf on to the second Riemann sheets in both variables,

Eq. (23). We comment that a similar procedure holds
for arbitrary currents with the two hadrons in an
arbitrary partial wave, noting that the Lorentz structure
does not introduce any physical singularities in the si=sf
planes.
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