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ABSTRACT

A WEIGHTED MODULAR PRINCIPAL COMPONENT ANALYSIS

APPROACH FOR FACE AUTHENTICATION

Chandrika Tummala
Old Dominion University, May 2008

Director: Dr. K. Vijayan Asari

A weighted modular approach for face authentication based on the priorities of

different facial regions that change with varying poses, expressions and occlusions is

presented in this thesis. This helps in verifying the identity of an individual who claims to

be a subject in the database and is unaware of the presence of the face authentication

system. A sequence of face images is selected from a video in a particular predefined

interval and is used for verification. The face images are divided into different horizontal

modules based on the regions representing facial features. A principal component

analysis on these modules produces low dimensional representations of the sub images

representing the facial feature regions. A weighted comparison of feature regions of the

test images with the respective regions of the training images provides the authentication

outcome. The performance of the proposed face authentication system is evaluated with

several individuals belonging to different ethnicities. It is observed that the weighted

modular approach outperforms the state-of-the-art face authentication techniques for

input images with varying poses and expressions and occlusions. Research studies are

progressing to compute the weights adaptively based on the magnitude of the feature

variations due to poses and expressions and occlusions. In addition, application of the

techniques based on multiple modalities for face authentication is also being investigated.
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Chapter I

INTRODUCTION

In a real life scenario, given a series of still or video images, authenticating an

individual using a stored database of images is the main goal of face authentication. Out

of many biometric authentication methods, face authentication is one of the best and most

flexible niethods in which the individual could be unaware of being authenticated. Face

authentication is a field that is related to face recognition. The main difference between

the two is that a face authentication system has to verify the claimed individual using the

personal identification number that is assigned to him during the enrollment process. In

face recognition, the system has to identify the individual from the database. In simple

terms, face recognition is a one-to-many match, whereas face authentication is a one-to-

one match; that is, face authentication is a subset of face recognition. Face authentication

has many applications, which include secure entry, money transaction authentication and

various forms of verification in order to prevent identity theft. The test images grabbed

froni the video may contain variations in expressions, poses and occlusions such as sun

glasses, mask, skull cap, makeup, etc. Dealing with these kinds of variations in face

images is the main task of this research. Therefore, different algorithms that are based on

Principal Component Analysis (PCA) are investigated. Various functional steps in face

authentication include detection of the face region, extraction of face features and

classification.

The journal model for this work is the Physrcal Review.



There are many methods that can be used for face authentication, such as using

subspace methods like PCA, independent component analysis and linear discriminant

analysis. These are statistical, structural techniques that use the width of the head, the

distance between the eyes, the distance between the eyes to the tip of the nose, [I] or the

angles between the eye edges, mouth corners, etc. [2] I-Iidden Markov Models (HMM)

and Gaussian Mixture Models (GMM) [3] based methods use a band of pixels that cover

the forehead, eyes, nose, mouth and chin without finding the exact locations of the face.

There are many other methods, such as Bayesian methods that use a probabilistic distance

metric [4] and the classifier techniques, such as support vector machines and minimum

distance pair that are used for face authentication. Frontal face authentication under

controlled conditions would give near to 100 percent accuracy for large databases, but

problems arise when the face authentication is under uncontrolled conditions such as

expressions, poses and occlusions.

The objective of this research is to develop a face authentication system that could

be useful for applications related to access control in a distributed environment such as in

ATMs, banks or secured buildings. In this case, each subject is given a personal

identification number (PIN) during the enrollment. When the subject types his or her

respective PIN, video is recorded and the frames are grabbed from this video and are

stored for further processing. The facial authentication process extracts the features from

these test images, which are compared to the stored features in the database to verify

whether the PIN belongs to the claimed identity.

Face authentication system can be explained with an example in brief. When an

individual wants to perform a transaction at the ATM, he or she should have a debit card



and a PIN (which is assigned to the individual when he or she opens an account in the

bank). While the individual swipes the card and enters the PIN, the video of the

individual's face is recorded and is matched by the face authentication process with the

images in the database (which are collected during the enrollment process). If the PIN

does not match the account number, the individual is asked to enter the PIN again. This

happens three times, and if he does not enter the correct PIN in three trials, he is not

allowed to perform the transaction. When the individual enters the correct PIN, 10 test

images of the individual from the video are grabbed and compared to the information in

the database. If at least two matches are correct among the 10 test images, then the

individual is allowed to perform a transaction or else the transaction is not allowed to

take place. That is, a transaction can be performed only if the account belongs to the

individual who is present at the ATM machine. The block diagram illustrating the process

of the proposed face authentication system is shown in figure 1.1. The proposed face

authentication system can also be used in other access control areas.

In this thesis, the solution to the problems due to variations in expressions, poses

and occlusions are addressed, and inspired by the methods that are proposed for face

recognition in [5] and [6], a robust algorithm to authenticate an individual is presented.

The proposed technique consists of many phases, starting with the face template

extraction using face detection based on the Viola and Jones algorithm, feature extraction

and then authentication. The occlusions, expressions and poses are handled by the

weighted modular PCA approach. The algorithm is computationally simple, and by

setting the thresholds and by varying the number of eigenvectors, the authentication

system provides better results.



Figure 1.1: Illustration of face authentication system



The main objective of this thesis research is to develop a face authentication system

satisfying the following requirements:

~ The individuals are not asked to pose in front of the camera; therefore the

individuals are to be authenticated even with varying poses, expressions

and occlusions.

~ The training of the systeni is done off line.

~ The testing is done on the videos that are recorded while an individual

enters the PIN in order to perform a transaction or entry.

~ The overall system should be simple, fast, accurate and economical.

The specific objectives in the proposed research work are as follows:

~ To detect the face region in a video frame using the Viola-Iones face

detector,

~ To extract face features by weighted modular PCA approach,

~ To compare the feature vector with the information in the database using

the Mahalanobis distance measure,

~ To repeat the process for 10 images captured at a particular rate from the

video sequence,

~ To generate authentication results based on a predefined number of

matches with the information in the database.



The thesis is organized as follows:

A detailed survey of the state of art methods that are used for face authentication

and the pros and cons involved in these methods are presented in chapter 2. This also

discusses the various problems that are involved in face authentication systems and

explains the limitations that are involved in each of the techniques. It can be seen that not

all problems are overcome in many of the techniques developed so far.

Chapter 3 presents the basic concept of PCA and how it is used in the real time

face authentication systems. The experimental set up, specifications, data acquisition and

the performance evaluation of face authentication using PCA is described in this chapter.

It also clearly explains why the face authentication using PCA fails and why there is a

need for a better technique.

Chapter 4 introduces the modular PCA based technique for face authentication.

The performance evaluation of this face authentication system is presented. It also

explains how this method outperforms the universal PCA in terms of expressions, poses

and occlusions,

Chapter 5 presents the algorithm of weighted modular PCA approach for face

authentication and explains the performance evaluations using this technique. This

chapter also conveys how this technique outperforms the universal PCA and the modular

PCA in terms ofvarying expressions, poses and occlusions.

Chapter 6 includes the conclusions and directions for the future work.



Chapter 2

LITERATURE SURVEY

Face authentication is a flexible biometric authentication method in which the

individual is unaware of being authenticated and performs best in features such as

accuracy, cost, and ease ot'ensing. [7] Face authentication has received significant

attention during the past few years, as it is one of the most successlul applications of

image analysis and understanding. Many efforts have been made and many methods have

been proposed within the past few years on video based face authentication. The

literature on face authentication is vast and diverse because it is a challenging and

interesting field that attracts many researchers of different fields such as psychology,

pattern recognition, neural networks and computer vision.

Researchers have proposed many methods for face authentication that are hybrid

and it is difficult to categorize these systems based purely on what types of methods they

used for representing the training set and for classification purposes. Talking in terms of

the general categorization based on the methods used so far, the methods that use whole

face region as raw input to the face authentication system are categorized as holistic

matching methods. Another widely used method represents face images as Eigenfaces,

[g], [9], [10] a concept based on principal component analysis. ln feature based matching

methods, the local features such as eyes, nose and mouth are extracted first, and the

locations of these features and the geometrical statistics are fed into a feature based

classifier. The usage of both the local features and the face as the global region, just as

the human perception system uses to authenticate an individual, are classified as the



hybrid methods. Within the mentioned categories there can be many other classifications

as there are many methods explaining about how to authenticate a person.

A different type of categorization based on three subspace techniques, Principal

Component Analysis (PCA), Independent Component Analysis (ICA) and Linear

Discriminant Analysis (LDA), are all termed as appearance-based statistical methods. All

three techniques, PCA, LDA and ICA, belong to the satne family of methods called the

subspace methods. [11] There are many face authentication systems based on appearance

based statistical methods that use purely one technique or a combination of these

techniques explained later in this chapter. Researchers [12] reported that performance for

combined PCA-LDA method is improved over the pure LDA or pure PCA. There is a

controversy between two groups of researchers; one says that LDA performs worse than

traditional PCA [13] and the other group says that PCA is better compared to LDA for

small training sets, but that does not hold true for large data sets [14]. There is another

controversy between two research groups on the perfonnance comparison between ICA

and PCA. [15] One report support ICA, [16] and the other supports PCA. [17] All the

tluee subspace techniques have their own advantages and disadvantages. But naany

researchers say that PCA and some of its modifications perform far better than both ICA

[7] and LDA. [18]

As the above survey gives an overview of the statistical teclmiques, now we look

into the structural matching techniques. These matching techniques use the width of the

head, the distance between the eyes or the distance between the eyes to the tip of the

nose, [I] or the angles between the eye edges, mouth corners, etc. [2] Hidden Markov

Models (HMM) [3] based methods use a band of pixels that cover the forehead, eyes,



nose, mouth and chin without finding the exact locations of the face. There are many

other methods, such as Bayesian methods that use a probabilistic distance metric [4] and

methods that make use of support vector machine (SVM) as the classifier. [19]

2.1 Face Authentication Based on Kigen Flow

In the Eigen flow method, [20] first the optical flow residue is computed between

one of the images in the training sct and the test image of that particular individual.

Second, the principal component analysis is performed on the optical flow images to get

the eigen flow. Finally, using linear dicriminant analysis, the eigen flow residue is

combined with the optical flow residue, which determines the authenticity of an

individual.

Optical flow [21] is used to capture the motion between the face appearances

when there is variation in facial expression or pose. Optical flow is generated using four

steps given any two training images. I) The background is removed and zeros are added

to the removed background region, 2) The optical flow is determined using the Lucas-

Kanade algorithm, [22] 3) In order to speed up the PCA training process, the optical flow

is down sampled and 4) Finally, the background and four side boundaries are removed

within the small sized optical flow image because the boundaries do not result in accurate

motion estimation.

Optical flow determines the velocity fields in x and y directions. It is generally

used for motion analysis to estimate the displacement of pixels of one image to the other.

The concept of optical flow method is illustrated in figure 2.1. Figures 2.1 (a)



10

Figure 2.1: Illustration of the concept of optical flow. (a) image I, (b) image 2, (c) optical

flow residue, (d) optical flow between image I and image 2

and (b) show two images, image I and image 2 of a person with different expressions.

The optical flow is determined using the Lucas-Kanade algorithm [22] and the optical

flow image is shown in figure 2.1 (d) below the original images. Now using image I and

the derived optical flow image (d), the second image is to be reconstructed, which is
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called the predicted image. The difference between the second image and the predicted

image is the optical flow residue image, which is shown in figure 2.1 (c).

With the training set of four images of the same subject with different

expressions, we can obtain 12 optical flow images. When different subjects are

considered to compute the optical flows, PCA is applied to these optical flow images,

which results in a larger residue called the eigen flow residue. The above mentioned

residues have the ability to discriminate between the self class and the imposter class; by

using the LDA we can combine the two residues. Now LDA [23] is used to find the

optimal 1-dimensional feature space that separates the two classes.

The self class is obtained using the projections of all the optical flow images from

subject 1, the imposter class projections are obtained from the projections of the optical

flow between subject 1 and other remaining subjects in the training set. Now the mean

and the covariance matrices of these two classes are determined and then the within-class

and between-class scatter matrices are computed. The weight vector that maximizes the

ratio between the determinants of the between class scatter matrix to the within class

scatter matrix will authenticate the system.

2.2 Face Authentication Based on Independent Component Analysis

The alternative feature extraction algorithm other than principal component

analysis is independent component analysis, [24] which is another widely used face

recognition/ face authentication technique. As in many other image processing

techniques, first the relevant features are extracted. Recovering the original image from

the known images is the main aim of source separation where each known image is a
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mixture of original images. There are two different architectures for independent

component analysis, namely architecture I and architecture II.

In architecture I, [7] the data matrix D is formed in such a way that each row

vector represents an image, Images are considered as random variables and the pixels as

the trials. Moving along the pixels, two images a andb are independent because it is

difficult to predict the value of the pixel of image b based on the pixel of image a; this is

a good exiunple of the independence of images. In architecture II, the data matrix used is

a transpose of that used in architecture I. So moving along the images, two pixels a and

6 will be independent. In this approach ICA finds a matrix such that the rows of this

matrix are statistically independent in order to reconstruct the original image in a least

square manner. As the vectors are independent they will be much closer to the natural

features of the training set and the ability to represent differences between the face

images is high. But researchers report that ICA will not replace PCA as it does not

perform well with large datasets. So first PCA is applied to reduce the dimensionality of

the data and then ICA is performed. ICA algorithms are a recursive process and

sometimes do not converge. [25]

2.3 Face Authentication Using Support Vector Machines (SVM)

A support vector machine [26], [44] is the main decision making tool for many of

the image processing techniques that are used for face authentication. It is mainly a

classifier technique that is considered to outperform Euclidean distance, normalized

correlation, etc. SVMs use many parameters and different kernels, which make the

optimization space extensive and do not guarantee to make the best solution. As it is a
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classification technique, in training process the faces can be represented as either the

eigen-faces (using principal component analysis) or as fisher-faces (using linear

discriminant analysis).

Now let us proceed further with the training process using the concept of fisher-

faces for feature extraction. SVM is trained to classify between the within-class and

between-class images. [27] Researchers say that SVM classifier is one of the best

techniques in extracting the features from the training data set. [28] Explaining in brief

the theory behind SVMs, they are based on minimizing the expectation or actual test

error for the trained machine, which is termed as the principal or structural risk.

Considering the linearly separable case, SVM provides the optimal hyper-plane that

maximizes the margin of the distances to the closest positive and negative training

patterns. Coming to the non-linear case, using the kernel functions (polynomials,

exponential and sigmoid functions) the training patterns are mapped onto a high-

dimensional space where the decision boundary is linear in this high-dimensional space.

[29] The disadvantage of SVMs is that when the data is modified by the feature

extraction or normalization, they get highly trained, and that affects generalization.

2.4 Face Authentication Based on Scale Invariant Feature Transform (SIFT)

SIFT technique is somewhat similar to local binary pattern methods [30] [31] but

is for producing a view invariant representation of feature extracted 2D patterns. SIFT

features presented by David Lowe [32] are invariant to the scaling and rotation of an

object and have promising matching for objects with distortions, noise varying
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illumination, etc. This approach identifies images even with occlusions and is capable of

achieving good results in a real world scenario.

The main steps involved for computing and generating the features for an image

are: (a) scale-space extrema detection: It is the first stage and is implemented by using a

Gaussian function to derive the key points that are invariant to scale and rotation; (b) key

point localization: At each pixel location, a detailed model is fit to compute the location

and scale, key points are selected based on the stability; (c) orientation assignment: Based

on local image gradient directions, each key point is assigned by one or more orientations

and all the operations are on image data that have been transformed relative to the

assigned orientation, scale, and location for each feature, thereby providing invariance to

these transformations; and finally, (d) key point descriptor: The local image gradient that

are measured at selected scale in the region around each key point are transformed in

such a way that it allows for significant levels of local shape distortion and variation in

illumination. Therefore each SIFT feature is composed of four parts, namely the location,

the scale, the orientation and the descriptor. Using these features there are many

classifiers [43] such as (i) minimum pair distance; computes the minimum distance

between all pairs of all key point descriptors in two images; (ii) matching the eyes and the

mouth, as most of the information of the features lie in these two regions; (iii) matching

on a regular grid: image is divided into sub regions or modules using regular grid with

overlapping and then matching is done,
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2.5 Face Authentication Based on One-Time Templates

This is an interesting technique that is based on applying a transform on the

original data that cannot be retrieved later. This technique uses two types of

transformations that are similar; one transform is applied to match with Euclidean

distance, and the other transform is used to match with cosine functions. Let us use the

terminology, a for data and b for the test image and x and y as their corresponding

transformations.

Transformation using Euclidean distance: Using an orthogonal matrix M and a

vector n that is generated randomly and independently, a transformed template is created.

This orthogonal matrix has the property such thatM M = MM = r. Using these randomly

generated matrices the transformations are performed; at the registration stage the

transformation for the data setx is created byx=Ma+n, the values of x are stored

discarding the values of a, as the values of M and n are randomly generated and it is

impossible to retrieve the original data. These values of M and n are stored in the user's

smart cards, and for security purposes these values should be different for different users.

At the testing stage for face authentication, the test image b is also transformed in a

similar mannery =Mb+ n with values of M and n that are provided by the user of the

smart card. Now the matching is performed using the Euclidean distance between the

transformed values ofx and y, provided the user gives the correct M and n values.

Transformation using cosine function: The transformation is done in a similar

manner; the data is transformed using the equation x = Ma, the test image is transformed

using y = Mb, and the matching is performed using the cosine distance between the x and

y values using equation (2-1),
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where, xy=fx,yi

And coming to the one-time template [33], a new template is created every time a person

comes in for authentication by changing the values of M and n. At i'" authentication, a

person enters his i ' and n values and thei"'V values are created. Now

at(i + I)"'authentication, the new data, which is assigned during the i" authentication, is

used to transform the data test image, and the values M, n and x are always updated and

stored as soon as the person is authenticated. After every authentication that is processed

for an individual, he or she gets new M and n values, which are kept on his smart card.

These new values are calculated using the equations

(2-2)

T T
nt~i =M, n, +n;,

The approach used here is a simplification process of semi-randomized access

control. [34j This method of transformation is applicable not only to face template

matching systems but also to other biometric template matching systems.

2.6 Face Authentication Based on 3D Methods

The above mentioned techniques are some of the 2D face authentication

techniques. We now briefly explain how 3D face authentication is carried out. The 3D

face authentication systems are divided into 3 parts: data acquisition, feature extraction

and finally face authentication. The most common way to represent the 3D data through
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scanning is the triangle mesh representation. After the data acquisition is done, the

features are extracted; this is done during the training stage and even during the testing

stage. There are three steps involved in the feature extraction process: surface point

classification, approximating nose tip extraction and finding symmetry plane, and finally

critical points, nose and sub face extraction. To compute surface curvature at each vertex

of the triangle mesh of the face, the bi-quadratic Bezier patch method [35] is used.

First the specific features such as the nose tip are computed. Spin image method

[36] is used as the initial guess to find the nose tip. Second, the face symmetry plane is

determined using the modified mirror plane method [37] and then, using the intersection

of symmetry plane with the face mesh, the symmetry profile curve is determined. Finally

the critical points and the face mask are extracted. The critical points are the eye corner

points, mid cheek points„bottom nose point, eye corner points, etc. Face mask is the sub

region of the face surface. When the features are extracted, only the face feature

information is stored and is matched with the feature information at the client location.

Two types of comparisons are used; first is comparison using profile curves [37] and

second, using the nose and face masks. The nose and face mask comparison is done using

the Iterative Closest Point (ICP) algorithm. [38]

2.7 Summary

In this chapter, various methods and approaches used for face authentication and

the pros and cons of each technique has been discussed. This chapter focused mainly on

the various problems that are involved in face authentication systems and also discussed

the limitations of the technique used so far. It also conveyed that not all problems are



overcome in many of the techniques developed so far, and the necessity of a novel

approach to solve the issues faced by varying poses, expressions and occlusions in face

regions.
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Chapter 3

FACE AUTHENTICATION USING

PRINCIPAL COMPONENT ANALYSIS

Principal component analysis is a statistical technique that linearly transforms an

original set of variables into a substantially smaller set of uncorrelated variables that

represents most of the information in the original set of variables. [39] The main idea is

to reduce the dimensionality of the original data set that is to express the large single

dimensional vector of pixels constructed from a two dimensional facial image into the

compact principal components of the 1'eature space, which is called the eigenspace

projection. The eigenspace is calculated by finding out the eigenvectors of the covariance

matrix derived from a set of facial images. This eigenspace is called the universal

eigenspace as it represents the variations in expression and pose among all the subjects.

This chapter deals with the theory of the universal principal component analysis

and how it is used to implement the face authentication, and the performance of the face

authentication using universal PCA technique with a different number of eigenvectors is

assessed.

3.1 Principal Component Analysis (PCA)

For face recognition using PCA, we assume that there are P subjects, and each

subject has K training face images. Each face image r(hi) is a two dimensional matrix of

size N by N, as shown in figure 3.1, which is transformed into a single dimensional vector

of size N'x 1. The image space is created by all the N'x I vectors of P subjects with K
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images of each subject as shown in figure 3.2. The main idea of PCA for face recognition

is to express a large one dimensional vector of pixels constructed from a two dimensional

facial image into a compact set of principal components of the feature space, which is

called the eigcnspacc projection.

.I 11,2 113

.I I2.2 12,3

II

12

,I IP),2 lN,I ...

Figure 3.1: Matrix representation of face image of size Nx N
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Figurc 3.2: Representation of the image space

Each column vector in the image space, which is an image in the training set, is

denoted as I(»), which is a N x I column vector, where I denotes the index of the subject
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and m denotes the index of the face image of an individual, where 1&1 & P and

1& m & K. The mean face is calculated from the image space which is defined by,

(3-1)

Each training face differs fiom the mean by the vector Du, —— Ii„, -M . Therefore

the difference matrix A is of size N'x PK can be represented as A= [Di, Dz, Ds,..., Dr x ] .

PCA is applied to the difference matrix by finding a set of R orthononnal

eigenvectors V„, corresponding to the largest eigenvalues of the matrix AA', that is

AA V„= il„V,. for r=1,z,..........,rt (3-2)

whereat,2z,2s,...,2s are in the decreasing order of non-negative eigenvalues and R is

the number of significant eigenvectors that are chosen with the largest corresponding

eigenvalues. The matrix AAr is of size N xN and determining the N eigenvectors is

computationally complex, but the number of training face images, PK is much smaller

than N', therefore first the eigenvectors v„'re determined by x'A which is of size

PKx PK, that is

V,. = il„V,. (3-3)

By solving the equations (3-2) and (3-3), we getV„=AV„2, The set of orthonormal

basis of a new feature space is formed by these eigenvcctors, which is termed as the

eigenspaces. [40] Therefore the face images are represented by a set of eigenvectors

developed from a covariance matrix formed by the training face images. The idea behind

eigenspace is to find a lower dimensional space in which these shorter vectors will

describe face images, and essentially it is the subspace representation of all the face
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images, Thus the transformation of each face image It,„ from the image space to the

eigenspace is given by,

Nt,„—— V„(Ita — M ) b'l,m,r (3-4)

Using these weights, a comparison is made during the testing phase and the distance is

found out in order to recognize an individual. The training phase and the testing phase of

face recognition using PCA is illustrated in figure 3.3.

In the testing phase, classification is based on a test face image I„„where the

projection into the eigenspaces is obtained by,

T
The weights ofthe training set N»« form a vector Tt„t [rq ti rq tz rett ti ''''''''rq tran]

which describes the projection of each input face image in the eigenspace. The weights of

T
the test image Nte t form a vectors t [rq t] rstt tz '''''rq taj . This vector is used to fit

the test face image in the predefined face class. To classify the test image, a simple

Euclidean distance measurement technique is used where the distance between Tt„t

and Tt~ is measured using the equation,

tttt I lest tm til, m (3-6)

Finally, when comparing Dist»„with a pre-selected threshold t, the test image can

be classified to be recognized as the I subject if minimum ofDisrt„, is less than or equal
t»



23

Figure 3.3: Illustration of the training phase for PCA based face recognition



24

Figure 3.4: Illustration of the testing phase for PCA based face recognition
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3.2 Face Authentication using Principal Component Analysis

The above mentioned universal eigenspace represents not only the inter variations

between the different training individuals but also the intra variations of each individual

with different expressions, different poses, ages, etc., which is mainly applicable for face

recognition. Face authentication is different from face recognition in that face recognition

is a one-to-many match whereas face authentication is a one-to-one match.

The algorithm for face authentication should be robust to each individual that is

the squared norm of the difference between a weight of the test vector and its

representation in the eigenspace is the measurement for authenticating an individual.

From now onwards we will mainly focus on an individual subject. Therefore, for an

image space ofK images of each individual, the same method can be repeated P times, as

P is the number of subjects.

one subiect

«) 112«) ~ ~ ~ - I)K«1

(2) 112(2) ...... I I K(2)

(3) 112(3), ..., 11K(1)

&N2) I I )2«) 11K(N

Figure 3.5: Representation of the image space for an individual

The image space of the I individual is represented by I( as shown in figure 3.5,
(h ~

where I ranges Irom I to P, and the size of the image space is I&I x K. One eigenspace is



constructed for each training subject for the individual PCA technique. Now the average

face image M, for each subject can be obtained as,

K

Ml —— — g Itm
,e=i

(3-'I)

Each training face differs from the mean by the vector Dim = I„e ™,, I=I,2,...,P. The

difference image matrix for the la subject can be represented

asst = [D„,Dt3,D»,...,Dtz]. In the individual PCA the eigenvector is denoted as V,,

and each face is projected on its own eigenspace by the equation,

~lme = VI e(Ilm MI),VII,m,r (3-g)

where R is the number of eigenvectors chosen.

The above algorithm is repeated for all P subjects. The weights for all the subjects

are determined during the training phase. During the test phase of the authentication

system, when a face image is captured and the individual claims to be subject I, first the

face image Ilt f is projected to the Im subject eigenspace to obtain the weights of the test

face image by the equation,

T
IIIIt t„= I, ( It st ™I) (3-9)

As mentioned in the universal PCA approach, the weights ~tm„ form a vector

+I [ml I ~i 3  f 3 ''''''''mt s] that describes the projection of each input face
T

image of the training subjects in the eigenspace, where this vector is used to fit the test

face image in the predefined face class. Similarly the weights colt„t„of the test image

tT
form a vector ttest as~ltest t~ftestt~~ltest3&~tfest3"""'~ttestlt 3
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To verify or authenticate the test image, two different techniques have been used

in this thesis research. First is the simple Euclidean distance measurement technique, and

the second is Mahalanobis distance [23]. In the Euclidean distance measurement, the

Euclidean distance between?iu,l and 7I is measured using the equation given by,

Disrnr
I
Tj&eel lm (3-10)

If minimum of Dist „, is less than or equal to a pre-selected threshold 'Ci, then the test

image is said to be authenticated as subject I. Setting the tlueshold is a difficult task,

because smaller thresholds lead to a problem of false rejections and higher thresholds

lead to false acceptance. Therefore a different threshold is set to each individual.

The second method of distance measurement is the Mahalanobis distance. When

all the training face images of each subject Iln, are projected to the eigenspace, the mean

face vector and the covariance matrix corresponding to each individual are determined

using Tim by the following equations,

K

Tl Z Tle~
nt = i

(3-1 1)

K

Z
Cav y (T T Mean

)(T T Mean )T
el = i

(3-1 2)

Where T,
'"" and 7) '"are the mean and the covariance matrices of weight vectors of

subject I, which are calculated during the training phase. Coming to the testing phase of

the face authentication system, when the individual claims to be subject I, the test face

image Il„„ is captured and this image is projected to the eigenspace of subject I, and the
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projected vector Tt«„ is obtained. Then the Mahalanobis distance is measured using the

mean and the covariance matrices of class I as,

Dist =(T, — TMeon) T o"
(T„„, — TMean)

The Mahalanobis distance is compared with the pre-selected threshold tt similar

to that in the case of Euclidean distance measurement and the test face image can be

rejected or accepted accordingly. Setting the threshold is a difficult task because a snialler

threshold leads to a problem of False Rejection Rate (FRR), while a higher threshold

leads to a problem of False Acceptance Rate (FAR). Therefore individual thresholds are

set for each subject in the database in order to get the best results.

3.3 Experimental Set-up, Specifications and Results

The experiment for face authentication is done and the performance of this

algorithm is tested on videos of different individuals captured with varying expressions,

poses and occlusions. For the detection of the face images that are grabbed from the

frames„a detection algorithm [42j developed by Viola and Jones is used. In ideal

situations, the training and the test images should be frontal face images, properly

cropped and resized. Since we are dealing with a real time application, this may not be

possible. This is because the individual is not asked to pose before the camera. Instead

the camera is positioned in such a way that a full frontal iniage of the customer's face is

automatically captured, and the individual is unaware of being authenticated. This may

result in non-frontal images getting captured, which in turn will affect the facial

authentication process. To overcome this difficulty, multiple face images are captured

over a certain interval of time in order to authenticate efficiently,
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Most of the videos were grabbed using a Sony camcorder with 2.11 mega pixel

resolution. For the training set of images, the images are grabbed at every twelfth fi arne

from a 10-second video; the images are cropped and resized manually as the training

procedure is not a real time process. During the testing phase, 10 face images of an

individual are grabbed and stored at every seventh frame from a 3-second video. These

10 testing images of an individual are stored in a folder with their PIN which was entered

to perform a transaction; the testing phase is carried out using this folder, and the system

may authenticate or reject the individual accordingly. The folder used here is a temporary

folder; it is not used later, because it is just to authenticate a person and not for the

training purpose.

3.3.1 Camera specifications

The camcorder used for face authentication was a Sony DCR HC85 model and the

specifications are:

~ Resolution: 2.11 mega pixel

~ Live video capture: Up to 640 x 480 pixels

~ Frame rate: Up to 30 frames per second

3.3.2 Image specifications

The specifications of the images that are captured and processed are as follows:

~ Input frame rate fi.om the camera: 24 frames per second

~ Frame of the image size captured by the camera: 640 x 480 pixels.

~ Minimum size of detected face within each frame: 64 X 64 pixels

~ Size of the face image that is processed for authentication: 64x 64 pixels
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~ The images that are processed are Portable Gray Map (pgm) images.

3.3.3 System specifications and processing speeds

The system specifications and the approximate times of processing various

modules are as follows:

System specifications:

~ System processor: Intel Xeon(TM) 2.40 GHz

~ System memory: I GB RAM

Approximate times ofoperations:

~ Time taken to train the subjects into the authentication system: 2.2 sec

~ Time taken to authenticate a person: approximately 1.2 sec

3.3.4 Experimental results

For the experiments, images of 20 individuals are used in the training phase. Most

of the individuals involved belong to the ODU Vision Lab, and they belong to different

ethnicities. The number of images considered for training the algorithm is 20 for each

individual, and the size of each image used is 64x 64 pixels. All the images used are

portable gray map images. A total of 400 images are used for the training algorithm of 20

individuals. These images are grabbed Irom the video during the enrollment process and

are processed to get the weights of each individual. During the testing phase, while the

individual enters his or her personal identification number the video is recorded for about

3 seconds, and 10 frames are grabbed and used for authentication. The experinient was
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Figure 3.6: Sample training images of 20 individuals
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conducted on different individuals that are in the database and also on unknown

individuals. Tests were conducted on the face images, which contain occlusions such as

sun glasses, masks, facial hair and makeup, along with varying expressions and poses.

Sometimes people who come for a transaction may bc talking on a phone with different

expressions and poses. Therefore, the experiment was conducted in order to get perfect

simulations even in such different operational scenarios.

Figure 3.6 shows some of the sample training images of 20 individuals and the

corresponding PINs are shown next to the images. It can be observed that all the training

face images are fairly neutral with few expression and pose variations. The testing

database consists of different videos of different individuals taken at different times;

some of the individuals belong to the training database and some of them are unknown

individuals.

Figure 3.7: Sample test images of two subjects with PINs 9 and 5

The videos of different individuals are taken at different times with different

occlusions and different expressions to test the system. The sample test images shown in
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figure 3.7, which are similar to the training images, were grabbed from a video captured

at an interval of 10 seconds on different days.

Since the verification or authentication is carried out as a one-to-one matching

process, the algorithm is executed and tested for the 10 images of the individual that were

grabbed from the video that is captured for around 3 seconds when the person enters his

or her personal identification number to perform a transaction. Out of these 10 grabbed

face images, if at least two of the test images are matched with the information present in

the database, then the person can perform the transaction, else he is not allowed to

continue.

The performance of PCA for face authentication was tested by varying the

number of eigenvectors. More eigenvectors resulted in an increased authentication rate,

thereby decreasing the false acceptance rate. In order to analyze the system, the algoritlun

was executed several times on videos of known individuals and also of unknown

individuals that were captured at different days. The tests were performed for test images

that were similar to the training images and also on images with occlusions.

For the above mentioned test, in which face images are similar to the training

images, we can observe from the plot shown in figure 3.8 that the authentication rate

increases with the number of eigenvectors used for authentication. The number of

eigenvectors is varied from 5, 10, 15, 20, 30 and so on up to 80. It was observed that

when the number of eigenvectors is greater than 20, the authentication rate is around 91

percent, and there is not much improvement for the number of eigenvectors greater than

20.
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Figure 3.8: Error characteristics with respect to number of cigcnvectors using

universal PCA (for images that are similar to training set)

Figure 3.9: Sample test images of two subjects with occlusions
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Setting the thresholds and getting the best results for videos that have faces with

occlusions is the main objective of this process. When the algorithm is tested with test

images of individuals with occlusions such as sun glasses, talking on a phone, a face

mask and so on as shown in figure 3.9, it can be observed that the authentication rate is

not satisfactory. Figure 3.10 shows that the authentication rate increases with respect to

the number of eigenvectors for test images with occlusions.

Figure 3.10: Error characteristics with respect to number of eigenvectors using

universal PCA (for images with occlusions)

The number of eigenvectors is varied in the same manner as before from 5, 10,

and so on up to 80. In this case it is observed that with a number of eigenvectors greater
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than 20 the authentication rate is around 64 percent only, and there is noi much

improvement for a number of eigenvectors greater than 20 for the face images with

occlusions. It can be observed from the Receiver Operating Characteristics (ROC) curve

as shown in figure 3.11 that for a particular false acceptance rate of 36 percent the

authentication rate achieved is 100 percent.

Figure 3.11: ROC curve of universal PCA

3.4 Summary

In this chapter, the basic concept behind the PCA and how it is used in a real time

face authentication systems has been presented. The experimental set up and the

performance evaluation has been explained. The primary goal of face authentication is to
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authenticate a person even with variations in facial expression and pose and with

occlusions. Based on the experimental results it can be observed that with the PCA based

technique for face authentication the algorithm performed well with the test images that

are similar to the training images, but it did not perform well for the test images that were

with varying expressions, poses and occlusions. Therefore, there is a need for a technique

that can achieve the actual goal for face authentication. A modified PCA method is

investigated and presented in chapter 4.



Chapter 4

FACE AUTHENTICATION USING MODULAR PCA

In order to improve the performance of the face authentication algorithm a

modified PCA method called modular PCA [5] is investigated. In this technique, the face

images are divided into sub images or modules, and then PCA is applied to each of the

modules. In the universal PCA approach, the algorithm is trained considering the entire

face image as a single unit. If the face region has large variations in pose and expression

it may affect the authentication rate profoundly. The modular PCA approach helps in

authenticating a person even if some of the face images are affected due to varying poses

and expressions and also with occlusions. This increases the perfonnance of the

authentication system when compared to the universal PCA approach.

This chapter deals with the theory of modular PCA and its application to face

authentication. The increased perfonnance of the face authentication over the universal

PCA approach is presented.

4.1 Face Authentication using Modular Principal Component Analysis (MPCA)

The experimental results in chapter 3 showed that face authentication using

universal PCA is not efficient under conditions of varying poses and expressions, as the

method considers each face image as global information in order to obtain the

projections. Under these conditions the projections of the image will vary considerably

with the projections of the images with normal pose and expressions, hence making it

difficult to authenticate an individual. In modular PCA the face images are divided into



modules and the weights are determined for each of these modules. This results in an

effective representation of the local information of the face. In this sub images approach,

only some of the face regions vary with varying poses and expressions and the remaining

regions are not affected. Therefore only some of these sub images are affected. The

projections of test face images that are not affected by varying poses and expressions will

closely match the projections of the training sub images of the same subject under normal

conditions, thereby making the authentication process more efficient.

In the modular PCA approach, each image in the training set of all the individuals

in the database is divided into 5 non overlapping smaller images. That is, the size of each

sub image vector is N /S. The mathematical expression for obtaining these sub images is

represented by,

(N N
I/~gg(+ 6): t

(' (J' for 1&i I&+S 1&a h&(N/+S) (4 I)"'los 4S

where m denotes the index of the face image of an individual, I denotes the index of the

subject and g denotes the module number; (a, b) represents the pixel location. The size of

the original image is Nx N. The relation between g, i andj is g = (i — 1)TS+ j .

Figure 4.1 shows an example of how the face image is divided into 16 sub

images; that is, S = 16. To get a sub image Stc for all the images of an individual, the

value of i is equal to 3, and the value of j is equal to 2. Aller, all the face images are

divided into modules to get the sub images. Each of the corresponding sub images of all

the face images of an individual is loaded into a matrix to form the sub image space; for

example, if the face images in the training set are divided into 16 sub images, say Si to

Stg the sub images Si of all the face images of an individual are loaded into one sub
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image matrix, which is of size(N /S) x K, where K is the number of face images of each

subject. Similarly we have 15 other sub image spaces, and now the universal PCA is

applied to all these 16 sub image spaces separately, and the weights are obtained.

Range of 'g

1 2 3 4

Range of V

Figure 4.1: Representation of splitting the face image in modular PCA

Figure 4.2 illustrates the training phase of modular PCA based face

authentication. The average face image M/g will be different for each subject and for each

sub image, and it is obtained as,

(4-2)

Each training face sub image differs from the mean sub image by the

vectorD/ g I/ g M/g, Tile difference matrix A/gis of size (N IS)xK, which can be

represented as A/g [D/tg D/2g D/sg ''''''/xg] As explained in chapter 3, using the

covariance matrixA/gA/g the eigenvectors V/g are obtained. Each face sub image is

projected on its own eigenspace by the equation,
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T
 ling Vlg (Ilmg ™tg )

where, 1 & r & tt and It is the number of eigenvectors chosen.

Figure 4.2: Illustration of the training phase for modular PCA based face authentication
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The above algorithm is repeated PS times, for S sub images and for P subjects.

The weights of all the sub images of all the subjects are determined during the training

phase. The weights of the training set Nt„,g form a matrix2t„,g by the equation,

ttng l~ltngt  Itttg2 ~ltttgs """"mttttgg j . It describes the Projection of each sub image ofT

the training subject in the eigenspace, where this eigenspace is used to fit the

corresponding test sub image in the predefined face class.

Figure 4.3 illustrates the testing phase for modular PCA based face

authentication. During the test phase of the authentication system, when a test face image

Il«„is captured and the individual claims to be subject I, the image is divided into

modules according to the equation (4-1), and then the sub image I„„tg of the test face

image is projected to the l"'ubject eigenspace to obtain the weights of the test face

image by the equation,

T
~It tg „~lg „(~lt tg MIg) Vg, r (4 4)

The weights rq„„g of the test image form a vector TI«,tg as

1T
ltestg lmltestgt~~ltestg2~~ltestgs1"" "~ltes(gttl . The same algorithm is used to obtain

the eigenspaces for the rest of the sub images, and the corresponding training sub image

eigenspaces are used to get the error measurement.

Again, two methods are used for distance computation, the Euclidean distance

and the Mahalanobis distance measures. The Euclidean distance measure is determined

between Tltestg and Ti„,g using the equation,

Disrltlg ll~ltestg ~lttrg
I

vrg ta (4-5)
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Figurc 4.3: Illustration of the testing phase for modular PCA based face authentication
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A minimum of Dist „,s is determined for each module that is Distr = min(Dist„„) . If the
III

average distance Disi„ for all modules is less than or equal to a pre-selected threshold Zj,

the test image is said to be authenticated as subject I, where Zj is different for every

individual.

The Mahalanobis distance measurement is obtained using the equation,

(4-6)

Tjs
""

and Ti~'" are the mean and the covariance matrices of weight vectors of all the

corresponding sub images of subject I that are determined during the training phase using

the weight vector Ta«as,

K
Meow

Tlg ~ ~l)ns vg, i (4-7)

K
Tcov y(7. 7 Men~)(T 7 Mearl)T

m=1
(4-8)

If the average of the Mahalanobis distance Disi„ is less than or equal to a pre-selected

threshold 76 then the test face image is said to be authenticated.

4.2 Experimental Results

The performance of face authentication using modular PCA is evaluated with the

same database as discussed in chapter 3. The perfonnance of this algoritlun was tested by

varying the number of eigenvectors. Greater numbers of eigenvectors resulted in an

increased authentication rate and thus decreased false acceptance rate. Tests were
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conducted to analyze the algorithm with different videos of individuals with vatying

poses and expressions and also with occlusions and on different days. Tests were also

conducted by varying the number of eigenvectors and by varying the number of modules.

Figure 4.4: Sample testing images with varying expressions, poses and occlusions used

for modular PCA

The algorithm was executed and tested for 10 images of an individual that were

grabbed from the video that was captured for around 3 seconds while the person entered

his or her PIN to perform a transaction. Out of these 10 test face images, if at least two

resulted in a match in the face authentication process, then the person was allowed to
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perform the transaction, otherwise the person was not allowed to continue. Figure 4.4

shows sample test images of 5 subjects.

Figure 4.5: Error characteristics with respect to number of eigenvectors using modular

PCA (for images with expressions, poses and occlusions)

It can be observed from figure 4.5 that the authentication rate is increasing with

the increase in the number of eigenvectors, as in the case of face authentication using

PCA, The number of eigenvectors is varied from 5, 10, 15, and so on up to 80, and we

can observe that for the number of eigenvectors greater than 20, the authentication rate is

around 89 percent, and there is not much improvement for the number of eigenvectors

greater than 20. Similarly, the experiment was performed by varying the number of
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modules by changing the value of S. As the image size for the training set of face images

is 64x64, the S values used were 4, 16, 32 and 64. Figure 4.6 shows the error

characteristics for the different number of modules.

Figure 4.6: Error characteristics with respect to number of modules using modular

PCA (for images with expressions, poses and occlusions)

From figure 4.6, we observe that the authentication rate was better for the number

of modules equal to 16 and degraded later as the number of modules was increased. For

face authentication with number of modules equal to 16 and the number of eigenvectors

equal to 25, the authentication rate is 92 percent for test videos with varying expressions

and poses and also with occlusions.
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It can be observed from the receiver operating characteristics curve as shown in

figure 4.7 that for a particular false acceptance rate of 8 percent the authentication rate

achieved is 100 percent. We can observe that the modular PCA helped in improving the

authentication accuracy over the universal PCA.

Figure 4.7: ROC curves of universal PCA and modular PCA

4.3 Summary

In this chapter, the application of modular PCA technique in real time face

authentication systems has been presented. The performance evaluation for the face

authentication is discussed. Based on the experimental results it can be observed that with

the modular PCA based algorithm, face authentication performs well with the test images
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not only similar to that of the training images but also with varying expressions, poses

and occlusions. It can be observed that the dimensionality reduction technique on

individual modules of the face images improved the accuracy of face authentication when

compared to that of applying on the whole image.
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Chapter 5

FACE AUTHENTICATION USING WEIGHTED MODULAR PCA

In order to get better authentication performance, a modified PCA approach

named weighted modular principal component analysis (WMPCA) [6] is employed and

presented in this chapter. In this method, the face images are divided into four horizontal

sub regions such as forehead, eyes, nose and mouth with chin, and PCA is performed on

each sub image; in modular PCA the face images are divided into a large number of

square modules. The weighted modular PCA approach is based on a comparison between

the main features of the individual with the respective information in the database. It is

expected to yield better perfonnance for face authentication when compared to the other

two methods described in the previous chapters.

This chapter presents the description of the weighted modular principal

component analysis approach for face authentication and shows the increased

performance of the face authentication over the other two approaches.

5.1 Face Authentication using Weighted Modular Principal Component Analysis

It was shown in chapter 4 that dimensionality reduction techniques on individual

modules of the face images improved the accuracy rate of face authentication when

compared to the universal PCA where the whole image is considered as a single unit.

Therefore the concept of modules is used again in this research, but in a different way. In

this method the face images are divided into horizontal sub regions such as forehead,

eyes, nose and mouth with chin regions. Each sub region is analyzed separately using the
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principal component analysis. This teclmique is mainly a comparison of the

corresponding features of the face images. The sum of the weighted distances between

each sub region of test image to the respective sub images in the training set is calculated.

The final decision for accepting or rejecting an individual is based on the sum of the

weighted distances obtained from each sub region. [6]

In the weighted modular PCA approach, each image in the training set of all the

individuals in the database is divided into four horizontal rectangular sub regions. That is

the size of each sub image vector is N l4, the size of the original face images being NxN.

The mathematical expression for dividing into sub images is given by,

(N
Iallg (a,b) =

lani
g + (5-1)

where g is the module number used (in this case 4 modules are used so, i & s & 4 ), I is the

index of the subject, and m is the index of the face images of each subject;

I & a & (N I 4) and I & b & N. PCA training process is carried out to get the weights of all

the sub regions of each individual as mentioned in chapter 4.

For each sub region It„,sof each individual, the mean vector, the difference

matrix, the covariance matrix, eigenvectors and the projections are calculated in the same

manner as described in chapter 4. All the E images of an individual are divided into sub

regions using the equation (5-1). Figure 5.1 shows the division of the image into

horizontal sub regions. As the face images in the training set are divided into 4 sub-

regions, say Si to Sa, the sub region Si of all the face images of an individual is loaded
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Figure 5.1: Representation of splitting the face image in weighted modular PCA

into one sub region space that is of size(N'/4) x K. Similarly the other 3 sub region

spaces arc formed; the universal PCA is applied to all these 4 sub region spaces

separately, and the weights are obtained for each sub region.

Figure 5.2 illustrates the training phase of weighted modular PCA based face

authentication. The algorithm is explained for only one sub region and the same

procedure is applied to all the sub regions of each individual. Now the average face

image Mis is calculated as,

K
M )„—— — Q I(„,

1&t=1

(5-2)

where I & l & P and i & x & 4. Each training sub image of an individual differs from the

mean sub image by the vectorDt„,s =I~„s — Mis. The difference matrix Aa can be

represented as Ats =[Bag Dtsg Dug '/xs]. As explained in chapter 4, using the
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covariance matrix a,,A... the eigenvectors Vis are obtained, Then the weights are

calculated using the equation,

 lmg = ~tg (f/mg Mtg ), I & g & 4 and I & r & R
T

(5-3)

where R is the number of eigenvectors chosen. The weights Nims of the training set sub

T
regions form a matrix ~i«g by the equation, ~i»g =lÃiigt Wnig2 rqiiigi "" ".rqi»grtl

describes the projection of each sub image of the training subject in the eigenspace,

where this eigenspace is used to fit the corresponding test sub image in the predefined

face class. The above algorithm is repeated 4P times (that is for 4 sub images and for P

subjects). The weights of all the sub regions of all the subjects are determined during the

training phase.

Intra-subject variance gr,, for each of the sub regions is calculated and is used as

the weight for classification. It mainly assigns the priorities for each sub region. For each

sub region g of an individual I the variance is computed as,

K

Ylg Z l.~ling ~lg l
m=1

for l & l & P and l & g & 4 (5-4)

where,

K

Ttg"" =— Etang &I gg Z mg (5-5)

Figure 5.3 illustrates the testing phase for weighted modular PCA based face

authentication. During this phase of the face authentication system, when a test face

image Ii„„ is captured and if the individual claims to be the subject I, first the image is
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Figure 5.2: Illustration of the training phase for weighted modular PCA based face

authentication
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divided into four modules using the equation (5.1). Then each sub region Ii„stg of the test

face image is projected to its respective eigenspaces of subject i to obtain the weights of

the test face image by the equation,

T
~ltestg Plg (Iltestg ™tg) for, 1& r & It (5&6)

The weights ttit„stg„of the test image form a vector Ti„„g as

1T
Itestg I ltestgi'testgt'reslgSI"'""'testgtt

Again, two methods are used for distance computation, the Euclidean distance

and the Mahalanobis distance. The Euclidean distance measure is determined using the

equation,

Disttttg =
itestg

—
i,„g for 1 & g & 4, 1 & I s P and I s m & K (5-7)

The sub region that is more invariant to the expressions and poses has the highest

priority. Similarly, the sub regions that are less invariant to the expressions and poses

have less priority. The minimum distance Dist for each sub region is found by,

Distg = min(Diste„)
111

This final measure for deciding the authentication is the weighted sum of the distances of

individual sub regions that is given by the equation,

4

Dist„„= g[titt Dist ]
r=l
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Figure 5.3: Illustration of the testing phase for weighted modular PCA-based face

authentication
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This final distance should be less than or equal to the pre-selected threshold Zj so that the

subject is authenticated, where tf is different for every individual.

The Mahalanobis distance measurement is obtained by,

where Tlg
'"" and Tlg" are the mean and the covariance matrices of all the corresponding

sub images of subject I that are determined using the weight vector Tf„g, which is

calculated during the training phase.

K
Afenn

Tlg
— ~ Tfn,g Vg I

K

Tlg Z(Tffng Tlg )(Tfnrg Tlg ) Vg.i (5-12)K

The classification is done based on the distance equation (5-8) to calculate the sum of

weighted Mahalanobis distances. If the distance Dist,„„ is less than or equal to a

predefined threshold Sj, then the subject is said to be authenticated.

5.2 Experimental Results

The performance of face authentication using weighted modular PCA is evaluated

with the same training database as discussed in chapter 3. The perfonnance of weighted

modular PCA for face authentication was tested by varying the number of eigenvectors.

A greater number of eigenvectors resulted in an increased authentication rate, thereby

decreasing the false acceptance rate. Tests were conducted to analyze the algorithm with



different videos of the individuals at different times by varying expressions and poses and

occlusions. Sample test images are shown in figure 4.4 of chapter 4. The algorithm is

executed and tested for 10 images of an individual that were grabbed from the video that

is captured for around 3 seconds while the person enters his or her personal identification

number to perform a transaction. Out of these 10 face images, if at least two of the test

images match, then the person is allowed to perform the transaction; otherwise the person

is not allowed to continue. It can be observed from figure 5.4 that the authentication rate

is increased with the increase in the number of eigenvectors. We can observe that for the

number of eigenvectors equal to 20, the authentication rate is 96 percent.

Figure 5.4: Error characteristics with respect to number of eigenvectors using weighted

modular PCA (for images with varying expressions, poses and occlusions)
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The algorithm performs well for test images with varying expressions and poses and with

occlusions; the authentication rate is around 98 with 25 eigenvectors and there is not

much improvement for the number of eigenvectors greater than 25.

From figure 5.5, we can observe that for a particular false acceptance rate of 2

percent the authentication rate achieved is 100 percent. Therefore the weighted modular

PCA-based face authentication gives accurate results by varying expressions and poses

and also with occlusions.

Figure 5.5: ROC curves of universal PCA, modular PCA and weighted modular PCA



60

5.4 Summary

In this chapter, the application of the weighted modular PCA technique for

real-time face authentication has been explained. The performance evaluation for face

authentication is discussed. Based on the experinaental results it can be observed that with

the weighted modular PCA-based approach for face authentication, the algorithm

performs well with the problems of varying expressions and poses and with occlusions.

The weight estimation based on the variances of individual modules and its impact on

distance computations has improved face authentication accuracy. Therefore as this face

authentication system performed well, it can be used in many applications such as in

financial institutions, ATMs where money transactions are crucial and other secured

areas.
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Chapter 6

CONCLUSIONS AND FUTURE WORK

A weighted modular approach for face authentication has been presented

in this thesis. The module weights were provided based on the priorities of different

facial regions that change with the variations in pose and expressions and also with

occlusions. This technique helped in authenticating the identity of an individual who

claims to be one of the subjects in the database. A sequence of face images were selected

from video I'rames at a particular interval and were used for the authentication purpose.

These images will have wide variations in pose, expressions and occlusions when the

individual is unaware of being authenticated.

Three different techniques were investigated, namely Principal Component

Analysis (PCA), Modular PCA (MPCA) and Weighted Modular PCA (WMPCA). In the

PCA technique, the main idea was to express all the two dimensional facial images in the

training set in a compact set of principal components of the feature space called the

eigenspace projections, where the whole face image was considered to be a single unit. In

the MPCA technique, the face images were divided into square modules, and then the

PCA approach was applied to each of the modules. Therefore only some of the sub

images varied with the variations in facial features as it resulted in an effective

representation of the local information of the face. In the WMPCA technique, the face

images were divided into four horizontal sub regions, such as forehead, eyes, nose and

mouth with chin regions, and then PCA was applied to these sub regions, which resulted

in a comparison between the corresponding features of an individual. Weighted
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comparison of respective feature regions of the test images with the training images

provided a good authentication outcome.

The performance of the proposed face authentication system was evaluated with

several individuals belonging to different ethnicities. It was observed that the weighted

modular approach outperformed the state of the art face authentication techniques for the

input images with varying poses and expressions and also with occlusions. The time

taken for the computations was significantly reduced as the eigenspace was computed

using the lower dimensions of the covariance matrix and later transformed into the higher

dimensions. Two distance measures were used, the Euclidean distance and the

Mahalanobis distance. From the results obtained for the two distance measures, it was

observed that the Mahalanobis distance measure performed better than the Euclidean

distance. The concept of intra subject variance was presented, which assigned high

priorities to the facial features with low variance and less priority to the facial features

with high variance. The final measure for the classification was based on the sum of the

weighted distances using these variances. The final measure was compared to a pre-

selected threshold, and the individual was authenticated accordingly. Different thresholds

were set to different individuals in order to handle the problems faced by false

authentications and false rejections. Comparison of the three techniques employed in this

thesis was performed by the Receiver Operating Characteristics (ROC) curves. It can be

observed that for a two percent false acceptance rate, the authentication rate achieved was

100 percent by using the WMPCA approach for face authentication.

It is observed that the changes of the representational components of different

face feature regions are inconsistent with the variations in pose, expressions and with
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occlusions. I-lence it is envisaged that an adaptive computation of weights based on the

magnitudes of specific feature variations could help in an improved authentication rate.

Research work is also progressing to incorporate additional face feature components

estimated from multiple modalities to provide better authentication performances.
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