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ABSTRACT

Purpose: Analysis of narrative language samples is a recommended clinical practice in the assessment of children’s language skills, but we know little about how results from such analyses relate to overall oral language ability across the early school years. We examined the relations between language sample metrics from a short narrative retell, collected in kindergarten, and an oral language factor in grades kindergarten through 3. Our specific questions were to determine the extent to which metrics from narrative language sample analysis are concurrently related to language in kindergarten and predict language through Grade 3.

Method: Participants were a sample of 284 children who were administered a narrative retell task in kindergarten and a battery of vocabulary and grammar measures in kindergarten through Grade 3. Language samples were analyzed for number of different words, mean length of utterance, and a relatively new metric, percent grammatical utterances (PGUs). Structural equation models were used to estimate the concurrent and longitudinal relationships.

Results: The narrative language sample metrics were consistently correlated with the individual vocabulary and grammar measures as well as the language factor in each grade, and also consistently and uniquely predicted the language factor in each grade. Standardized path estimates in the structural equation models ranged from 0.20 to 0.39.

Conclusions: This study found narrative language sample metrics to be predictive, concurrently and longitudinally, of a latent factor of language from kindergarten through Grade 3. These results further validate the importance of collecting and analyzing narrative language samples, to include PGU along with more traditional metrics, and point to directions for future research.

Supplemental Material: https://doi.org/10.23641/asha.17700980

Language sample analysis (LSA) is considered a gold standard for assessing children’s language production in everyday communicative contexts (Costanza-Smith, 2010). LSA measures demonstrate strong associations with norm-referenced tests of oral language, particularly for younger children (Ebert & Scott, 2014). Another major advantage of language samples is that they can be analyzed in multiple, descriptive ways that can lead directly to functional treatment goals. However, a barrier to speech-language pathologists’ (SLP) use of LSA is the time and expertise needed to collect, transcribe, and analyze recorded samples of children’s speech (Pavelko et al., 2016). To add to the clinical challenge, research has not yet made clear how LSA measures predict children’s performance over time, making it difficult for SLPs to interpret LSA results. Individual variability in development has made prediction of language outcomes difficult, even when using early measures with good sensitivity and specificity (Armstrong et al., 2018). Such prediction challenges occur with standardized tests for vocabulary, grammar, and comprehensive language measurement (Snowling...
et al., 2016) and result in only moderate predictive value across analytic method (Armstrong et al., 2018). The purpose of this study is to investigate how language measures from a short narrative sample relate to the same children’s language performance on formal language measures longitudinally.

LSA represents valid assessment of real-world communication that may be elicited through conversational, narrative, or expository sampling procedures. Narrative production and retell samples have several clinical advantages. Children from the ages of 4–21 years produce representative and ecologically valid narrative samples (Channell et al., 2018). Narrative samples can be appropriately used across cultures and languages (Heilmann & Westerveld, 2013) and result in multiple reliable language measurements (Tilstra & McMaster, 2007). Compared with conversation, narrative retell may also result in more complex language use (Nippold et al., 2014), thus better reflecting the literate language required in school settings. Retelling a story from a model is likely to be easier than generating a new story, which makes story retell a useful context for younger children with less storytelling experience (Spencer & Petersen, 2020).

There is no agreed-upon guideline for the length of language samples, with adequate reliability noted in samples as short as 3 min in length (Heilmann et al., 2010) to as long as 20 min in length (Gavin & Giles, 1996). Logically, the longer the elicited sample, the more time clinicians will need to invest in transcribe, analyze, and interpret the results. Fortunately, there is some evidence that analysis of shorter samples may be clinically appropriate. Studies such as those of Heilmann et al. (2010) suggest that the LSA measures of mean length of utterance (MLU), total number of words (TNWs), and number of different words (NDWs) can be reliable with short samples. Eisenberg and Guo (2015) found that percent grammatical utterance (PGU) can be measured reliably in samples averaging approximately 30 utterances. Using robust sampling methods, Pavelko et al. (2020) reported no significant difference between 25- and 50-utterance conversational samples in TNW, MLUSUGAR (an MLU calculation specific to Pavelko and colleagues’ coding procedures), words per sentence, and clauses per sentence (CPS). However, story retelling can be a difficult task for young children (Westerveld et al., 2004), resulting in short samples of fewer than 20 utterances, on average, while existing data from narrative LSA measures are based on sample sizes of 30, 50, or even 100 utterances achieved by combining multiple retells.

**LSA Measurements**

LSA measures capture snapshots of different aspects of children’s language. Currently, quantitative LSA measures are typically thought of as measuring either vocabulary or grammar.

**Vocabulary**

The simplest measure of vocabulary derived from language samples is TNW, which is the child’s word count for the sample. Although TNW can vary in samples of different lengths and contexts, there is emergent evidence that relatively short samples in both narrative and conversational contexts generate consistent TNW values (Heilmann et al., 2010; Tilstra & McMaster, 2007). Another measure, NDW, measures breadth of vocabulary by counting unique words used within a sample (Malvern & Richards, 2012). NDW also demonstrated stability across sample lengths and contexts (Heilmann et al., 2010); however, compared with TNW, NDW had a higher test–retest reliability (Gavin & Giles, 1996) and higher correlations with standardized tests of vocabulary (Ukrainetz & Blomquist, 2002).

**Grammar**

Children’s grammatical ability is stable over time and useful for differentiating those with and without language impairment (Bedore & Leonard, 1998). MLU is a measure of the average number of morphemes (MLU_m) or words (MLU_w) in each utterance in a sample. MLU_m and MLU_w increase over time and differentiate children with and without language impairment (Rice et al., 2010). MLU broadly captures children’s ability to combine words and morphemes to increase utterance length. PGU is an overall language measure that, unlike MLU, specifically captures grammatical accuracy (Eisenberg & Guo, 2013). PGU is calculated by excluding utterances that do not require a subject and verb, marking utterances that contain at least one grammatical error, and then dividing the number of grammatical (or unmarked) utterances by the total number of included utterances. For example, if a sample contained 15 utterances, five of which were excluded and three of which contained grammatical errors, the PGU would be 70% (seven grammatical utterances divided by 10 included utterances = 0.70 or 70%). PGU can be reliably applied to narrative samples of children between 4 and 9 years of age (Guo et al., 2019). It adequately differentiates children with and without language impairment (Guo et al., 2019; Guo & Eisenberg, 2014; Guo & Schneider, 2016) and demonstrates reliability over time (Guo et al., 2019; Leonard et al., 2017).

**Relationships Between LSA Metrics and Standardized Language Assessments**

Limited research has examined concurrent relationships between LSA measures and standardized assessment data. While studies have identified predictable age-related changes in LSA metrics between children of different ages (Guo et al., 2019; Pavelko & Owens, 2017; Tilstra & McMaster, 2007), others have found that the correlations...
with standardized test results may vary with the age of the child (Ebert & Scott, 2014). Ukrainetz and Blomquist (2002) compared several standardized vocabulary assessments to combined conversation and narrative LSA measures for children aged 3:11–6:0 (years; months). They reported weak-to-moderate positive correlations between LSA measures and NDW and weak correlations between LSA measures and both TNW and MLU. Tilstra and McMaster (2007) noted a moderate correlation between TNW and number of grammatical errors (similar to PGU) from narrative samples and standardized language composite scores for children aged 5–9 years, with more significant relationships for verbal fluency measures, for example, TNW per minute. This study did not compute MLU. Ebert and Scott (2014) found significant correlations between MLU, TNW, and multiple norm-referenced test scores with measures of both vocabulary and grammar for younger children ages 6:0–9:0. They also found significant correlations between TNW and scores on a norm-referenced test of reading comprehension and NDW with measures of both vocabulary and grammar for children ages 9:1–12:8; however, MLU was not significantly correlated with any LSA measure for older children. Owens and Pavelko (2017) compared conversational measures of MLU, TNW, CPS, and words per sentence from children ages 3:7–7:6 to their performance on norm-referenced subtests of vocabulary, grammar, and pragmatic language. They found MLU, TNW, and words per sentence to be significantly correlated with all norm-referenced subtest results. Guo et al. (2019) have also demonstrated correlations of PGU and percent grammatical responses with a standardized test of grammar.

Although it is clear that language sample metrics are associated with standardized test results, this study expands on prior research in important ways. Existing studies of LSA metrics have used cross-sectional samples of varying sizes (Ebert & Scott, 2014; Guo et al., 2019; Guo & Schneider, 2016; Pavelko & Owens, 2017, 2019; Tilstra & McMaster, 2007). Our data are longitudinal, allowing a preliminary investigation of the predictive nature of LSA metrics over time. Like Guo et al. (2019) and Pavelko and Owens (2017, 2019), we have a large sample of children. In combination with our wide variety of language measures, this large, longitudinal sample enables us to use structural equation modeling and latent factors for language.

Research Questions

The research questions that we asked in this study are as follows:

1. What is the relationship between LSA metrics, from a brief story retelling, and an oral language factor construct, both measured in kindergarten?

2. What is the longitudinal relationship between the kindergarten LSA metrics and an oral language factor measured in Grades 1, 2, and 3?

Method

Participants

Participants were selected from a sample that was originally recruited in preschool as part of a larger longitudinal study by the Language and Reading Research Consortium (LARRC; for more details on participants and methods, see LARRC et al., 2016). Recruitment took place at four research sites in different regions of the United States. Children were recruited from the classrooms of participating teachers, and there were no requirements for presence or absence of language difficulties; thus, it can be assumed that most children were typically developing in language. The number of kindergarten participants in the second year of the larger study was 379. Of those, 356 had LSA data and 284 had a sufficient number of utterances (≥ 5) in their language sample, which is recommended in PGU coding (detailed below). Thus, the sample size for this study was 284. The average age of the children at the time of testing in kindergarten was 6:1. Nearly 10% of the children were reported by caregivers to have an Individualized Education Program. Nonverbal intelligence, measured in preschool using the matrices subtest of the Kaufman Brief Intelligience Test, was within the average range (standard score M = 102, SD = 11.71).

Demographic information obtained from caregiver questionnaires at the beginning of the larger study showed that English was the primary language of the home for 98% of families, caregiver race was 92% White, the majority (88.6%) of female caregivers had at least some college education, and 15% of children qualified for free and reduced-price lunch. For household income, 34.7% of the sample reported ≤ $60,000; 25.6% between $60,001 and $85,000; and 39.8% were > $85,000.

Procedures

In the LARRC study, a battery of measures was administered by trained research staff in the spring of each year in a quiet room in the school, local research site, community center, or home. For this study, we used the vocabulary and grammar measures administered in kindergarten to Grade 3 and a narrative language measure administered in kindergarten.

Measures

Vocabulary and Grammar

Three measures of vocabulary and four measures of grammar were administered in all grades, with an additional
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three measures of grammar in kindergarten. Raw scores were used in analyses except where otherwise specified. Reliabilities (coefficient alpha) reported by LARRC in the first year of the study ranged from 0.91 to 0.96 for the vocabulary measures and from 0.78 to 0.92 for the grammar measures, except for Morphological Lexical Judgment (MLJ), which was 0.68.

Vocabulary. Receptive vocabulary was measured using Form A of the Peabody Picture Vocabulary Test–Fourth Edition (PPVT; Dunn & Dunn, 2007), which requires students to select a picture from a choice of four that represents the meaning of a word spoken by the examiner. Expressive vocabulary was measured using the Expressive Vocabulary Test–Second Edition (EVT; Williams, 2007), which requires students to name a picture or provide a synonym. The Word Classes (WC) subtest of the Clinical Evaluation of Language Fundamentals–Fourth Edition (CELF-4; Semel et al., 2003) assessed students’ ability to recognize relationships between words and the ability to explain those relations. WC 1 was given to all students up to Grade 2, and WC 2 was given to all students in Grade 3, regardless of age. This is a modification from standardized procedures that specify WC 2 is administered for age 9 years and up. We used a sum of the WC receptive and expressive raw scores for analyses.

Grammar. Three measures were administered in kindergarten only—two probes from the Test of Early Grammatical Impairment (TEGI; Rice & Wexler, 2001) and MLJ (Duncan et al., 2009). The TEGI Past Tense probe (TEGT) assessed production of regular and irregular past tense verbs, and the Third Person Singular probe (TEGS) assessed production of present tense verb forms with singular subjects. The MLJ task is a measure of morphological awareness that assessed knowledge of morphological relations between words. Children were asked whether two phonologically similar words come from the same morphological family (e.g., heat heater) or not (e.g., hammer). All 20 test items were given to all children.

The remaining measures were administered in all grades. The Test for Reception of Grammar–Version 2 (TROG; Bishop, 2003) assessed comprehension of 20 grammatical structures using a multiple-choice format. Children were asked to choose the picture, among an array of four, that depicted the sentence. Each structure is tested in a block of four items, and all four must be correct to pass the block. The number of blocks passed was the score used in analyses. The Word Structure (WS) subtest of the CELF-4 assessed the ability to use morphemes for marking inflections, derivations, comparison, and pronom use. The morphological derivation task (MDT; Wagner, n.d.) assessed morphological derivation knowledge. Children were asked to complete a sentence by deriving a word from a given word. An example test item is “Sudden. The bus stopped _____.:” (correct response: suddenly). The test contains 32 items and has a ceiling of eight incorrect items.

Narrative Language Sample

The Dragon Story from the Test of Narrative Language (Gillam & Pearson, 2004) was administered in kindergarten to elicit a narrative retell. The examiner read the story aloud and then asked the child to retell the story in their own words. One examiner prompt was provided at the end of the retell to elicit more details (e.g., “Is there anything else you remember about the story?”). The retell was audio-recorded and later transcribed by research assistants.

Data Transcription, Coding, and Computation

Analysis of the language samples was conducted in two stages. First, the samples were transcribed following procedures from the larger LARRC study. Each retell was transcribed by a research assistant into a series of communication units (C-units). An additional 20% of retells were randomly selected and transcribed by a second research assistant; as noted in previous research (LARRC et al., 2016), reliability was over 95% across 3 years.

Additional procedures were conducted for this study, which involved Systematic Analysis of Language Transcripts (SALT; Miller, et al., 2019) coding for morphemes, and coding for PGU. Only complete and intelligible (C&I) utterances/C-units were included in the analysis set. We chose to exclude C-units that were not related to the task of the narrative retell (e.g., a comment about a buzzer going off). Total utterances (TotUtt), MLU, and NDW were calculated.

Several steps were followed to calculate PGU in accordance with procedures outlined in previous research (e.g., Eisenberg et al., 2012; Guo & Schneider, 2016; & Guo et al., 2019). First, C-units that did not contain a verb (except those where the missing verb was a copula), were excluded from analyses using the code (XU). Next, any utterances with grammatical or semantic errors were coded with (EU). Judgments about grammar were made based on descriptive, not prescriptive, and grammar (e.g., C-units ending with a preposition were not counted as errors). Finally, PGU was calculated as countable utterances (TotUtt minus XU) with no errors divided by the number of countable utterances; in other words, total number of grammatical utterances divided by the total number of utterances included for analysis (# of C&I utterances − # of XU − # of EU)/(# of C&I utterances − # of XU). Participants who had fewer than five countable utterances (n = 72) were excluded from analyses (Guo & Spencer, 2017).

Coding for SALT and PGU was conducted by six research assistants under the direction of the first author. The lead coder was a graduate SLP student, and the other
five assistants were undergraduate and graduate students. Each research assistant completed the SALT Transcription Self-Paced Online Course modules to learn SALT coding conventions (Miller et al., 2019) and participated in a training session led by the first author to learn PGU coding conventions (Eisenberg & Guo, 2013; Guo & Schneider, 2016). Next, 10 practice transcripts were coded by each research assistant. Results were compared, and any areas of difficulty were further explained. Following completion of training, the transcripts were evenly distributed among research assistants for coding. Regular meetings were held throughout the coding period where the first author answered questions and clarified any areas of confusion. In addition, the lead coder did spot checks, randomly selecting a few completed transcripts from each coder to check for accuracy. The lead coder offered explanations if errors were observed, and the two coders resolved any discrepancies. One coder required some additional training for coding error utterances (e.g., the coder sometimes missed subtle grammatical errors such as shift in verb tense). Once initial coding of all transcripts was completed, 65 transcripts (18%) were randomly selected for double coding by either the lead coder or one other coder. Discrepancies were discussed and resolved. The interrater reliability, measured with intraclass correlation, was > .98 for each of the SALT metrics and .92 for interrater reliability, measured with intraclass correlation. The lead coder offered explanations if errors were observed, and the two coders resolved any discrepancies. One coder required some additional training for coding error utterances (e.g., the coder sometimes missed subtle grammatical errors such as shift in verb tense). Once initial coding of all transcripts was completed, 65 transcripts (18%) were randomly selected for double coding by either the lead coder or one other coder. Discrepancies were discussed and resolved. The interrater reliability, measured with intraclass correlation, was > .98 for each of the SALT metrics and .92 for utterance-level errors (EU).

Data Analyses

Univariate descriptive statistics were calculated for the LSA metrics (see Table 1), and bivariate correlations were calculated among LSA metrics and language measures (see Supplemental Materials S1–S4). A series of structural equation models were estimated in Mplus Version 8.3 (Muthén & Muthén, 2017). In structural equation modeling, individual measures known as observed variables are considered indirect measures of underlying constructs known as latent factors. The variance of the observed variables is partitioned into (a) shared variance, which is the variance that can be explained by the latent factor, and (b) residual variance, which is the variance unique to an individual-observed variable, also called error variance. Latent factor scores are therefore more reliable than any one measure, because they do not contain the error variance from the individual observed scores (Kline, 2011, p. 9). Whereas individual measures of language have their unique sources of error, a parent factor combines information across measures and removes the individual error components. In this study, structural equation models were used to examine the extent to which LSA metrics measured in kindergarten were associated with oral language in kindergarten and later in Grades 1, 2, and 3. Latent factors for oral language were created using the observed variables CELF-WS, TROG, MDT, PPVT, EVT, and CELF-WC measured in each year, and TEGS, TEGT, and MLJ measured in kindergarten only. Four separate models were estimated, each including the oral language factor for one grade and the LSA metrics. Fit of the structural equation models was evaluated using the root-mean-square error of approximation, standardized root-mean-square residual, comparative fit index, and Tucker-Lewis index (Kline, 2011).

Results

Descriptive Statistics

Means, standard deviations, and ranges for the LSA metrics are reported in Table 1. Bivariate correlations between all variables are reported in Supplemental Materials S1–S4. Among the LSA metrics, total number of utterances was highly correlated with NDW (r = .87), as expected based on the calculations for these metrics. Given the high correlation, we included only one of the variables in the structural equation models; NDW was selected because of its higher correlations with the language measures.

Correlations were also calculated between the individual observed language measures in each year and the kindergarten LSA metrics (MLU, NDW, and PGU). In kindergarten, the correlations ranged from .13 to .36. In Grade 1, there was one very low correlation (.03 between PGU and CELF-WC) and the rest ranged from .25 to .34. In Grade 2, the range was .12-.33, and in Grade 3, it was .16-.32. There was little change in these correlations over time.

Structural Equation Models

For the four models estimated for Grades K–3, model fit was good, with fit statistics within accepted ranges (see Table 2). Standardized parameters for these models are reported in Table 3. All observed language

<table>
<thead>
<tr>
<th>Metrics</th>
<th>M</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of utterances</td>
<td>11.14</td>
<td>6.45</td>
<td>5</td>
<td>70</td>
</tr>
<tr>
<td>Mean length of utterance</td>
<td>7.53</td>
<td>1.67</td>
<td>2</td>
<td>13.4</td>
</tr>
<tr>
<td>Number of different words</td>
<td>44.82</td>
<td>19.75</td>
<td>9</td>
<td>143</td>
</tr>
<tr>
<td>Percent grammatical utterances</td>
<td>0.8</td>
<td>0.17</td>
<td>0.14</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Descriptive statistics for language sample analysis variables.
variables loaded significantly onto the latent factors, with standardized factor loadings ranging from 0.50 to 0.87 (values of 0.5 or greater are desired). Bivariate correlations were estimated between the LSA metrics and latent language factors (see Table 3); these ranged from .30 to .39.

Regarding the prediction of language from the LSA metrics, PGU, MLU, and NDW all significantly and uniquely predicted concurrent (kindergarten) and later (Grades 1, 2, and 3) language. Standardized path estimates ranged from 0.36 to 0.39 for PGU, 0.20 to 0.26 for MLU, and 0.23 to 0.30 for NDW. Values for standardized path estimates can range from −1.0 to +1.0 and can be interpreted similarly to standardized coefficients from multiple regression. They represent the unique predictive relation between an LSA metric and the language factor.

Discussion

This study adds to extant literature related to the validity of narrative LSAs. Our results were similar to those found previously in that LSA metrics explain a small yet significant amount of variance in language ability. Our results add to existing research in that we used latent variables for language, which removes the measurement error associated with individual observed language measures, and we examined the relationship longitudinally. Specifically, metrics from a narrative language sample collected in kindergarten uniquely and significantly predicted children’s language ability each year from kindergarten to Grade 3. This occurred even with language samples that were very brief (average length of 11 utterances). These findings support the value of narrative LSA for practitioners in the field as well as for researchers interested in predicting oral language abilities. Narrative LSA is an assessment method that closely resembles everyday academic language use and thus provides functional information about a child’s language and, when intervention is needed, informs the selection of intervention targets. We acknowledge that our sample overrepresented White children in upper middle-class homes, and therefore, our results cannot be assumed to apply to the broader U.S. population.

The longitudinal nature of this study allowed examination of both concurrent (in kindergarten) and predictive relations between LSA metrics and language ability. The importance of each of the LSA metrics was found to be relatively consistent across grades, suggesting that with a stable measure of language ability such as that provided by the latent construct, measures of PGU, MLU, and NDW in kindergarten remain informative predictors of language ability through Grade 3. Latent constructs of language ability at each grade allow the relations between LSA measures and language to be estimated independent of the measurement error that would be associated with any single measure of language ability.

In our study, PGU was found to have the strongest predictive validity with the oral language construct. This study is one of the first to examine the use of PGU in a longitudinal sample of primary grade students. Considered with the growing body of other research on PGU and its psychometric properties (e.g., Guo et al., 2019), the evidence suggests that PGU may be a useful clinical tool in the assessment of children’s language skills; additional research is needed to further elucidate its clinical utility. We do note, however, that thorough training procedures will be essential for SLPs to reliably code for PGU. Although we did obtain high interrater reliability in our study, our graduate student coders had somewhat more difficulty becoming reliable on PGU than the other metrics. One potential reason is the newness of this type of scoring/assessment. It is possible that while graduate students have much experience coding language transcripts using conventional metrics such as MLU, they do not have much experience making a more global judgment of accuracy. Additionally, our training materials and procedures for PGU, as compared with these more common LSA metrics, were not as established.

Past research has shown that the task type used to elicit a language sample can impact results of LSA analyses (e.g., Evans & Craig, 1992; Nippold et al., 2005). Our results were obtained using a narrative retell procedure. A

<table>
<thead>
<tr>
<th>Fit statistic</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-Square (df, p-value)</td>
<td>124.12 (51, &lt; .01)</td>
<td>41.95 (24, .01)</td>
<td>23.67 (24, .48)</td>
<td>35.98 (24, .06)</td>
</tr>
<tr>
<td>RMSEA</td>
<td>0.071</td>
<td>0.051</td>
<td>&lt; 0.01</td>
<td>0.042</td>
</tr>
<tr>
<td>CFI</td>
<td>0.936</td>
<td>0.979</td>
<td>1</td>
<td>0.984</td>
</tr>
<tr>
<td>TLI</td>
<td>0.921</td>
<td>0.971</td>
<td>1</td>
<td>0.978</td>
</tr>
<tr>
<td>SRMR</td>
<td>0.047</td>
<td>0.032</td>
<td>0.024</td>
<td>0.035</td>
</tr>
</tbody>
</table>

Note. RMSEA = root-mean-square error of approximation; CFI = comparative fit index; TLI = Tucker-Lewis index; SRMR = standardized root-mean-square residual.
Table 3. Standardized parameter estimates from Models 1 to 4.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1 (Kdg Language)</th>
<th>Model 2 (Gr1 Language)</th>
<th>Model 3 (Gr2 Language)</th>
<th>Model 4 (Gr3 Language)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est.</td>
<td>SE</td>
<td>p value</td>
<td>Est.</td>
</tr>
<tr>
<td>Language latent factor loadings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CELF-WS</td>
<td>0.69</td>
<td>0.04</td>
<td>&lt; .01</td>
<td>0.70</td>
</tr>
<tr>
<td>TROG</td>
<td>0.71</td>
<td>0.03</td>
<td>&lt; .01</td>
<td>0.71</td>
</tr>
<tr>
<td>MDT</td>
<td>0.64</td>
<td>0.04</td>
<td>&lt; .01</td>
<td>0.77</td>
</tr>
<tr>
<td>PPVT</td>
<td>0.78</td>
<td>0.03</td>
<td>&lt; .01</td>
<td>0.84</td>
</tr>
<tr>
<td>EVT</td>
<td>0.86</td>
<td>0.02</td>
<td>&lt; .01</td>
<td>0.86</td>
</tr>
<tr>
<td>CELF-WC</td>
<td>0.68</td>
<td>0.04</td>
<td>&lt; .01</td>
<td>0.55</td>
</tr>
<tr>
<td>TEGS</td>
<td>0.52</td>
<td>0.05</td>
<td>&lt; .01</td>
<td></td>
</tr>
<tr>
<td>TEGT</td>
<td>0.50</td>
<td>0.05</td>
<td>&lt; .01</td>
<td></td>
</tr>
<tr>
<td>MLJ</td>
<td>0.59</td>
<td>0.04</td>
<td>&lt; .01</td>
<td></td>
</tr>
<tr>
<td>Path estimates to latent language factor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGU</td>
<td>0.39</td>
<td>0.05</td>
<td>&lt; .001</td>
<td>0.37</td>
</tr>
<tr>
<td>MLU</td>
<td>0.24</td>
<td>0.06</td>
<td>&lt; .001</td>
<td>0.24</td>
</tr>
<tr>
<td>NDW</td>
<td>0.30</td>
<td>0.06</td>
<td>&lt; .001</td>
<td>0.28</td>
</tr>
<tr>
<td>Correlations among observed variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGU WITH MLU</td>
<td>.05</td>
<td>.06</td>
<td>.42</td>
<td>.05</td>
</tr>
<tr>
<td>PGU WITH NDW</td>
<td>−.07</td>
<td>.06</td>
<td>.28</td>
<td>−.07</td>
</tr>
<tr>
<td>MLU WITH NDW</td>
<td>.46</td>
<td>.05</td>
<td>&lt; .001</td>
<td>.46</td>
</tr>
<tr>
<td>Correlations with latent variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With KdgLANG</td>
<td>.39</td>
<td></td>
<td>.38</td>
<td>.38</td>
</tr>
<tr>
<td>With Gr1LANG</td>
<td>.38</td>
<td></td>
<td>.37</td>
<td>.38</td>
</tr>
<tr>
<td>With Gr2LANG</td>
<td>.38</td>
<td></td>
<td>.33</td>
<td>.38</td>
</tr>
<tr>
<td>With Gr3LANG</td>
<td>.38</td>
<td></td>
<td>.36</td>
<td>.38</td>
</tr>
</tbody>
</table>

Note.  Kdg = kindergarten; Gr1 = Grade 1; Gr2 = Grade 2; Gr3 = Grade 3; Est. = estimate; SE = standard error; CELF-WS = Clinical Evaluation of Language Fundamentals–Fourth Edition, Word Structure subtest; TROG = The Test for Reception of Grammar–Version 2; MDT = Morphological Derivation Task; PPVT = Peabody Picture Vocabulary Test–Fourth Edition; EVT = Expressive Vocabulary Test–Second Edition; CELF-WC = Clinical Evaluation of Language Fundamentals–Fourth Edition, Word Classes subtest; TEGS = Test of Early Grammatical Impairment, Third Person Singular probe; TEGT = Test of Early Grammatical Impairment, Past Tense probe; MLJ = Morphological Lexical Judgment; PGU = percent grammatical utterances; MLU = mean length of utterance; NDW = number of different words; LANG = latent language factor.

retell might constrain children’s vocabulary use, which might affect the usefulness of a metric such as the NDW. For example, asking children to retell a simple story with limited complex vocabulary might result in a retell that is similarly limited, even with a child with average or above-average language abilities. Also, this task may not be the best choice with an older child; it may be that a self-generated story or an expository retell might be a more appropriate task for upper elementary students. Although this study showed that a single retell is useful in predicting later language, further research should investigate the effects of task type on children across the age span, including at what ages various tasks or metrics are most useful. Additionally, research has shown that clinicians are more likely to collect conversational language samples rather than narrative samples (Pavelko et al., 2016), which furthers the case for extending this line of research to examine task type, and perhaps more importantly, if the same LSA metrics across tasks would be the most predictive of overall language construct.

Many children on an SLP caseload have developmental language disorders (DLDs), and research clearly shows that many of these students will manifest reading comprehension difficulties as they progress through elementary school (Catts et al., 2002). Further research could examine the usefulness of LSA metrics to predict reading ability, particularly reading comprehension. Converging evidence has shown that higher level language skills, such as text comprehension and inferencing, are predictive of later reading comprehension (Oakhill & Cain, 2012). However, researchers continue to identify single measures that can be efficiently administered and scored, which would be able to predict risk for later reading disabilities. If a brief language sample, as was obtained in this study, can be shown to do this, then it could be used as a type of screening measure. Because school-aged children continue to evidence grammatical errors beyond verb tense marking (e.g., Scott & Windsor, 2000), PGU might be a particularly relevant metric to capture risk of language disorder and, thus, potential concomitant reading disabilities. This would be an important contribution, as many screening measures predict word reading risk but not as many have shown good predictive validity for later reading comprehension (e.g., Adlof & Hogan, 2019; Elwér et al., 2013; but see Catts et al., 2016).

In conclusion, LSA has long been recommended as an ecologically valid way to supplement standardized test results, determine treatment goals, and monitor progress...
(Costanza-Smith, 2010), and our results provide support for including narrative LSA to supplement standardized language assessments. We found not just concurrent but also predictive relations between narrative LSA and a standardized oral language construct. PGU in particular showed promise as a clinically feasible metric of children’s grammatical ability. Further work should continue to explore the use of LSA across task types, ages, and populations (e.g., children with DLD or who are dual language learners) in order to advise clinicians on best practices for assessment. Longitudinal research could also provide clinical guidance on whether specific LSA metrics can identify children at risk for DLD.
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