




and its triggering rate depends on the maintenance rate lHS.
The HA’s state transition principle is similar to that of the

HS, and the transition rates of tHAS3 and tHAS4 are kHA and
lHA. HASup describes the operational state of HAS, and iff
#(HSup) = 1\#(HAeup) = 1, then #(HASup) = 1, which

means that HAS can work normally when both HS and HA
are working well. HAS.dn represents the fault occurring in
HAS, and iff #(HSdn) = 1[#(HAedn) = 1, then #(HASdn)

= 1, which means that failure of either HA or HS can lead
to HAS failure.

Analysis of the reachable markings in Fig. 6 indicates that
three reachable states of HAS can be obtained as shown in

Table 3.
According to the states description of HAS in Table 3, the

CTMC model equivalent to HAS’s GSPN model is shown in

Fig. 7. In Fig. 7, states 0, 1, and 2 of HAS are described as
in Table 3. The probability of state transferring is shown on
the edge between two states. The sum of probability of one

state transferring to another state or remaining in its state is
1. In Fig. 7, k represents the failure rate and l stands for the
maintenance rate.

Based on the CTMC model of the HAS, the state transition

equation is obtained as:

_P0ðtÞ
_P1ðtÞ
_P2ðtÞ

2
64

3
75 ¼

�ðkHS þ kHAÞ kHS kHA

lHS �lHS 0

lHA 0 �lHA

2
64

3
75

T
P0ðtÞ
P1ðtÞ
P2ðtÞ

2
64

3
75 ð13Þ

where PiðtÞ is the probability of state i.
The initial condition is:

½P0ð0Þ P1ð0Þ P2ð0Þ� ¼ ½1 0 0� ð14Þ

The result for HAS’s reliability can be obtained accord-
ingly. The steady state availability of HAS is:

P ¼ lim
t!1

P0ðtÞ ¼ lim
s!0

s � 1

sþs
kHS

sþlHS
þ kHA
sþlHA

� �

¼ 1þ kHS

lHS
þ kHA

lHA

� ��1
ð15Þ

Given the transition rate values in Eq. (15),

kHS ¼ 2� 10�4=h, kHA ¼ ke ¼ 1:7� 10�4=h, lHS ¼ 7:2�
10�4=h, and lHA ¼ le ¼ 6:8� 10�4=h.25 The steady state avail-

ability is determined to be 0.6545.
The EHAS serves as the back-up system for HAS. If EHAS

malfunctions and is subsequently repaired, the state of EHAS

will be transferred from the fault state to the back-up state.
That is, there will be three states for EHAS in the DRAS
model: working, fault, and back-up. The GSPN model which

describes the dynamic failure process of EHAS is similar to
the HAS model, and will be shown in DRAS modeling.

(2) GSPN reliability model for the ideal DRAS without

FMD

The working mechanism of DRAS is cold backup. In the

beginning, HAS is working, and EHAS is in the back-up

Table 3 GSPN model states of HAS.

States Description

0 Both the HS and the HA are operating, and the HAS

operates well

1 The HS fails, but the HA can still work. The HAS fails

2 The HS is working, but the HA loses its function due to

direct or gradual failure, and the HAS fails

Fig. 7 CTMC model of HAS.

Fig. 8 GSPN model for working mechanism of DRAS.

Fig. 9 GSPN model for DRAS without FMD.
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mode, and DRAS is functioning well, thus: #(HASup) = 1, #
(DRASup) = 1, and #(EHASbp) = 1. If HAS fails and

EHAS is in the normal backup state, EHAS resumes the func-
tion of the failed HAS to drive the rudder. In this case,
EHASbp is marked with a token, and DRAS is still function-

ing. If EHAS also fails, DRAS loses it function completely,
expressed as iff #(HASdn) = 1\#(EHASdn) = 1, and #
(DRASdn) = 1. When EHAS is repaired, it returns to the

back-up state, and EHASbp regains the token. The working
mechanism logic of DRAS can be demonstrated by GSPN
shown in Fig. 8.

To correctly clarify the relations between component fail-

ure, subsystem failure, and overall DRAS failure, we can set
up a reliability model for an ideal condition with no failure
monitoring devices, as shown in Fig. 9.

Since the model is very complex compared to the GSPN
model of HAS, computer simulation is adopted to solve the
problem. Model parameters for EHAS are given in Table 4.

When we operate the model in Fig. 9 and 86 states can be
accessed, 9 of which have effective tokens, as shown in Table 5.

In Table 5, M0 indicates that all components in both HAS
and EHAS are in proper service. States M1 and M3 represent a

failure in HAS due to an HS or HA fault, but all components
in EHAS work well, so DRAS runs normally. States M2, M4,
M6, and M7 indicate that some have failed in both the HAS

and EHAS, thus leading to overall system failure. States M5

and M8 indicate that HAS is in service, while EHAS is in the
repair state due to ES or EHA failure, and the system is still

operating.
It can be concluded from the above description that states

M0, M1, M3, M5, and M8 denote the normal operating state

of DRAS, so availability of the system is described as:

P ¼ PðM0Þ þ PðM1Þ þ PðM3Þ
þPðM5Þ þ PðM8Þ ¼ 0:945968

ð16Þ

In comparison with the availability of a single HAS in Sec-
tion 2.2.4 (1), the adoption of the dissimilar redundancy work-
ing mode (EHAS) can highly improve the availability of the

DRAS.

(3) Comprehensive GSPN model taking FMD’s monitoring
coverage probability and false alarm probability into
account in DRAS

In the ideal model in Fig. 9, when HAS fails and EHAS is in
the back-up state, the system will immediately switch to EHAS
to drive the control surface; if the EHAS also breaks down,

and the fault in HAS is not fixed, the DRAS will be considered
to be in the failure status. In an actual DRAS, the HAS chan-
nel requires a fault monitoring device to check whether failure

occurs and then makes transition when failure is detected. In
the same way, EHAS also needs to be equipped with a moni-
toring device to detect and determine whether the system fails

and then takes possible remedial actions. Affected by factors
related to the system complexity and FMD reliability, the
devices have certain indicators such as monitoring coverage
probability and false alarm probability. If failure cannot be

accurately detected, then potential failure and hazard states
may result. Therefore, to better describe actual situations, a
GSPN dynamic reliability model considering FMD perfor-

mance is developed and presented in this paper. The system
is shown in Fig. 10.

In the model in Fig. 10, instantaneous transitions tHASi5,

tEHASi5, tHASi4, and tEHASi4, containing probability, represent
the failure monitoring coverage probability and the fault
missed detection probability of FMD, and PðtHASi4Þþ
PðtHASi5Þ ¼ 1;PðtEHASi4Þ þ PðtEHASi5Þ ¼ 1. The states #(HASfd)

and #(EHASfd) indicate that failures are successfully detected,
and the states #(HASud) and #(EHASud) represent unde-
tected/false failures. Instant transitions tHASi7 and tEHASi7 indi-

cate that FMD has reported false alarms, while tHASi6 and
tEHASi6 indicate that FMD can correctly identify DRAS work-
ing states, and PðtHASi6Þ þ PðtHASi7Þ ¼ 1;PðtEHASi6Þþ
PðtEHASi7Þ ¼ 1. The states #(HASfa) and #(EHASfa) indicate
existences of false alarms in the system, and the state #
(HASnfa) and #(EHASnfa) indicate that token false alarms

have not occurred. The states #(HASvup) and #(EHASvup)
stand for HAS/EHAS running well from the view of
the signal.

Table 4 GSPN model parameters of EHAS.25

Parameter Value Meaning

kES 1.0 � 10�4/h The triggering rate of time transition tEHAS1 and also the failure rate of ES

lES 7.1 � 10�4/h The triggering rate of time transition tEHAS2 and also the maintenance rate of ES

kEHA 1.3 � 10�4/h The triggering rate of time transition tEHAS4 and also the equivalent failure rate of EHA

lEHA 7.3 � 10�4/h The triggering rate of time transition tEHAS4 and also the maintenance rate of EHA

Table 5 Accessible states and steady-state probability of the ideal DRAS reliability model.

State HSup HAup ESup EHAup HASup EHASup EHASbp DRASup DRASdn Probability

M0 1 1 0 0 1 0 1 1 0 0.621248

M1 1 0 1 1 0 1 0 1 0 0.13812

M2 1 0 0 1 0 0 0 0 1 0.011624

M3 0 1 1 1 0 1 0 1 0 0.150389

M4 1 0 1 0 0 0 0 0 1 0.014404

M5 1 1 1 0 1 0 0 1 0 0.02074

M6 0 1 1 0 0 0 0 0 1 0.015666

M7 0 1 0 1 0 0 0 0 1 0.012338

M8 1 1 0 1 1 0 0 1 0 0.015471
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Various system states can be seen from the GSPN model of
an actual DRAS considering FMD performance

� When HAS fails, i.e., #(HASdn) = 1, the failure can be
detected by FMD with a probability of PðtHASi5Þ, and then

#(HASfd) = 1, #(HASvdn) = 1; therefore, DRAS switches
to EHAS.

� Alternately, if the failure is not detected with a probability
of P ðtHASi4Þ, then #(HASud) = 1, #(HASvup) = 1, and

DRAS mistakenly regards HAS as functioning normally,
without switching, so the DRAS is in danger.

� When HAS fails, i.e., #(HASdn) = 1\#(HASfd) = 1\#
(HASvdn) = 1\#(EHASbp) = 1, then EHAS is activated.
As time passes by, if EHAS fails, that is, #(EHASdn) = 1,
the failure is detected at a probability of PEHASi5, and then

#(EHASfd) = 1, #(EHASvdn) = 1, and #(DRASdn) = 1,
so the control surface driven by this DRAS is invalidated,
and the flight control system will take measures for isolation
and remediation.

� Alternately, if the EHAS failure is not detected at a proba-
bility of PEHASi4, then #(EHASud) = 1 and #(EHASvup)
= 1, so the DRAS is running at risk.

� During EHAS failure, if HAS is fixed, then DRAS switches
back to HAS. When false alarms have not occurred in HAS,
#(HASnfa) = 1, #(HASvup) = 1, and #(DRASup) = 1.

� If a false alarm occurs in HAS, then #(HASfa) = 1, #

(HASvdn) = 1, and #(DRASdn) = 1, so DRAS identifies
a failure by wrong determination, thus reducing
availability.

� Similarly, when false alarms happen while EHAS is run-
ning, then #(EHASvdn) = 1 and #(DRASdn) = 1.

Assuming that the monitoring coverage probabilities of
FMD in HAS and EHAS are PðtHASi5Þ ¼ PðtEHASi5Þ ¼ 0:9
and that the fault alarm probabilities of FMD in HAS

and EHAS are PðtHASi7Þ ¼ PðtEHASi7Þ ¼ 0:05, we have 496
accessible tokens, 36 of which have valid states, as shown
in Table 6.

Analysis of DRAS accessible states provided in Table 6

reveals the following:

� State M0 indicates that HAS is in the normal service and is

correctly detected, EHAS is in the proper backup standby
mode, and DRAS is functioning well, which is the
desired/ideal system state.

� States M8 and M13 indicate that HAS is in the normal ser-
vice and is correctly detected, but EHAS fails, with failure
being detected and repaired (ES or EHA failure respec-
tively), and at this moment, DRAS is functioning, but with

degraded redundancy.

Fig. 10 Comprehensive GSPN model of an actual DRAS considering FMD performance.
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Table 6 Accessible states in the comprehensive GSPN model of DRAS considering FMD performance.

State HSup HAup HASup HASfd HASnfa HASvup ESup EHAup EHASup EHASfd EHASnfa EHASvup EHASbp DRASup Probability

M0 1 1 1 0 1 1 1 1 1 0 1 1 1 1 0.564567

M1 0 1 0 1 0 0 1 1 1 0 1 1 0 1 0.131395

M2 1 0 0 1 0 0 1 1 1 0 1 1 0 1 0.117153

M3 1 0 0 0 0 1 1 1 1 0 1 1 1 1 0.014987

M4 1 1 1 0 0 0 1 1 1 0 1 1 0 1 0.025388

M5 1 1 1 0 0 0 1 0 0 1 0 0 0 0 0.004014

M6 1 0 0 1 0 0 1 0 0 1 0 0 0 0 0.012722

M7 0 1 0 1 0 0 1 0 0 1 0 0 0 0 0.013891

M8 1 1 1 0 1 1 1 0 0 1 0 0 0 1 0.017583

M9 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0.010843

M10 1 1 1 0 0 0 0 1 0 1 0 0 0 0 0.002825

M11 1 0 0 1 0 0 0 1 0 0 0 1 0 1 0.002041

M12 1 0 0 1 0 0 0 1 0 1 0 0 0 0 0.009426

M13 1 1 1 0 1 1 0 1 0 1 0 0 0 1 0.013028

M14 0 1 0 0 0 1 1 1 1 0 1 1 1 1 0.017346

M15 1 1 1 0 1 1 0 1 0 0 0 1 1 1 0.008135

M16 0 1 0 1 0 0 0 1 0 0 0 1 0 1 0.002086

M17 0 1 0 1 0 0 1 0 0 0 0 1 0 1 0.002503

M18 1 0 0 0 0 1 1 0 0 1 0 0 0 1 0.000278

M19 1 0 0 1 0 0 1 0 0 0 0 1 0 1 0.002298

M20 1 1 1 0 1 1 1 0 0 0 0 1 1 1 0.009725

M21 0 1 0 0 0 1 0 1 0 1 0 0 0 1 0.000217

M22 0 1 0 0 0 1 1 1 1 0 0 0 0 1 0.000166

M23 1 1 1 0 1 1 1 1 1 0 0 0 0 1 0.008361

M24 1 0 0 1 0 0 1 1 1 0 0 0 0 0 0.002438

M25 1 1 1 0 0 0 0 1 0 0 0 1 0 1 0.000445

M26 1 1 1 0 0 0 1 0 0 0 0 1 0 1 0.000545

M27 1 0 0 0 0 1 1 0 0 0 0 1 1 1 0.000246

M28 0 1 0 1 0 0 1 1 1 0 0 0 0 0 0.002983

M29 0 1 0 0 0 1 1 0 0 0 0 1 1 1 0.000422

M30 1 0 0 0 0 1 0 1 0 1 0 0 0 1 0.000204

M31 0 1 0 0 0 1 1 0 0 1 0 0 0 1 0.00029

M32 0 1 0 0 0 1 0 1 0 0 0 1 1 1 0.000234

M33 1 0 0 0 0 1 1 1 1 0 0 0 0 1 0.000156

M34 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0.00079

M35 1 0 0 0 0 1 0 1 0 0 0 1 1 1 0.00027
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� State M23 indicates that HAS is working properly and is

correctly detected, and EHAS is in normal service, but false
alarms lead to judgment that DRAS is unavailable, hence
DRAS is in redundancy degradation.

� States M15 and M20 indicate that HAS is in normal service
and correct detection, and EHAS is in the back-up status,
but a fault actually exists in EHAS, without being detected
by FMD, so it is in invalid backup, and DRAS is in redun-

dancy degradation.
� States M1 and M2 indicate that HAS fails and is identified
by FMD (HA or HS failure respectively), and then the sys-

tem enters EHAS, functioning well, so by the time system
redundancy is downgraded.

� State M4 indicates that HAS is working well but makes

false alarm and gets isolation, and then the system switches
to EHAS, in degraded redundancy.

To combine the above six scenarios and nine states, the

functioning probability (PA) of DRAS can be worked out,
which represents the DRAS availability.

PA ¼
X
i

PðMiÞ ¼ 0:895335

i ¼ 0; 1; 2; 4; 8; 13; 15; 20; 23

8<
: ð17Þ

Further analysis of DRAS accessible states provided in
Table 6 reveals the following:

� States M6, M7, M9, and M12 indicate that HAS is in mal-
function and is detected, and DRAS transits to EHAS,

which is in failure and is detected, so DRAS is in the normal
failure state.

� States M24 and M28 indicate that HAS is in malfunction

and is detected, and DRAS switches to EHAS when it is
working properly but reports false alarms, so DRAS is in
the normal failure state.

� States M5 and M10 indicate that HAS is functioning well
but its false alarm makes it blocked, and DRAS activates
EHAS that fails and is detected, so DRAS breaks down.

� State M34 indicates that HAS is normal but it reports false

alarms and gets isolated, so DRAS selects EHAS which
functions well but reports false alarm, so DRAS fails.

In all of the above-mentioned four scenarios and nine
states, DRAS cannot operate normally, and gives alarms.
Therefore, the system failure probability, also known as

unavailability (PUA), can be determined as follows

PUA ¼
X
i

PðMiÞ ¼ 0:059932

i ¼ 5; 6; 7; 9; 10; 12; 24; 28; 34

8<
: ð18Þ

Further analysis of DRAS accessible states provided in
Table 6 reveals the following:

� States M25 and M26 indicate that HAS is in good condition
but it alarms falsely and is isolated, EHAS is selected but
faults occur in EHAS (due to separate failures of ES and
EHA) and are not detected, and the detection system is

under impression that DRAS is functioning well, but in fact
it is in the hazard state.

� StatesM11,M16,M17, andM19 indicate that HAS has faults
(HS and HA failures respectively) which are detected and
blocked, EHAS transfers to a working state, which is in a
failure state (ES and EHA failures respectively) and is unde-

tected, and the monitoring system is under impression that
DRAS is in a good working condition, but it is actually in
the hazard state.

� States M3;M14;M18;M21;M22;M27;M29;M30�33;M35 reflect
that HAS is in problem but is not spotted by FMD, so
the DRAS is in the hazard state.

To summarize, the incidence rate of hazard states (PD) is:

PD ¼
X
i

PðMiÞ ¼ 0:044733;

i ¼ 3; 14; 18; 21; 22; 27; 29; 30; 31; 32; 33; 35
ð19Þ

The above results are consistent with the analysis in Sec-
tion 2.1. A comparison provided in Table 7 indicates that
the introduction of FMD may leave the system in danger. In

addition, the system reliability with FMD’s monitoring cover-
age probability and false alarm probability taken into account
is lower than that in an ideal situation (without FMD). The
analytical results correspond to system behaviors observed in

practice.6

3. Analysis of impact of FMD performance on DRAS reliability

and safety

According to the reliability analysis models, the reliability out-
come is often higher than the actual value because there is no

consideration of impact of FMD performance on system reli-
ability. However, if the performance of FMD is too poor, it
will cause potential danger to the system by drastically lower-

ing the system reliability. Hence, the effects of FMD perfor-
mance on system reliability need to be studied.

Table 7 Comparison of three system availability based on the

GSPN model.

System HAS Ideal DRAS

without FMD

DRAS considering

Pm and Pfa

Availability 0.6545 0.945968 0.895335

Fig. 11 Relationship between the working state probability and

the monitoring coverage probability.
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3.1. Impact analysis of FMD’s monitoring coverage probability
on DRAS

Assuming that the false alarm probability is

PðtHASi7Þ ¼ PðtEHASi7Þ ¼ 0:05, and by simulating the model
shown in Fig. 10, we can determine how the probabilities of
the working, hazard, and failure states of the EHAS change

with the monitoring coverage probability, as shown in Figs. 11
and 12.

At a given false alarm probability of PðtHASi7Þ ¼
PðtEHASi7Þ ¼ 0:05, we use the least squares method to fit the

numerical data, Fig.11, and the resulting relationship is given
by PA ¼ 0:2869Pm þ 0:6384, where Pm is monitoring coverage
probability andPA is availability of integralDRAS.We can con-

clude that by improving the monitoring coverage probability by
1%, the availability of DRAS would increase by 0.29%.

In addition, we have applied the least squares method to fit

the numerical data in Fig. 12, and the relationship between the
dangerous state probability (PD) in DRAS and the monitoring

coverage probability (Pm) is PD ¼ �0:4158Pm þ 0:4172, while

the relationship between the failure state probability (PUA) in

DRAS and the monitoring coverage probability is
PUA ¼ 0:1289Pm � 0:0556. We can conclude that by improving
the monitoring coverage probability by 1%, the probability of

DRAS’s dangerous state would decrease by 0.42%, while the
unavailability would increase by 0.13%.

From Figs. 11 and 12, it can be observed that as the mon-

itoring coverage probability increases, potential faults in the
system can be gradually identified and isolated, and the system
reliability can be improved. At the same time, since the faults
are easier to identify, the possibility of danger from missed

detection is substantially reduced, and the failure rate
increases.

3.2. Impact analysis of FMD’s false alarm probability on DRAS

Assuming that the monitoring coverage probability is
PðtHASi5Þ ¼ PðtEHASi5Þ ¼ 0:9, we can determine how the proba-

bilities of the working, dangerous, and failure states of DRAS
change with the false alarm probability, as shown in Figs. 13
and 14.

Assuming that the monitor coverage probability is
PðtHASi5Þ ¼ PðtEHASi5Þ ¼ 0:9, we can apply the least squares

method to fit the numerical data in Fig. 13. The function in

Fig. 13 is PA ¼ �0:3526Pfa þ 0:9130. Pfa is the false alarm
probability and PA is the availability of integral DRAS. We
can observe that 1% degradation of the false alarm probability

increases the availability of DRAS by 0.35%.
From Fig. 14, the relationship between the failure state

probability (PUA) of DRAS and the false alarm probability

(Pfa) can be described as PUA ¼ 0:3290Pfa þ 0:0436, and the
relationship between the dangerous state probability (PD)
and the false alarm probability is PD ¼ 0:0239Pfa þ 0:0434.
We can observe that 1% degradation in the false alarm prob-

ability decreases the unreliability of DRAS by 0.33% and the
probability of a dangerous state of DRAS would decrease by
0.02%.

It is observed from Figs. 13 and 14 that as the false alarm
probability is increasing, the misjudgment rate in the working
state increases, hence the components cannot be fully used

within a life span, so the reliability drops and the failure rate
increases. Alternately, the probability of states M25 and M26

will increase as the false alarm probability increases, thus fur-
ther leading to a rising possibility of the hazard state.

4. Conclusions

This paper has established a reliability model with GSPN based

on the analysis of DRAS architecture and its characteristics.

Fig. 12 Relationship between the dangerous state probability,

the failure state probability, and the monitoring coverage

probability.

Fig. 13 Relationship between the working state probability and

the false alarm probability.

Fig. 14 Relationship between the dangerous state probability,

the failure state probability, and the false alarm probability.

Modeling of reliability and performance assessment of a dissimilar redundancy actuation system with failure monitoring 811



The paper has presented a study of different system states and
transition relations, and discussed the impacts of the monitor-
ing coverage rate and the false alarm rate of failure monitoring

devices on system reliability. The major findings are as follows:

(1) The explicit performance degrading processes and fault

sequences as well as different redundancy monitoring
transition strategies and potential faults have significant
effects on DRAS. Reliability modeling for DRAS based

on GSPN can clearly describe the dynamic redundancy
degradation and state transitions process.

(2) The dissimilar redundant working mode can greatly
improve the availability of a large aircraft actuation sys-

tem compared to a single HAS. In a dissimilar redun-
dancy actuation system, HS/ES and HA/EHA make
DRAS experience significant redundancy and perfor-

mance degradation processes between normal and fault
states. The dissimilar system architecture and redun-
dancy transition strategies give better understanding of

the reliability advantages of DRAS.
(3) Due to the limitations of FMD in DRAS, there are cir-

cumstances when system failure cannot be accurately

detected or a well-functioning system is reported with
false alarms. If a fault is not detected, the system will
be in a potentially hazardous situation. In the DRAS
reliability model, as presented, an increase of the moni-

toring coverage rate and a reduction of the false alarm
rate would reduce the probability for the system entering
a dangerous state.

Based on the above analysis, it can be concluded that focus-
ing only on redundancy when designing a redundant system is

not sufficient and more attention should be paid to improving
the failure monitoring devices and designing improved failure
monitoring plans. However, this means an increase in the cost

of design, so in system design, all comprehensive factors
should be taken into account and reasonable design parame-
ters should be selected.

Therefore, when designing a redundancy system, caution

should be taken when designing and testing FMD perfor-
mance. The GSPN model set up in this paper can serve as
an accurate reliability assessment for an airplane DRAS, and

can also be readily applied in reliability modeling and analysis
for other electromechanical systems.
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