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FIG. 2. Model velocity fields at the beginning and end of the test
reconstruction period.

Selecting an appropriate subset of modes for the pro-
jection initially requires some knowledge of the Eulerian
field. As a first step toward identifying the most ener-
getic basis functions, we project the Eulerian data ob-

tained from 40 statistically independent time slices of
the model flow taken once every 90 days for 10 years
prior to the reconstruction period. This approach mimics
the situation where the specifics of the Eulerian flow
field are unknown during the reconstruction period, but
some historical record of general flow characteristics
may be obtained. The imperfect knowledge of the Eu-
lerian field is further enhanced by using only one-fourth
of the model grid points (i.e., Dx 5 20 km) in the
projection.

Figure 3 shows the energy distribution of the histor-
ical velocity fields projected on the full set of 784 1
784 basis functions. An attribute of this spectral tech-
nique is that the geometric properties of the basis func-
tions are associated with phenomenological scales. For
example, the most energetic mode, c(1,2), is a stream-
function with one-half sine wave in the x direction and
a full sine wave in the y direction. This is exactly the
geometry of the the basinwide double gyre. The color
scale in Fig. 3 identifies modes that contain at least 1%
of this energy. As expected, in this parameter range,
where the dynamics are largely quasigeostrophic, the
2D divergence-free streamfunction modes contain the
vast majority of the energy.

In addition to the dominant double-gyre mode, large
streamfunction energies exist in modes c(2,2)–c(8,2) and
c(6,1)–c(8,1). The geometric structure of these modes in-
dicate that they represent the westward intensification
of the gyre structure.

Similarly, the most energetic velocity potential modes
identify 2D divergent effects associated with the double-
gyre Ekman pumping, f (1,2); the ageostrophic compo-
nents of the jet, f (2,6) and f (2,8); and the westward in-
tensification, f (4,2)–f (9,2) and f (6,1)–f (8,1).

Note the different pattern of energy distribution in
the wavenumber plane between the streamfunction and
velocity potential modes. The velocity potential modes
contain negligible energy in symmetric flow structures,
such as eddies.

Reconstruction error relative to the model truth on an
interior subdomain D arises when fewer degrees of free-
dom exist in the basis function set than in the model
field. This will always be the case. To quantify the re-
construction error for the test problem, we choose the
kinetic energy of the difference vector normalized by
the energy of the model field:

2(u(t) 2 u(t) ) dAE model proj

D
E(D, t) 5 , (14)

2(u(t) ) dAE model

D

where D is the region (10 km # x # 1000 km, 200 km
# y # 1600 km). The temporal mean of the error over
the 50-day test period will be denoted E(D) .

Figure 4 shows the falloff of E(D) with increasing
numbers of modes. All 198 3 198 interior grid points
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FIG. 3. Mean energy distribution in wavenumber space for the
streamfunction and velocity potential modes computed by projecting
a 10-yr model history on 1568 basis functions. Interior grid points
were uniformly observed at a spatial resolution of 20 km, sampled
every 90 model days. Modes containing 1% or more of the energy
of the most energetic mode are shown in color on a log-energy scale.

were used in each projection. Selection criteria of the
mode subsets is based on the 10-yr historical energy
content of the basis functions. Table 1 lists the specifics
of each mode subset.

The largest subset includes all modes from Fig. 3
containing energy within 1% of the double-gyre mode
c(1,2). Of the 191 modes in this subset, 13 are velocity
potential. The smallest subset has 65 streamfunction and
no velocity potential modes.

Note the change in slope of the reconstruction error
curve in Fig. 4 at the 107 mode subset. After this subset,
velocity potential modes are included in the reconstruc-
tion. Between 65 and 107 modes the error is reduced
by 0.33% per mode, while between 107 and 191 modes,
error is decreased by 0.12% per mode. The decreasing
rate in error reduction indicates the velocity field may
be represented with relatively few modes.

The global energy captured for each reconstruction
listed in Table 1 is computed by summing the square
of the eigenfunction amplitudes (9) during the recon-
struction period and normalizing by the kinetic energy
of the model. The reconstruction error E(D) is very
close to the uncaptured global energy of the reconstruc-
tions.

Mode selection for this model may be summarized
as follows: Analytic basis functions provide arbitrary
spatial resolution, which in theory could reproduce the
exact model velocity on the computational grid. Phys-
ical scales, such as the Rossby radius, provide a practical
minimum spatial resolution scale. Energetics from sam-
pling the 10-yr historical model flow reduces the number
of basis functions further. Consistent with the physics
of the model, the streamfunction modes contain most
of the energy.

5. Basin Eulerian reconstructions from drifter
data

Our goal is to reconstruct the model Eulerian velocity
field from a limited amount of simulated Lagrangian
drifter data. Given the topology of the model double
gyre, we focus on accurately representing the energetic
western region identified in Fig. 1. Large velocities in
this region exacerbate the difference between Lagrang-
ian and Eulerian data.

The least squares reconstruction requires that the ma-
trix problem is overdetermined; the number of obser-
vations must be greater than the number of unknown
modal amplitudes. Since we wish to investigate the re-
construction error associated with minimal numbers of
drifter observations, the choice of a particular normal
mode analysis (NMA) basis set for the drifter experi-
ments is dictated by the conflicting requirements of a
low base reconstruction error and a limited number of
modes (see Fig. 4). As a compromise, we chose the 107
mode basis set consisting only of 2D divergence-free
streamfunction modes. This basis set provides quasi-
geostrophic approximation to the primitive equation
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FIG. 4. Mean reconstruction error E(D ) as a function of the number of modes in the
projection. All interior grid points were used in each projection.

FIG. 5. Mean energy distribution in wavenumber space for the 107
divergence-free basis functions during the reconstruction period using
all 198 3 198 interior grid points as an observation vector.

TABLE 1. Details of the mode subsets with full observation of the
Eulerian field.

Energy of c(1,2)

in the least
energetic mode

(%)

Streamfunction/
velocity

potential modes

Global energy
captured

(%)

Reconstruction
error E(D)

(%)

1.0
1.5
2.0
3.0
4.0
5.0

10

178/13
153/8
140/5
117/2
107/0

94/0
65/0

95
92
89
87
85
81
70

5.8
9.3

12
14
16
20
30

model with a base error, using the entire Eulerian model
field as the observation vector, of 15%.

Figure 5 illustrates the distribution of energy in wave-
number space for the 50-day reconstruction period. The
flow is more anisotropic than the 10-yr historical sample
indicates in Fig. 3. For example, Fig. 3 shows a smooth
distribution of energy between c(1,2) and c(8,2) while Fig.
5 exhibits a local energy peak at c(9,2). Two energy bands
centered at c(2,8) and c(2,6) appear in Fig. 5 but not in
Fig. 3.

The anisotropic features exhibited during the 50-day
reconstruction period are additional indicators to assess
the quality of reconstruction from drifter data. The en-
ergy distribution in Fig. 5 will serve as a reference to
compare specific reconstructions.

Drifter data were obtained by initializing fluid tracers
in the region D and computing Lagrangian trajectories
using third-order polynomial spatial and linear temporal
interpolation of the model velocity fields with standard
fourth-order Runge–Kutta integration at 2.4-h time
steps. As such, these simulated drifters approximate flu-
id particles up to the accuracy of the numerical scheme.

Drifter velocities and position are stored once per sim-
ulation day.

The drifter data do not adequately sample the qui-
escent region outside D. Although the reconstruction
error does not measure the error outside D, the basis
functions require observations there to avoid unrealistic
global behavior. Thus, the drifter observations are aug-
mented with a limited number of uniformly spaced Eu-
lerian observations outside the region D taken from the
10-yr historic mean model field. Spacing of the uniform
climatological sample is chosen to prevent data voids
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FIG. 6. Reconstruction error vs number of Lagrangian observations, Ndrift. For each value of Ndrift, 25
different random initial deployments are shown. The average error is given by the solid line.

larger than the smallest scale basis function. Such data
voids cause undersampling that produces spurious flow
structures in the reconstruction, a phenomenon referred
to as noodling. The smaller structures present in the 107
modes chosen have spatial scales ranging from 250 km
in the x and y directions (c(8,8)) to 154 km in the x
direction (c(13,2)). A uniform sample of 200 km in the
quiescent region gives 65 sample points and is adequate
to prevent unrealistic behavior. The reconstruction error
is not sensitive to the climatological sampling strategy.
The drifter and climatological velocities together make
the observation vector (8).

The relation between E(D) and the number of drifters
deployed is shown in Fig. 6 using random launch lo-
cations of 50 to 200 drifters. For each fixed number of
drifters, 25 experiments are conducted and the ensemble
average reconstruction error is shown by the solid line.
The average error is inversely proportional to the num-
ber of observations, Ndrift , and asymptotes to the base
error computed using the full Eulerian dataset as input.
Notably, velocity observations from 200 randomly
launched drifters can provide reconstructions within 1%
of the base error.

The asymptotic approach of reconstruction error to
the base error as Ndrift increases under random deploy-
ments is verified for all mode subsets listed in Table 1.
The saturation level depends on the number of modes
used, but does not exceed 2% of the model grid points
in the subdomain D.

Two important issues are unresolved by Fig. 6. Since
the drifter deployment for each reconstruction in an en-
semble is random, data voids were minimized as Ndrift

increased. Does launching a significant number of drift-
ers guarantee an accurate reconstruction regardless of

the deployment strategy? Does the error increase or de-
crease as the drifters leave the random launch locations?
The next section attempts to quantify the first issue,
while the following section examines the second.

a. Drifter coverage

There exists a considerable amount of variability in
the error in experiments using a fixed number of drifters.
This variability increases dramatically as fewer drifters
are deployed. For example, as seen in Fig. 6, the error
spread in the reconstruction for experiments using 80
drifters overlaps that of experiments that use 140 drift-
ers. The reconstructed fields are sensitive not only to
the number of Lagrangian observations but also to the
quality of these observations.

Poje and Haller (1999) show how the model flow is
governed by geometrical aspects of the invariant man-
ifold structure. In particular, the initial launch location
will to a large extent determine the dispersion of the
fluid particles. Without detailed knowledge of the flow
specifics, general physical principles may be employed
to estimate the dynamic scales. Drifters located within
a Rossby diameter of each other should provide redun-
dant information for the 107 mode reconstruction, ef-
fectively reducing the number of independent obser-
vations.

To quantify coverage of the domain, we introduce the
concept of an active cell. Let Ci with i 5 1, · · · , Ncell

be a partition of the subdomain D such that D 5
Ci and Ci ù Cj 5 ø. A cell Ci is said to be activeNcell<i51

if at least one drifter is located in the cell. Denote a set
of drifters by xj(t) with j 5 1, · · · , Ndrift and define
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FIG. 7. Reconstruction error E(D ) vs coverage a . The linear correlation between E(D) and
1/a 2.6 (dotted curve) is r 5 0.87. One hundred experiments with initial coverage ranging from
15 to 180 randomly chosen cells generate the pattern. A uniform initial distribution experiment,
which also occupies 180 cells, is shown (triangle) for comparison.

Ndrift
1, if C ù w x (t) ± øNdrift i j j51A C , w x (t) 5 (15)i j 1 2j51 0, otherwise.

The time-dependent coverage function is then

N Ncell drift

a(t) 5 A C , w x (t) . (16)O i j1 2i51 j51

The size and shape of the cell delineates what is con-
sidered a redundant observation; that is, if two drifters
are located within a cell, their observations are consid-
ered redundant. Deployments maintaining a large num-
ber of active cells minimize redundant observations.

Specifying the optimal decomposition Ci is not a triv-
ial task. Ideally, a full knowledge of the spatial decor-
relation function is needed. However, even with perfect
knowledge of the flow field, this is a computationally
intensive task. Since we know the physics of the flow
more precisely than the spatial decorrelation function,
a simple decomposition of D into 70-km square cells is
used. This spatial scale represents twice the smallest
Rossby radius of the flow.

The relationship between coverage and reconstruction
error is studied using 180 drifters. Random launch lo-
cations are chosen for 100 experiments with initial cov-
erage ranging from 180 to 15 active cells out of 285
possible cells in the domain. Figure 7 shows the rela-

tionship between E(D) and the mean coverage a . For
reference to the results obtained from the random dis-
tribution of initial cells, an experiment with a uniform
distribution of 180 drifters throughout the domain is
performed. One drifter is deployed approximately every
83 km in the x direction and 93 km in the y, so the
initial coverage is 180 cells. The mean error and cov-
erage properties of the uniform deployment fit the gen-
eral pattern of the other, random deployments. Note that
uniform initial distribution does not give the highest
mean coverage.

A standard least squares approximation to a geometric
model gives E(D) } 1/a 2.6. The linear correlation co-
efficient between E(D) and 1/a 2.6 is r 5 0.87, indicating
that the simple domain decomposition provides a rea-
sonable indication of coverage. Figure 7 indicates that
high coverage implies a low reconstruction error. How-
ever, for low coverage experiments, a wide range of
reconstruction error exists for the same mean coverage.
A more detailed, spatially dependent decomposition
would improve the correlation.

The asymptotic relation between error and coverage
shown in Fig. 7 is robust in that modifying the cell size,
the number of drifters, or the number of modes does
not alter the results appreciably. For all mode subsets
listed in Table 1, the reconstruction error E(D) asymp-
totes toward the base error that is achieved with full
observation of the Eulerian velocity field as coverage
increases.
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FIG. 8. A comparison between reconstructions from good and poor drifter coverage at day 1.

Figures 8 and 9 compare two reconstructions from
the 100 experiments at day 1 and day 49. The good
coverage experiment launches drifters in 180 cells; the
poor coverage experiment launches the drifters in 15
active cells.

Day 1 of the reconstruction in Fig. 8 shows noodling
in the poor coverage reconstruction. A comparison with

Fig. 2 reveals incorrect velocity peaks on the western
boundary at 400 and 1000 km and a false eddy in the
western domain south of 400 km. The good coverage
reconstruction does not exhibit this structure. Details of
the difference field in the subdomain D is also shown
in Fig. 8. Note that the color scale on the difference
field has a maximum of 0.2 m s21 while the color scale
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FIG. 9. A comparison between reconstructions from good and poor drifter coverage at day 49.

on the model and reconstructed fields has a maximum
of 0.6 m s21. Similar patterns exist in the difference
field of the good and poor coverage reconstructions,
although the strength of the patterns differ. For example,
the southern part of the central jet in both fields is un-
derestimated, while the northern part is overestimated.

On the northern part of the western boundary of D, the
western boundary current is underestimated in both
fields. The poor coverage reconstruction, however, ex-
hibits structures with significant energy on the central
and southern part of the western boundary and in the
southern region of D.
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Day 49 of the reconstruction in Fig. 9 shows the
noodling that occurs in the poor coverage reconstruction
has moved to the regions north and southwest of the
central jet with artificial eddies in the velocity field.
Error near the central and southern part of the western
boundary in this reconstruction, however, is reduced
from that of day 1. Both good and poor coverage re-
constructions underestimate the strength and length of
the central jet. The difference fields do not exhibit the
overestimation in strength of the northern section of the
jet as occurred on day 1. Both difference fields have
similar patterns in the region south of the central jet,
on the northern part of the western boundary of D, and
in the region extending from the central portion of the
eastern boundary of D.

b. Moorings versus drifters

The present implementation of the NMA technique
treats temporally evolving Lagrangian trajectory infor-
mation as variable position Eulerian measuring stations.
Aspects of the flow are manifested through dispersion
and the resulting change in coverage. The strong relation
between coverage and reconstruction error indicate that
the temporal evolution of E(D, t) should be very dif-
ferent for drifters and moorings.

To examine these differences we chose two different
initial sets of launch locations corresponding to good
and poor spatial coverage. Velocity observations are
then taken at subsequent times from these fixed posi-
tions (moorings) and along the Lagrangian trajectories
(drifters) emanating from these initial conditions. The
reconstructed velocity fields are thus identical at the
initial time.

Figure 10 indicates the time dependence of E(D, t)
computed for each set of 180 moorings or drifters for
both good and poor coverage. For reference, E(D, t) is
computed from the reconstruction using all 198 3 198
interior grid points as mooring observations. The time
interval is extended to 120 days so the effects of drifter
dispersion can be shown.

Note that the reconstruction error is time dependent
when fixed mooring data or the entire Eulerian field is
used as observations. In contrast to linear flow, where
the transient solution decays, the nonlinear double-gyre
flow does not approach a steady solution. Instead, there
is a time-dependent flux of energy across spectral com-
ponents as the jet meanders and when eddies are shed,
coalesce, and decay.

The good initial coverage experiment has 180 active
cells at launch. This coverage can only go down as the
drifters advect. The moorings, however, maintain the
180 active cells throughout the experiment. As expected,
E(D, t) increases in the drifter experiment and remains
low in the mooring experiment. It is interesting that the
well-placed moorings have a lower reconstruction error
than the reference reconstruction using all 198 3 198
grid points. Since the chosen subdomain D is well cov-

ered in the mooring experiment and only 65 climatology
samples are taken outside D, the least squares mini-
mization weighs the drifters almost 3 to 1. The 198 3
198 observations use no climatology, but the quiescent
region is almost three times larger than the subdomain
D. As a result, the reference reconstruction has a slightly
higher local error E(D, t) due to the high number of
observations in the quiescent region.

In the case of poor initial coverage, the opposite effect
is observed. The dispersion of Lagrangian particles in-
creases the spatial coverage of the drifter observations
in time while the coverage of the moorings remains poor.
After 120 days, the errors from both the good and poor
initial coverage drifter experiments are near 20%. Un-
like the temporal evolution in reconstruction error ex-
hibited by the mooring experiments, data voids gener-
ated and removed by drifter dispersion dominate the
reconstruction error for both good and poor initial cov-
erage drifter experiments.

Figure 11 compares the energy distribution of the
reconstructions for the first 50 days. The good coverage
experiments distribute energy similar to the base pro-
jection in Fig. 5. Differences occur in some of the higher
wavenumbers. For example, both the drifter and moor-
ing reconstruction show an energy peak at c(2,12) not
present in Fig. 5.

Noodling in the poor coverage experiments signifi-
cantly alters the energy distribution in the wavenumber
plane. The distinct energy minima at c(2,9) and c(10,4)

captured in the good coverage experiments do not ap-
pear with poor coverage.

The poor drifter and mooring reconstructions differ
appreciably in the energy distribution because the cov-
erage and noodling varies temporally with the drifter
trajectories. Conversely, the good drifter and mooring
reconstructions are quite similar since noodling is min-
imal.

6. Conclusions

This study has addressed some of the issues involved
in utilizing Lagrangian data. The approach relied on the
orthogonal reduction technique of normal mode anal-
ysis. The analysis quantified the accuracy of the recon-
struction in relation to the number and coverage of ob-
servations, and number of spectral modes. The coverage
results are generic in that the same pattern of error re-
duction with improved coverage exists for many dif-
ferent drifter–mode combinations. In this study, we
found the Eulerian flow field can be accurately recon-
structed with data representing approximately 1.5% of
the 12 600 model grid points in the subdomain of in-
terest. The error of the reconstructed velocity fields as-
ymptotes to the base error (achieved with full obser-
vation of the Eulerian field) in two independent vari-
ables: coverage (with an adequate number of drifters)
and number of drifters (with adequate coverage). As a
result, with adequate coverage and data, the reconstruc-
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FIG. 10. The time dependence of the error E(D, t) from good or poor coverage reconstructions
using 180 drifters or moorings and 107 modes. Moorings are located at the initial position of the
drifters. The base reconstruction error is included for comparison.



1374 VOLUME 31J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

FIG. 11. Mean energy distribution in wavenumber space of the 107 divergence-free basis functions from drifter or mooring
reconstructions.

tion error can be improved by increasing the number of
modes. The velocity potential modes are crucial to ob-
taining reconstruction errors under 10% for the double-
gyre flow. Clearly, different real or simulated flow fields
would require more or less observations to accurately

reconstruct the varying importance of the velocity po-
tential modes.

The number of modes used in a particular reconstruc-
tion is dictated by several factors. Irregular domains
require numerical solutions to the Helmholtz equations,
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thus imposing a grid resolution on the basis functions.
Additionally, there is a limit on the spatial resolution
due to the maximum number of eigenfunctions that may
be resolved numerically. Energy distribution of a pro-
jection may still be analyzed with numerical basis func-
tions. However, the two-dimensional wave number
space is reduced to a one-dimensional eigenvalue space
and the geometric associations with flow structures is
less obvious.

Knowledge of the 10-yr history of the flow was used
to reduce the number of basis functions. The controlled
nature of this study, involving analytic basis functions
and access to the ‘‘true’’ flow field, permitted such an
analysis. For basin-scale ocean flows where such exact
information is not available, remotely sensed altimeter
data and general circulation models could be used to
study the mode energetics and, if needed, reduce the
number of basis functions.

One limitation of the technique is noodling. This aris-
es when data voids are of comparable size to the spatial
scale of the highest wave-numbered basis function. This
was prevented from occurring outside the active sub-
domain, approximately two-thirds of the basin, by a
uniform 200-km sample of the static climatology. We
chose not to fill voids in the active flow region to iden-
tify the consequent error. In practice, appropriate data
filling techniques should be employed when data voids
of this type occur.

Deployment of drifters with the best possible initial
coverage on a basin-scale domain is not practical. Poor
initial coverage experiments, while much more practi-
cal, vary widely in the reconstruction accuracy due to
the heterogeneous dispersive characteristics of the flow.
Launch strategies based on some knowledge of the flow
should improve the coverage, given a fixed number of
deployment locations.

The effect drifter dispersion has on reconstruction
error is an important consideration. As illustrated by the
drifter versus mooring analysis, poor initial coverage
can, after adequate dispersion occurs, still give reason-
able reconstruction errors. Conversely, good initial cov-
erage is degraded by dispersion. These results indicate
a need for time-dependent launch strategies. Combined
with other data sources, this would alleviate data voids.

Treshnikov et al. (1986) proposed a drifter launch
scheme based on the reconstruction of the surface pres-
sure field and the energy of the currents. An alternative
approach would be to use dynamical systems tech-
niques, such as described for this flow by Poje and Hall-
er (1999), to identify potential data voids.

This study did not make use of the a priori knowledge
of model flow features. Approximating the location of
hyperbolic points, for example, might give launch sites
that disperse drifters quickly. Future work should ad-
dress approximating such dynamical features in the
ocean.

Assessing the quality of reconstruction using the dif-
ference vector field energy, an Eulerian metric provides

no assessment of Lagrangian features of the recon-
structed flow. How the Lagrangian dynamics of the re-
constructed field compare to the original remains un-
answered.

The reconstructed flow fields have a wide range of
application. Nowcasts, model improvement, and rapid
environmental assessment are obvious candidates. More
subtle applications include drifter deployment strategies
and manifold approximation.
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